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Abstract. This research examines a possibility of a disturbance by Moon’s gravita-
tional wave to the Earth’s global warming process in comparison with the increase 
of global volume of carbon dioxide. Because the general theory of relativity that 
predicts the gravitational wave of a planet has a dimension of 1/(distance)2, we ana-
lyzed the data sets of global temperature and global carbon dioxide, with this dimen-
sion of gravitational wave using Least Squares Estimation of Linear Classical Re-
gression Model, Generalized Classical Regression Model, and Nonlinear Regression 
Model. The results suggest that there is a disturbance to the process of global warm-
ing by the Moon’s gravitational wave. However, there is uncertainty for this conclu-
sion because the Moon’s rotational movement around Earth gives different type of 
distributions of its sample data, while global temperature and carbon dioxide in-
crease proportionally accordingly to available time-series. 

Keywords: global warming, Moon and Earth, global carbon dioxide, gravitational 
wave. 

INTRODUCTION 

Einstein’s theory of gravitational wave predicts that it contains a factor of  , 

which has  the dimension of 
2

1

r
, where r  is the distance (kilometers), to where 

the gravitational wave reaches from a planet. Therefore, in this research, 
2

1

r
 is 

considered as a surrogate of the intensity of the gravitational wave, and its rela-
tion to the global temperature is analyzed, together with the global carbon diox-
ide, in time-series.  

THEORY 

In the general theory of relativity [1], gravity is described by the derivatives, g , 

of the scalar potential, rmV / , where  and are 0, 1, 2, 3, which indicate the 
coordinates of the empty curved-space in 4 dimensions, where x0 is for time, x1, 
x2 and x3 for space, and m is mass of a planet, and r  is the distance from the cen-
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ter of the planet. The gravitational field in the empty space is described by Ricci 
tensor: 
 0R ,  (1) 

while gravitational wave is described by the solutions of 0, g  in har-

monic coordinates, where the condition of harmonic coordinates is 

0,
2

1
, 






  

 ggg , where each of g  satisfies the d’Alambert equation, 

0),,(  



 VVg , where each of  ,  ,  ,   and   indicates each of the 

coordinates, 210 ,, xxx  and 3x . Here,   g
dx

d
g , , and   g

dxdx

d
g

2

, . 

When the gravitational waves are all moving in the same direction,  for ex-

ample 3x , g  are functions of only one variable, 3x in time-series. And, in more 

general case,   lug ,  when g  are all functions of the single variable 


xl , while l  are the constants that satisfy 0

 llg , and u  is the derivative, 

g , of the function 
xl . And, then, after the transformation of the tensors, we get: 

 

  ullu

2

1
.  (2) 

And, then, 

  ul

2

1
. Now, the gravitational wave moves in the direction 

l  of the form,   bxx ' , where b  is a function only of 
xl  with the re-

striction that wave moves only in one direction. And, then, the equation (2) indi-

cates the flow of the energy in the direction of 3x :  

 2
12

2
2211

0
0 )(

4

1
16 uuut  . 

Here, 
t is a pseudo-tensor, which means a quantity, given by 

Lgg
g

L
t

~
,

,

~








 



 , while )( 











  gL ,  
RgR  

LR  * , ),,(*








  gR , LL 
~

, g  , and 00gg  . 

The gravitational field equation of the empty space (1) is generalized to 
a tensor equation: 
   gR ,  (3) 

where  is a constant. The values of R contain second derivatives of the g , 

because 















  ,,R ; so,   must have the dimension of  

(distance)-2. Where the planet exists, this constant coefficient   must be small 
enough, so that the flow of energy does not disturb the coordinate that the planet 
makes, as shown in the tensor equation (1).  

There is a comprehensive action principle:  

 0)(  II g ,  (4) 
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where gI  is the gravitational action, and I   is the action of sum of all the other 

fields; while, xdggRgRI g
4)

2

1
( 

   , and xdgRI 4  . 

For the cosmological theory, an extra term is added, such as: 

xdgcIc
4  , where c  is a suitable constant. And, then,  cI  

xdgggc 4

2

1
 

 , and the action principle (equation (4)) gives:  

 0
2

1

2

1
)16( 






   cgRgR .  (5) 

Then, the equation (3) gives  4R , and hence:   gRgR
2

1
. 

And, if c8 , it satisfies the equation (5). 
This theory suggests that Moon emits gravitational wave to Earth, which is a 

flow of energy; and its intensity includes a dimension, related 

to
2

1
84

r
cR  , where r  is the distance between two planets. In this re-

search, we use 
2

1

r
as an indicator of the gravitational wave. In the following sec-

tions, we report the methods and the results of the analysis. It is assumed that the 
global temperature is an indicator of the energy, which is given by the indicator of 
Moon’s gravitational wave. The global carbon-dioxide is analyzed together in the 
mathematical models for the data analysis, in order to evaluate the importance of 
Moon’s gravitational wave.  

METHOD OF THE RESEARCH 

The descriptive statistics of the data, from 1987 till 2009, of the global tempera-
ture (increased degree Celsius since 1978) [2], the global carbon dioxide (million 
metric tons) [3], the distance between Moon and Earth ( r : kilometers) [4], and 

calculated  
2

1

r
 ((kilometers)22))  ,,  are shown in Table 1.  

T a b l e  1 .  Descriptive statistics 

Variable 
Global  

Temperature 
(oC) * 

Carbon-gas  
(million  

metric tons) ** 

Distance between 
Moon and Earth 
(r: kilometers) 

2/1 r  
((kilometers)--22)) 

Mean 0,29130 1,25165103 3,62618105 7,6050910-12 
Standard  
deviation 0,12125 2,14245102 5,98411102 2,5109710-14 

Minimum 0,10000 8,92000102 3,61583105 7,5699910-12 
Maximum 0,43000 1,62600103 3,63483105 7,6486510-12 
Skewness  –0,21063 0,14292 –0,15249 0,15787 
Kurtosis  1,29401 1,82491 1,67498 1,67879 

Valid number 
of observations 23 23 23 23 
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* Increased degree Celsius since 1978 
** To convert these estimates to units of carbon dioxide (CO2), simply multiply these es-
timates by 3,667 [2] 

Regression analysis is made on the global temperature, the global carbon-

dioxide and 
2

1

r
, with the models, considered below. 

Least Squares Estimation of Linear Classical Regression Model 

The global temperature Y  { 1y , …… ny }, the constant value 1, 1x , the meas-

ured global carbon-dioxide , 2x , and the inverse of the squared distance between 

Moon and Earth, 3x , are transformed into the forms of 1n vectors, y , 1x , 2x , 

3x , where n is the number of observation, 23. Then kn matrix },,{ 321 xxxX   
is defined, where )(Xrankk  . 

We assume that:  XyE )( , IYV 2)(  , X non-stochastic, and 
kX )(rank =3, where )(yE is the mean of y , )(yV is the variance of Y , and 

)(2 yV . I is nn matrix, in which all diagonal elements are 1, and other ele-
ments are 0. In the Classical Regression Model, it is assumed that the diagonal 

elements of IYV 2)(   are all of the same value, 2 . And, all covariances are 
assumed to be zero. With the following algebra, b (estimated coefficient  from 

the sampled data) and 2 are calculated: 
XXQ  , where X  is a transposed matrix of the matrix X ; 

YXQb  1 , where 1Q is an inversed matrix of the matrix Q ; 

XbY ˆ : expected global temperature Y ; 

YYe ˆ ; 

1)( 




 Q
kn

ee
bV . 

And square-root of the diagonal elements of )(bV are the standard errors of 
elements of the estimated coefficient-vector b . 

Time Series 

After applying the Classical Regression Model to this problem, we examine the 

time-series of the sampled data of global temperature, carbon-dioxide and 
2

1

r
, in 

order to estimate the independency (or dependency) and the distribution patterns 
of these variables. For this purpose, we calculate the autocorrelation of each of the 
sampled data of these three variables, with the following algebra: 

From n  consecutive observations, nyy ,,1  , we make a vector 
T

1 ),,( nyyy  , where ‘ T ’ transposes a vector. And then we calculate: sample 

mean: 



n

t

t
n

ym
1

, sample autovariance: nmyc
n

i
i

2

1
0 )(  


, the first sample 
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autocovariance: )1())((
2

11  


 nmymyc
n

i
ii , and then similarly, the second 

sample autocovariance: )2())((
3

22  


 nmymyc
n

i
ii , and so forth. 

Then we calculate the sample autocorrelations: 0ccr jj  . 

Generalized Classical Regression 

In general, the autocorrelation suggests whether, or not, changes in time-series of 
each of the variables are related to its own past; or it suggests whether or not, the 
variable in the past is independent from the present time with the same pattern of 
the distribution of the variable as it currently has. By comparing three autocorrela-

tions for three variables of global temperature, carbon-dioxide and 
2

1

r
, we will 

be able to estimate the distribution pattern of the standard deviations of the kn  
matrix },,{ 321 xxxX  , to see if the diagonal elements of the assumed matrix of 

variances (square-root of standard deviation) IYV 2)(  are all equal and/or 
if the covariances are zero, or not. If not, the Classical Regression Model is not 
applicable; but, instead, we need Generalized Classical Regression Model, in 

which IYV 2)(  , and/or the matrix  contains non-zero covariances.  

In this research, we examine two possibilities:  
a) Pure Heteroskedasticity, in which diagonal elements of  are all dif-

ferent; and,  
b) First-Order Autoregressive Process, in which the first-order autocovari-

ance, )1())((
2

11  


 nmymyc
n

i
ii  is not zero.  

In case of Pure Heteroskedascity, the iy ’s are uncorrelated, but have dif-
ferent variances: the matrix   is diagonal, with diagonal elements  

222
1 ,,,, ni   . Here we assume an nn  matrix  H that makes IHH  . 

H is the diagonal matrix that has the i1 ’s on its diagonal. If the i ’s are 
known, then we can transform the data by dividing all variables at the i th obser-
vation by i to get 

 
i

i
i

yy * ,  
i

ij
ij

x
x * ,  where 23,,2,1 i ; 3,2,1j . 

Then Classical Regression Model will apply to the new data and the regres-
sion of *Y  on *X  will produce the Least-Squares Estimation of Generalized 
Classical Regression Model of *b  with the same procedure shown in the analysis 
of the Least Squares Estimation of Linear Classical Regression Model. 

When we assume that the time-series of the global temperature is First-Order 
Autoregressive Process, a common practice is: at first, run Least Squares Estima-
tion of Linear Classical Regression Model of y  on X  to get the residuals 

YYe ˆ .  
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Then  regress ie  on  1ie (across 23,,2 i  in the time-series) to estimate 

011 ccr  : as 






23

2

2
1

23

2
1ˆ

i
i

i
ii eee . No intercept is required when the sum of 

the residuals 


23

1i
ie  is zero. And then transform the data as bellow, using ̂ : 

1ˆ*  iii yyy  and 1ˆ*  ii XXX , where },,{ ,3,2,1 iiii xxxX   and 1iX  

},,{ 1,31,21,1  iii xxx ; and then run Least Squares Estimations of  Linear Classi-

cal Regression Model of *y over *X . 

Nonlinear Regression Model 

In this research, we try to analyze the database also with Nonlinear Regression 

Model, with Cobb-Douglas function, 32
321
bb xxby  . Not like as Least Squares Es-

timation of Classical Regression Model, we cannot calculate the coefficients, 1b , 

2b , 3b , algebraically; but, we can calculate them only numerically: 

Now  ),,,,( 32321 xxbbbhh  ; 

 ),,,,( 32132
321

bbbxxzb
h

b
h

b
hz 







 ;  

 ),,,,,( 32132 bbbxxyuhyu  . 

We seek the values of 1b , 2b , 3b  that make 0uz . We assume that 0
1b , 

0
2b , 0

3b  are the initial guessed values for 1b , 2b , 3b . Then, ),,,,( 32
0
3

0
2

0
1

0 xxbbbhh  , 

),,,,( 0
3

0
2

0
132

0 bbbxxzz  , ),,,,,( 0
3

0
2

0
132

00 bbbxxyuhyu  . The linear ap-

proximation to h  at the point ( 0
3

0
2

0
1 ,, bbb ) is ))()(( 0

33
0
22

0
11

00 bbbbbbzhh  , 
so that order of approximation,  

  )])()(([ 0
33

0
22

0
11

00 bbbbbbzhyhyu  

 ))()(( 0
33

0
22

0
11

00 bbbbbbzu  ; 

  000
33

0
22

0
11

00
321 '))()(('),,( zzbbbbbbuuuubbb  

 000
33

0
22

0
11 '))()((2 uzbbbbbb  ; 

 00000
33

0
22

0
11

321
321 '2'))()((2),,( uzzzbbbbbbbbbbbb 







 . 

Set 0),,( 321  bbb , and solve for  ))()(( 0
33

0
22

0
11 bbbbbb  

0000 '/' zzuz . 

And then take the resulting ))()(( 0
33

0
22

0
11 bbbbbb   as the new 

0
3

0
2

0
1 ,, bbb  and restart the calculation. Continue until the result converge, that is 

until 0))()(( 0
33

0
22

0
11  bbbbbb . 
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In practice, the derivative 0
3

0
2

0
1 b

h
b

h
b

hz








  can be approximated 

numerically as  

 ]222/[)( 321
))((

2
0
1

))((
2

0
1

0 33223322 pppxbxbz pbpbpbpb   , 

where 1p , 2p ,  and 3p  are small steps. 

RESULT 

The results of Least Squares Estimation of Classical Regression Model are shown 
from Table 2 to Table 6.  

T a b l e  2 .   Matrix XXQ  in Classical Regression Model 

23,00000 2,87880104 1,7491710-10 

2,87880104 3,70424107 2,1893010-7 

1,7491710-10 2,1893010-7 1,3302710-21 
 

T a b l e  3 .  Matrix YX ' in 
Classical Regression Model 

 T a b l e  4 .  Matrix YXQb '1 in * Classical 

Regression Model 

6,70000  for 1 ( 1x ) -1,17863 

8,92389103  for Carbon dioxide ( 2x ) 5,3315010-4 

5,0952710-11  for )1( 2r  ( 3x ) 1,055371011 

* With this model, R2 = 0,88602. 

T a b l e  5 .  Matrix 1)( 




 Q
kn

ee
bV  in Classical Regression Model 

7,71895 –7,67170  10-6 –1,01370  1012 
–7,67170  10-6 1,82931  10-9 7,07689  105 
–1,01370  1012 7,07689  105 1,33176  1023 

 

T a b l e  6 .  Coefficients and standard errors of the coefficients in Classical Re-
gression Model 

Variable Coefficient Standard error 

for 1 ( 1x ) –1,17863 2,77830 

for Carbon dioxide ( 2x ) 5,3315010-4 4,2770410-5 

for )1( 2r  ( 3x ) 1,055371011 3,649331011 

 

The coefficients of Table 6, which are calculated by Classical Regression 

Model, show that 3x  







2

1

r
 influences y (global temperature) more than 2x (car-

bon-dioxide) does; however, the standard error of the estimated coefficient of 3x  

is larger than 2x ’s. In order to investigate this large size of the standard error of 

the coefficient of 3x , we analyzed the patterns of the changes of y , 2x , and 3x , 



Yoshio Matsuki, P.I. Bidyuk 

ISSN 1681–6048 System Research & Information Technologies, 2018, № 1 114

in time-series, by calculating their  autocorrelations. Fig. 1 shows the auto-
correlation of y , Fig. 2 of 2x  and Fig. 3 of 3x .  

 

Fig. 2. Calculated autocorrelation of global carbon dioxide ( 2x ) 

Fig. 1. Calculated autocorrelation of  global temperature ( y ) 

Fig. 3. Calculated autocorrelation of 2/1 r , 3x  
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The autocorrelation of y  (sample data of global temperature) in Fig. 1 sug-

gests that all sample autovariance 0c of y  are same over different i s, where 

23,,2 i ; and, sample autocovariances ic  s are becoming smaller when i  be-

comes larger; so, this sample data of y  suggests possibilities of both Heteroske-
dasticity and Autoregressive Process.  

The autocorrelation of 2x  (sample data of carbon dioxide) in Fig. 2 also 
suggests possibilities of both Heteroskedasticity and Autoregressive Process. 

However, the autocorrelation of 3x , 21 r , in Fig. 3 shows a different pattern of 
its distribution, in comparison with Fig. 1 and Fig. 2.  And, then, because of these 
observations of autocorrelations, we further tested Generalized Classical Regres-
sion Model by regressing y  over 2x  and 3x , assuming the following: Pure Het-
eroskedacity, where the diagonal elements of  have different variances, 

2
23

2
2

2
1 ,,,,   , and First Order Autoregressive Process, in which the first-

order autocovariance, 01ˆ cc  is not zero, but the same value. 

The results of the analysis with Generalized Classical Regression Model in 
the assumed Pure Heteroskedasticity and the assumed First-Order Autoregressive 
Process are shown from Table 7 to Table 11.  

Here, it is noted that for b) First-Order Autoregressive Process, at first, we 

calculated the residuals  YYe ˆ , and  
23

1i ie  to see if the sum of the residuals 

is zero. And, then, we knew 1123
1 1052104.4 
 i ie , which is small enough to 

assume as it is zero. And, then, we regressed ie  on 1ie  (across 23,,2 i  in 

time-series), and then, we got 90997.0ˆ  . 

T a b l e  7 .  Matrix XXQ  in Generalized Classical Regression Model 

Pure Heteroskedasticity First-Order Autoregressive Process 
23,00000 1,34369102 6,96610103 0,17832 2,82472102 1,3561310-12 

 1,34369102 8,07005102 4,06960104 2,82472102 4,62382105 2,1454910-9 
6,96610103 4,06960104 2,10987106 1,3561310-12 2,1454910-9 1,0335210-23 

 

T a b l e  8 .  Matrix YX ' in Generalized Classical Regression Model 

Pure Heteroskedasticity First-Order Autoregressive Process 
55,25547 7,9711510-2 

3,43513102 1,26456102 
1,67350104 6,0631910-13 

 

T a b l e  9 .  Matrix YXQb  1* in Generalized Classical Regression Model 

Pure Heteroskedasticity* First-Order Autoregressive Process 
for 1, 1x  -9,72055 0,37507 

for Carbon dioxide, 2x  0,94202 1,3650310-5 

for )(1/ 2r , 3x  2,1855710-2 6,61708109 

* With this model, R2 = 0,88602, which is as same as R2 of the classical regression model 
in Table 4. 
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T a b l e  1 0 .  Matrix 1'
*)( 


 Q

kn

ee
bV  in Generalized Classical Regression Model 

Pure Heteroskedasticity First-Order Autoregressive Process 
5,24998102 -0,11178 -1,73122 0,62342 -3,4971010-5 -7,454131010 

-0,11178 5,7109710-3 2,5892010-4 -3,4971010-5 1,3785610-8 1,72693106 
-1,73122 2,5892010-4 5,7109610-3 -7,454131010  1,72693106 9,441811021   

 
T a b l e  1 1 . Coefficients and standard errors of the coefficients in Generalized
Classical Regression Model 

Pure Heteroskedasticity First-Order Autoregressive Process 
Variable 

Coefficient Standard error Coefficient Standard error 
for 1 ( 1x ) -9,72055 22,91283 0,37507 0,78957 
for Carbon  

dioxide ( 2x ) 0,94202 7,5571010-2 1,3650310-5 1,1741210-4 

for )(1/ 2r  ( 3x ) 2,1855710-2 7,5570910-3 6,61708109 9,716901010 
 

The adjusted coefficients of Table 11, which were calculated by the assump-
tion of Pure Heteroskedasticity in Generalized Classical Regression Model, sug-

gest that 3x  







2

1

r
 influenced y  (global temperature) less than 2x  (carbon-

dioxide) did; while, the standard error of the estimated coefficient of 3x  is almost 

equal to 2x ’s. On the other hand the assumption of First-Order Autoregressive 

Process suggests that 3x  







2

1

r
 influenced y (global temperature) more than 2x  

(carbon-dioxide) did; while, the standard error of the estimated coefficient of 3x  

is larger than  2x ’s. 

In order to further investigate the relation between 3x  







2

1

r
 and y  (global 

temperature), we also analyzed the same data set by Nonlinear Regression Model 
of Cobb-Douglas function. The result is shown in Table 12. 

T a b l e  1 2 .  Coefficients of Cobb-Douglas model, 3
321

2 bb xxby   

Coefficient Estimated coefficient Standard error 

1b  coefficient of 1  0,000103 0,02761 

2b  coefficient of 2x  2,126546 0,23431 

3b  coefficient of 3x  0,283107 10,62035 
 

The estimated coefficients of nonlinear Cobb-Douglas function show that the 
coefficient of 2x is larger than the coefficient of 3x . This result suggests that the 

carbon dioxide is more influential to the global warming, than 
2

1

r
, if the global 

temperature is to be described by the Cobb-Douglas function. 
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ANALYSIS OF THE CALCULATED RESULTS 

We cannot measure Moon’s gravitational wave; while the general theory of rela-

tivity only suggests that it includes dimension of 
2

1

r
, where r  is a distance be-

tween Moon and Earth in kilometers.  The result of the Least Squares Estimation 
of Linear Classical Regression Model suggests that the influence of Moon’s 
gravitational wave to the global warming is large; however, the standard error of 
the estimated coefficient is also large.  On the other hand, the autocorrelations of 
the global temperature, in time-series, suggests that the process of the global 
warming could be explained by its own history, which could be also influenced 
by carbon dioxide and gravitational wave from Moon. However, as shown in 

Fig. 4, the distribution of 
2

1

r
 is cyclic in time-series because Moon rotates on 

oval orbit around Earth; while the distributions of global temperature and carbon 
dioxide are proportional to the time-series as Fig. 1 and Fig. 2 show. And then we 
assumed that Moon’s gravitational wave could disturb the process of the global 
warming; and, then we tried to measure the order of magnitude of the assumed 
disturbance by Moon to Earth (global temperature), with two assumptions in the 
Generalized Classical Regression Models: Pure Heteroskedasticity and First-
Order Autoregressive Process, and one Nonlinear Model. 

The results of First-Order Autoregressive Process of Generalized Classical 
Regression Model suggests large disturbance of Moon to the process of global 
warming, which is as same as the result of Least Squares Estimation of Classical 
Regression Model; although, the results of the analysis with the assumptions of 
Pure Heteroskedasticity and Nonlinear Model suggest the opposite.   

The reasons of these differences, which are observed in analysis in these four 
models, are supposed to be related to the nature of Moon’s movement on the oval 
orbit, which gives larger variance and covariance, which are taken in different 
ways by different models.  

Fig. 4. Distance between Moon and Earth 
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CONCLUSION AND RECOMMENDATIONS 

We assumed that the gravitational wave from Moon to Earth influenced the global 
temperature of Earth; and, then, the result of the Least Squares Estimation of 
Classical Regression Model suggested such effect to exist. However, we also 
found that the calculated standard error of the estimated coefficient of the gravita-
tional wave was large.  

And, then, we examined Generalized Classical Regression Model, to see if 
the magnitude of standard error changes, by assuming Pure Heteroskedasticity 
and First Order Autoregressive Process, which added more different variances 
and covariances in the regression models. The results indicated that the expected 
influence of Moon’s gravitational wave was large, while the standard-error was 
large with the assumption of First Order Autoregressive Process; while, the ex-
pected influence was small and its standard error was also small when Pure Het-
eroskedasticity is assumed. However, we don’t know if the assumption of Pure 
Heteroskedasticity is appropriate for modeling Moon’s rotational movement.  

Also, we tested the nonlinear Cobb-Douglas function to simulate the impacts 
from Moon’s gravitational wave and carbon dioxide to the global warming, and 
the result showed more influence of carbon dioxide. However, we don’t’ know 
any reasonable theory to justify the nonlinear function, yet, rather we examined it, 
only to observe how the coefficients change in comparison with those of Least 
Squares Estimation of Classical Regression Model.    

Upon above observations, we cannot deny our assumption that Moon’s 
gravitational wave could disturb the process of global warming, yet; while, the 
results also suggest that uncertainty exists because of Moon’s rotational move-
ment, which is different from the processes of rising global temperature and car-
bon dioxide.  
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