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MULTILAYER GMDH-NEURO-FUZZY NETWORK BASED ON
EXTENDED NEO-FUZZY NEURONS AND ITS APPLICATION
IN ONLINE FACIAL EXPRESSION RECOGNITION
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Abstract. Real-time image recognition is required in many important practical
problems. Interaction with users in online mode requires flexibility and adaptability
from applications. The Group Method of Data Handling (GMDH) allows changing
the model structure and adjusting the system architecture to the characteristics of
each task under consideration. Moreover, the approximating properties of neo-fuzzy
neurons used as elements of the system provide the high recognition accuracy under
conditions of short data samples. This paper proposes a multilayer GMDH-neuro-
fuzzy network based on extended neo-fuzzy neurons. The learning algorithm has fil-
tering and tracking properties, guarantees the required speed important for real-time
applications. The effectiveness of the proposed system is confirmed for the human
emotions recognition.

Keywords: Group Method of Data Handling, extended neo-fuzzy neuron, online
image recognition, facial expression recognition.

INTRODUCTION

Information technologies are actively being introduced into education, business,
healthcare, entertainment and other spheres of human life. This requires tech-
nology interactivity, to conduct continuous two-way cooperation between person
and computer or mobile device. One of the promising areas for such intellectual
interfaces’ development is the approach that uses the recognition of people, their
age, sex, state of health, emotional status on the real time video. This complex
technical problem already finds its own solutions [1-9]. Frequently, these deci-
sions use the machine learning and neuro-fuzzy approach.

As a technical problem, the task of a user emotional status recognition by
video is reduced to characteristic features detecting, and to the collected data clas-
sification. This problem is related to the fact that machine learning algorithms in
this task require the training data sets in which the samples number can be tens or
even hundreds of thousands. The forming of such sets is a serious, time-
consuming task, significantly increasing the projects developing cost and imple-
mentation duration.

The prospective methods of recognition by short datasets are fuzzy systems
and GMDH. Earlier it was proved that neural networks are universal approxima-
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tors and have some remarkable properties, such as parallel information processing,
ability to work with incomplete noisy input data and learning possibilities to
achieve the desired output.

The GMDH, from the other side, uses the principle of self-organization that
allows constructing an optimal structure of the mathematical model during the
algorithm operation. It’s very promising to combine advantages of these both
approaches for the solution of the problem — development an efficient model
structure. GMDH-neural networks whose nodes are active neurons [10-12],
N-adalines [13], R-neurons [14—16], Q-neurons [17] are known. At the junction
of the fuzzy GMDH [18] and neural networks, the GMDH-neuro-fuzzy system
[15, 19] and the GMDH-neo-fuzzy system [20] were created. These systems have
proven their effectiveness in solving a wide range of problems, but have lost the
main advantages of the original GMDH: a small number of evaluated parameters
in each node. In this regard, it seems promising to develop a GMDH-neo-fuzzy
system that combines the advantages of traditional GMDH and hybrid computa-
tional intelligence systems, and is trained using simple procedures to ensure high
speed of online image recognition.

The goal of the present paper is a synthesis of the GMDH neo-fuzzy system
for the online image recognition.

THE EXTENDED NEO-FUZZY NEURON AS A NODE OF GMDH-NEURO-
FUZZY SYSTEM

Takeshi Yamakawa and co-authors in [21-23] proposed the architecture of neo-
fuzzy neuron (NFN). The authors of the NFN admit among its most important
advantages, the high learning rate, computational simplicity, the possibility to find
the learning criterion global minima in real-time processing. Besides, NFN is
characterized by fuzzy linguistic “if-then” rules. The neo-fuzzy neuron is a non-
linear multi-input single-output system shown in Fig. 1.

It realizes the following mapping

h
Ji(x;) = ijiﬂji(xi)
j=1

and implements fuzzy inference

IF x; IS x; THEN THE OUTPUT IS w,

where x,; is a fuzzy set with membership function p ;(x;), w;; is a singleton

synaptic weight in consequent [2]. As it can be seen nonlinear synapse in fact
actualize Takagi—Sugeno fuzzy inference of zero order. The membership
functions p ;(x;) in the antecedent could be B-splines or triangular functions, for

example, like this

X:—C: 1:
i Jj-Li . .
, i x;ele; 05,0
Cji = Cj-Li
C:i1:—X:
_ J+Li i . .
Wi=y—"""—" if x; e[cj,i:CjJrl,i]:
Civli —Ci
0, otherwise,
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where ¢ ji the centers of membership functions, usually distributed on interval

[0, 1]. This contributes to simplify the fuzzy inference. An input signal x;

activates only two neighboring membership functions simultaneously and the sum
of the grades equals to unity, providing Ruspini partition:

Moo () + () = pj () + () =1

e fi(x,(0)

Al) Y y0)

xa(k) =

flxu(K))

:

Fig. 1. Neo-fuzzy neuron

The inference result can be produced by arbitrary defuzzyfication method.
Center-of-Gravity method gives output in the simple form:

JiGx) =wn i () +wipg k().

It is possible to improve approximating properties of such a system by using
a structural unit, called by authors as “extended nonlinear synapse” (ENS;) (Fig. 2)
and synthesized on its basis the “extended neo-fuzzy neuron” [24-27] (ENFN).
ENFN contains ENS; as elements instead of usual nonlinear synapses NS,.
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Fig. 2. Extended non-linear synapse
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By introducing the additional variables:

0, .1 2.2 .
Vi () = 1y O )Wy +wyx; +wipxy +..+wixlP)
b 0 1 2.2
Ji(x) = ZH/i(xi)(Wli + WX, + WX+ wixl) =
=1
0 1
= wyty () + wyxpg () + oo+ whix g (x) +
0 .
AWyl () e WX L, () + o+ Whx 1, (X;) 5
0 1 0 T,
Wi = (Wijs Wigseeos W s Wojaes Whs s W)
o) = (e Ge ) v (6 P e tem () P () P (e )T
M (xz) (le (xz)’xzull (xl)"""xi My (xl )’“21 (xl)"""xi Mo, ('xl )""3xi My (xl)) b

we can write
T~
Ji(x) = w1 (x;),

5= i) = 3wl EGy) = W),
i=1 i=1

~T T T T T.
where W' = (W ooy W, s W, ) s

B = (7 (0B Gy (5, )
It’s easy to see that ENFN contains (p+1)hn adjusting synaptic weights and
fuzzy output, implemented by each ENSI, has the form:

IF x; IS x; THEN THE OUTPUT IS  wj +wjx; +...+whx?, [=12,..,h,

i.e. essentially coincides with p-order Takagi—Sugeno inference.
Fig. 3 shows the architecture of an extended neo-fuzzy neuron.

fi(x1(k)

xl(k)ﬂ—- ENS]

f2(x2(k))

x>(k) o———w| ENS,

f(xa(K)

Xp(k) (el ENIS,

Fig. 3. Extended neo-fuzzy neuron

THE NEO-FUZZY NEURON LEARNING ALGORITHM

As a goal function for NFN learning the local quadratic error function is used:

2
n h
E(k) =%(y(k> (k) = %ez (k) = g[y(w—z RITES ("))] :

i=1 j=1
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where y(k) — external reference signal.

It is minimized in the gradient stepwise algorithm in the form:

wji (k) =wj; (k=1) +me(k)u ;; (x; (k) =

n h
=w;(k—=1)+n yik)=3, iji(k _l)uji(xi(k))Juji(x[(k))’

i=1 =1
e(k)— learning error; n — the scalar learning rate parameter.

To increase the speed of training process Kaczmarz—Widrow—Hoff one-step
learning algorithm [28—32] can be used:

y(k) = w' (k = Dp(x(k))
(x|
where L(x(k)) = (11 (X1 (6))senns By (6 (B))sees B (6 (K)o
ceer B (5 () Py (2, (OODT
w(k —1) = (W (k=1),...,wy, (k=1),...

w(k) = wk —1) + n(x(k)),

s Wy (K =D),ecow i (k =1),c, Wy, (K — 1)) -

(nhx1) — vectors generated by input variables.
The learning algorithm exponentially weighted form:
w(k) = wlk =1)+ 7~ (k) (y(k) = w (k = Dp((R)u(x (k)
r(k) = or(k =) +||pxh)|, 0<a<l,

which has filtering and tracking properties can be effectively used in stochastic
and nonstationary situation.

THE NEURO-FUZZY SYSTEM AND ITS ARCHITECTURE OPTIMIZATION
USING THE GROUP METHOD OF DATA HANDLING

The neuro-fuzzy system under consideration is a multilayer feedforward architec-
ture that consists of extended neo-fuzzy neurons and shown on Fig. 4.

A (nx1)-dimensional input signals vector Xx = (xl,xz,...,xn)T arrives at
system zero receptive layer, and is transmitted then to first hidden layer containing
n, =C. neuron nodes with only two inputs. At the outputs of first hidden layer

nodes N [1], output signals )A/El], / =1,2,...,%(n—1)=C3 are formed. Further,
these signals are sent to selection block SB 1 of first hidden layer, which selects
from output signals set )7,[1] the most accurate nl* (nik <n;) of them in the ac-

%
cepted criterion sense, most often the mean square error 02[1] . From these »;
Vi

[11*

best outputs of first hidden layer )711 , h, (n<n,<2nusually) pairwise combi-
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nations are formed, which are fed to second hidden layer formed by neurons

N2 gimilar to neurons N From output signals of this layer 5/1[2], the selec-

tion block of the second hidden layer SB (2] selects only those that exceed the

A %k
best signal of the first hidden layer yl[l] , for example, in terms of accuracy 02[2] .

A[2] ) A[2]% cam

() ol
X1 {] y2

Y

X2

A[1] ~[1]* ~[2] ~[2]*
Xp Vg Yy Z t : iy Yy o

R N — D

SB[I]
SB?
spt!

Fig. 4. GMDH-neuro-fuzzy system based on extended neo-fuzzy neurons

The third hidden layer generates signals that are superior in accuracy to the

best signal )71[2]* etc. The process of system forming occurs until the selection

block SB generates at its output only two signals f/{s_l]* and fzgs_l]*. These

signals that are applied to a single output neuron N [T are used to calculate the
single system output signal 7**/.

As the nodes of the GMDH system, one can use various neurons types with
necessary approximating capabilities. However, at the same time, the main advan-
tage of the original GMDH method — the ability to real-time work in the pres-
ence of short training sets — may be lost.

This paper proposes to use the extended multidimensional neo-fuzzy neurons
[24-27] as GMDH system nodes. Its architecture is a Takagi—Sugeno—Kang neu-

ro-fuzzy system [33-35] with two inputs x; and x,, five sequentially connected

information processing layers and one output j, . A two-dimensional vector of

input signals x(k) = (x;(k),x, (k))T to be processed is fed to the input of the node
(k=1,2,...,N — the observation number in the training set or the current discrete
time). The node first layer contains 22 membership functions p ,; (x;), u,; (x;),

p=12,.,h and implements fuzzification of input variables. The second layer
provides aggregation of membership levels calculated in the first layer, contains /
multiplication blocks and forms two-dimensional radial basis activation functions
B (x;), 1, (x;) . The third layer is a layer of synaptic weights to be adjusted

during the training process, while layer outputs are values wl’fnu pi (X1 () s

and weights number is determined by number of membership functions at each
input h. The fourth layer is formed by two adders and calculates the sum of second
and third layers output signals. Finally, in the fifth neuron output layer normalization

is performed, as a result of which the node output signal y, is calculated.
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Thus, when a signal x(k) is fed to the neuron node input, elements of the
first layer calculate membership levels 0 <p , (x)<1L0<p ,(x;)<1. As

membership functions, bell-shaped constructions with a not strictly local receptor
field are usually used. They avoid the appearance of “holes” in the fuzzified space
when using the scattered partition spaces of input variables [35]. The membership
functions of the first layer are Gaussian

: k — . 2 . k _ ) 2
“’p[ (xi (k)) = exp(— (xl()chl)J s up] (xj) = exp[_ (xj()chj)] N
2c 2(‘5]»

i
where ¢, , ¢, — parameters defining the centres of membership functions;

G, , 6; — width parameters of these functions.

The / aggregated signals appear on second layer outputs

fp (k) = le‘(xi(k))upj (x](k)) »

where

N (x, (k) — )’ (x;(k)—c,;)’
X, (k)= exp[— Tizp] exp[— #J -

o bo-a )
262

The third layer outputs are the values

Wi i (o () (o (K)) = i) %, (k)
the fourth layer calculates the following two sums:

ZW;pMpz(x (RN (x (k) = Z (k)

Zup,- (e (k) (x (k) = zxp ()

p=1 p=1
and finally, at node output (fifth layer), a signal is formed

h B h )
> Wi (5 () (x;(K)) 2wl E, (k)

P =2 =5 _
Zup, (kDR O (0) Y%, (k)
p=l p=1

— $ ij Np(k) _ & k ii\T l] k

=2 I 2 Wl (x(k) = ()T o (x(k))

TS w i
p=1

where

-1
. h
@ (x((k)) = i (x; (k) (x (k))( oM (e (R (x5 (k))] ;
p=1
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W?Z(Wnswzza th)

@ (x(k)) = (@] (x(k)), @5 (x(k)),.., 0% (x(k)) -

It can be noticed that the node implements a non-linear mapping of input
signals to output.

THE EXPERIMENTS

The task of a person's facial expression recognition is complex and multi-stage. It
includes pre-processing of the image and searching for the face area within the
image. After the face area is distinguished, it is possible to recognize the emotion
by the face features set. In the practice of faces expressions recognition, several
descriptor principles are used. The most common are adaptive appearance
models, which use the descriptions based on face image feature points and con-
tours. It is established that such descriptions convey complete information about
the person emotional state, even if it is expressed weakly.

Under the emotions influence, the facial muscles reduction leads to the dis-
placement of feature points and this movement can serve as an indicator of basic
facial actions. The most commonly used facial expressions are some basic emo-
tions (fear, sadness, happiness, anger, disgust, surprise) and neutral state.

As a base for the feature vector, it is proposed to use a set of 35 characteris-
tic points that can be localized in the facial area using contour detectors (Fig. 5).
The neo-fuzzy neurons has one output as the dimensionality of the output data
vector. Seven basic emotions were selected for recognition: anger, disgust, fear,
surprise, happiness, sadness, neutral expression. Therefore, the output values are
{1; 2; 3; 4; 5; 6; 7}. The character features vector contains the two-dimensional
coordinates of feature points position (fig. 5). So, the system input is vector
{xi }1><70 . The order of the polynomial in nonlinear synapse membership function
was chosen equal to 4, the number of synapses in the neo-fuzzy neuron was
equal to 5.

The proposed architecture ability to recognize individual emotions was in-
vestigated using photographs from two open bases — Psychological Image Col-
lection at Stirling (PICS) [36], partly from the Extended Cohn-Kanade (CK +)
database [37]. Some images are in public use as objects for recognition.

In this set of photographs, those were selected differ in the person emotional
state expression degree — from weakly noticeable to very noticeable.

Fig. 5. Examples of training images and position of characteristic points
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In this task, special attention was paid to a learning data set small size. To
examine how the proposed architecture and learning algorithm will recognize fa-
cial expressions, small photo sets are used. Their dimensions are given in Table 1.

Table 1.Dimensions of training sets of photos for individual emotions

Emotion | Anger | Disgust Fear |Happiness| Sorrow | Surprise | Neutral

Data 49 66 35 45 19 50 80
set size

Then the architecture ability to learn from a mixed set was examined, and
sets total size was 344 photos. The number of unrecognized emotions is given
in Table 2.

Table 2. The number of unrecognized emotions as a result of GMDH-neuro-
fuzzy system based on extended neo-fuzzy neurons learning from a mixed set

Recognition Primary emotions
accuracy Anger | Disgust | Fear |Happiness | Sorrow | Surprise | Neutral
The percentage
of unrecognized| 2,04 0 5,71 4,44 0 0 2.5
images,%

A GMDH-neuro-fuzzy system based on extended neo-fuzzy neurons con-
figured a task model from two rows. Learning error change is shown in Fig. 6.
x1 03 The system second row error

4 %107 The system first row error

5 8
E 5-0,5
g £ 1
3 S
‘ ‘ ‘ - -1,5 S S
1 2 3 4 5 6 7 1 2 3 4 5 6 7 8 9 10
Learning epochs number Learning epochs number

Fig. 6. A GMDH-neuro-fuzzy system based on extended neo-fuzzy neurons learning error

CONCLUSIONS

The article proposes the GMDH system with extended neo-fuzzy neurons as
nodes. The system architecture allows modifying the process model structure in
real time due to proposed neo-fuzzy nodes-neurons synaptic weights adjusting. A
feature of the proposed architecture and its learning algorithm is the ability to
work with small training samples.
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BATATOLIAPOBA MI' YA-HEﬁPO-®A33l MEPEXXA HA OCHOBI PO3IIUPEHMX
HEUYITKUX HEHUPOHIB TA II BUKOPUCTAHHS JJIsI OHJIAUH PA3III3HABAHHS
BUPA3IB OBJINYYS / €.B. bonsucekuii, FO.I1. 3aituenko, I'. [aminos, H. €. Kymimosa

AHorauisi. Po3mizHaBanus 300pakeHb B peajbHOMY 4Yaci moTpibHo B Garathox
MpaKkTUYHUX 3a7jadax. B3aemomis 3 KOpPHCTyBauaMH B PEXHMi OHJIAH MOTpedye
THYYKOCTI Ta ajanTaiii BiA MpUKIaTHUX HporpamM. MeTox rpymoBOTO ypaxyBaHHS
aprymenTiB (MI'YA) no3Bossie 3MiHIOBaTH CTPYKTYPY MOJIENI Ta HAJAIITOBYE 11 ap-
XITEKTypy BIIITOBITHO 10 XapaKTEPUCTHK KOXKHOT 3a/adi. binbim Toro, anpokcumMariii-
Hi BJIacTUBOCTI Heo-(pa3i HEHPOHIB SK CTPYKTYpPHHX €JIEMEHTIB CUCTEMH 3abesre-
YyIOTh BHCOKY TOYHICTh DO3Mi3HABaHHS B yMOBaxX KOPOTKHX BHOIPOK [aHHX.
3anponoHoBaHo GararorrapoBy MI'VA-Heiipo-ha33i Mepexxy Ha OCHOBI pO3IIHpeE-
HHUX Heo-(a33i HeHpOoHiB. AJIropuTM HaBYaHHI Mae (QUTBTPYBaJbHI Ta BiICIiIKOBY-
BaJIbHI BJIACTUBOCTI Ta rapaHTy€e HEOOXiHY IIBU/KICTh /TS 3aCTOCYBaHb PEabHOTO
yacy. EQeKTHBHICTD 3ampOIOHOBaHOI CHCTEMH MIATBEPDKEHO B 3a1adi Po3mi3Ha-
BAHHS JIFOJICBKAX EMOLiii.

KirouoBi ciioBa: MeTon rpynoBOro ypaxyBaHHS apryMEHTIB, PO3LIMPEHHUH HEo-
(ha33i HelpoH, OHJIAlH Po3Mi3HABaHHs 300paXKeHb, PO3Ii3HABAHHS BUPa3iB 00INYYs.

MHOTI" OCJIOI?‘IHé}I MI'YA-HEMPO-®A33U CETh HA OCHQBE PACHIMPEHHBIX
HEYETKHUX I:’IEI/IPOHOB U EE IPUMEHEHHUE JJIs1 OHJIAUH PACIIO3SHABAHUA
BBIPAKEHUWMU JIMLA / E.B. boasiackwmit, FO.I1. 3aituenko, I'. Tamunos, H.E. Kynumosa

AHHoTanus. PacnozHaBanue n3o00paxeHuil B peaJbHOM BpeMEHH TpeOyeTcsl B MHO-
THX NPaKTUYECKHX 3ajJadax. B3zamMozeicTBHE C MOIB30BATENISIMH B PEXHME OH-
naiH TpeOyeT rMOKOCTH M aJanTallii OT NMPUKIAAHBIX IPOrpaMM. MeToj rpymmo-
Boro ydera aprymeHtoB (MI'YA) mo3BoisSeT H3MEHSTH CTPYKTypy MOJENIH H
HACTPaMBaET €€ apXUTEKTYPy B COOTBETCTBHU C XapaKTEPUCTUKAMHU KaKIOH 3a1a-
4yu. Bosee Toro, anmpokCUMaIMOHHBIE CBOWCTBA HEo-(a33u HEHPOHOB KaK CTPYyK-
TYPHBIX JJIEMEHTOB CHCTEMBI O0ECHEeYMBAeT BBHICOKYIO TOYHOCTH PACIIO3HABAHUS
B YCJIOBUSX KOPOTKMX BBIOOPOK naHHBIX. [Ipemnoxkena muorocioitHas MIYA-
Helpo-(ha33u ceTb Ha OCHOBE PacIIMPEHHBIX Heo-(a33u HEHPOHOB. AJTOpHTM 00Y-
YEeHUs UMeeT (PrIbTPYIONINe U OTCIEKMBAIOIINE CBOMCTBA U TapaHTHPYET HEOOXO-
IUMYIO CKOPOCTB ISl MIPHWIOKEHUH pearbHOrO BpeMeHU. D(P(PeKTUBHOCTD Ipeasa-
raeMoil CHCTEMBI ITOATBEPK/ICHA B 3a/[aUe PACIIO3HABAHUS YEIOBEYECKUX EMOLIUH.

KimioueBble cji0Ba: METOZ TPYMIOBOrO ydeTa apryMEHTOB, PacHIMPEHHbIH Heo-(a33n
HEHpOH, OHJIAWH pacro3HaBaHIe H300paKEHHH, pacliO3HABaHHE BBIPAKCHUI JIHLIA.
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