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Abstract. The functioning of modern information and communication networks is
impossible without data processing. With the emergence of new network services,
the amount of information that needs to be processed increases, while the require-
ments to the data processing quality become more and more stringent. Therefore, the
problem of designing and maintaining a scalable data processing system with a flex-
ible quality of service management is becoming more and more important for a net-
work operator. Such data processing systems have a complex internal structure with
many interrelated parameters, which makes them difficult to analyze, manage, and
expand. This study proposes to use an ontological model to store, represent, and ma-
nipulate the information in the operator’s data processing system. The ontological
model allows to structure and systematize the data of an information processing sys-
tem, and transparently reflects the relationships between the parameters of the sys-
tem to simplify its analysis and scaling. The proposed ontology of a data processing
system consists of three related subsystems. The paper describes the proposed onto-
logical model and additionally analyzes the sources of information that needs to be
processed in the information and communication network.

Keywords: information and communication network, data processing system, on-
tology, model, network operator, analysis, scaling, class, relations.

INTRODUCTION

Until the last decade, the term “communication network” primarily meant a set of
technical means of communications and facilities designed for routing, switching,
transmission, and/or reception of signals between the terminal equipment [1].
However, in modern communication networks, the operation of technical means
of communications is not possible without software. Moreover, a big part of
hardware functionality is being replaced by software due to the convergence of
information and communications technologies. Communication network becomes
a cyber-physical system, where the physical and software network components
are deeply intertwined. Therefore, the term “information and communications
network”™ is used instead today to emphasize the fact that the set of information
and communications systems act as a whole within the information processing.
Having an extremely complex internal structure, such a cyber-physical network
can not be easily controlled by the man without using the approaches to intellec-
tual data analysis.

In information and communications network data processing plays an essen-
tial role. To ensure efficient data processing, telecom operators must manage their
data processing system wisely taking into account multiple criteria. Therefore, the
relevant problem for the telecom operator is to represent his data processing sys-
tem in a way to simplify its analysis, maintenance and operation, and to add sup-
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port for the system’s scalability. To reach these objectives, the system should be
represented in a formalized way, so that the parameters of the system are explic-
itly exposed, the internal dependencies within the structure are easy to analyze
and the new component may be easily added to support the system’s scalability.

There exist multiple approaches to complex systems’ formalization. In
particular, the system may be represented with the help of the relational model
[2], object-oriented model [2, 3], network-based model [4], ontological model
[5, 6]. The relational model focuses on organizing data in two-dimensional tables.
The advantage of the relational data model lies in the simplicity and convenience
of physical implementation on a computer. The main disadvantages of the
relational model include the lack of standard means of identifying individual
records and the complexity of describing hierarchical and network relationships.
The object-oriented data representation model operates with concepts such as
class and object. Classes define a data structure and represent a set of attributes
(text string, integer, image, etc.). Instances of a class (objects) have a certain
structure and can contain other objects, forming an arbitrary hierarchical
structure. As a rule, systems based on an object-oriented data model are
functional, flexible, but at the same time, more complex. Being hierarchical, these
systems have a limitation: the use case, when a child class has more than one
parent class is not supported here. To tackle this problem, the network-based
model exists. In this model, the classes and relationships are represented in a form
of a graph, which makes this model much more flexible. Ontology is an attempt at
a comprehensive and detailed formalization of a certain area of knowledge using
a conceptual scheme. By the ontological model, data can be represented as a set
of different types of information objects and links between them. The main
advantage of the ontological model is its comprehensiveness. In contrast to the
object-oriented and network-based model, not only the classes and objects are in
focus here, but also the complex semantic relations between them. It helps to
describe the system more exhaustively and explicitly. Because of these
advantages, we have chosen an ontological model to help the operator to simplify
the management and analysis of his data processing system.

In this paper, the usage areas of data processing within the activity of the
information and communication network operator are analyzed. In order to
simplify the data processing organization, an ontology of the operator’s data
processing system is proposed. It formalizes the data processing system and
exposes its parameters, allowing the operator to analyze and manage the data
processing infrastructure with less effort. The paper is structured as follows: in
Section 2 we provide an overview of the related work. Section 3 is dedicated to
the analysis of the main data sources in the operator’s network to reveal the
importance of data processing in modern information and communication
networks. Section 4 describes the proposed ontological model which aims at
simplifying the analysis, management, and scaling of the data processing system.
Section 5 provides an example of simplified data processing system analysis. The
results of the paper are summarized in the Conclusion.

RELATED WORKS

There exist a number of approaches to formalizing a communication network with
the help of an ontological model. The authors of [7] proposed a general ontologi-
cal model that describes a semantic of the domains relevant for the Next Genera-
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tion Networks (NGN). Their main idea was to introduce a central point ontology
(core ontology) that defines the main concepts of the mobile domain. Except for
the core ontology, the authors generally described a number of sub-ontologies that
need to be further refined and extended to further domains. Among them is a
communication resources sub-ontology. In this paper we are focused on the data
processing system as a communication resource of the network and thus we aim
at refining this part of the ontological model proposed in [7]. However, from our
point of view the authors did not pay enough attention to the quality of service
assessment in the communication network, although this aspect itself contains a
large number of concepts and relations that should be considered and formalized.

In [8] an approach to ontology modelling for telecommunications service
domain was proposed. Within their telecommunications service domain ontology
(TSDO), the authors distinguish the Terminal Capability Ontology, Network
Ontology, Service Role Ontology, Service Category Ontology, Charging
Ontology and Service Quality Ontology. From our point of view, the main
advantage of the proposed concept is taking into account the quality of service
parameters as a separate full-fledged ontology. Meanwhile, the authors paid
attention to formalizing the communication resource domain as well. In our work
we would like to elaborate on this concept and describe the network resources in a
relation with its quality parameters in particular. Since the service quality is
influenced not only by the network resources but also by the various workloads
which have to be processed in the network, in contrast to [8] we would like to pay
separate attention to the semantic interoperability of all three domains: network
resources, service quality, and workload.

According to the 5G whitepaper [9], in new networks along with traditional
Quality of Service parameters such as the packet error rate, transmission latency,
and data rate, the new parameters such as network energy efficiency are becoming
more and more important. Energy efficiency of data processing in general is a
highly relevant topic. According to [10] the amount of power consumed by the
data processing facilities around the world comprises near 2% of all electrical
power produced worldwide. In order to deal with this problem a number of
hardware and software energy efficient approaches to data processing were
proposed. Among them are the virtual machines consolidation [11], energy
efficient scheduling [12, 13], resource scaling [14]. These approaches have
already become standard for the distributed data processing facilities, however,
they did not get enough attention in the communication network domain. Of
course, energy efficient approaches are used there, but from our point of view,
they must be included in the general formalized data processing architecture. In
this paper, we try to approach this problem with the proposed ontological model
of the data processing system in communications.

DATA PROCESSING RESOURCES IN INFORMATION AND
COMMUNICATION NETWORKS

According to the authors of [15], information and communication network re-
sources are divided into information, data processing and storage resources, soft-
ware. Information resources are information and knowledge transmitted through
the information and communication network. Data processing and storage re-
sources are the performance of processors and the amount of memory of com-
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puters running on the network, as well as the time during which they are used.
Software resources include network operating systems, server software, work-
station software, application software, traffic analyzers, network controls, and
more. Communication resources are resources that are involved in the transporta-
tion and redistribution of information flows in a network. It means that the data
processing and storage resources have already become an essential part of modern
communication networks.

Alongside with the access and core network, data centers (representing the
data processing and storage resources) are becoming the key components of the
infrastructure of the communication network operator [16]. Let us briefly
overview these key components of the network. Access network is connected to
the end (terminal) nodes — equipment installed by users of the network. For
example, in the case of building an operator network to provide Internet access
services, the end nodes may be subscribers’ computers or subscriber routers. The
main purpose of the access network is to concentrate the information flows
coming through numerous communication channels from user equipment. The
core network combines individual access networks, performing the functions of
traffic transit between them through high-speed channels. Data centers and
service management centers are network resources on the basis of which customer
service is provided. Such centers can store information of two types:

— user information, i.e., information that is of direct interest to end users of
the network (information resources);

— service information that helps provide services to users.

Examples of the first-type information resources are web-portals, which
contain a variety of reference and news information, information from e-shops,
etc. Resources of the second type are various systems of authentication and
authorization allowing the operator to check the rights of users for receiving the
services; billing systems, which help to manage charges for services in commercial
networks; databases of user credentials that store usernames and passwords, as
well as lists of services to which each user is subscribed, etc. The second type of
resources should also include a centralized network management system.

A prominent example of an information and communication network in
which information and communication technologies work as a single indivisible
whole is the 5G network. Let us briefly consider the basic principles of this
network design in order to reveal the additional purposes of data processing in 5G
networks. To do this, let us analyze the white paper provided by the European
organization 5G PPP (public-private partnership in the field of 5G
infrastructure — a joint initiative between the European Commission and the
European ICT industry (ICT manufacturers, communications operators, service
providers, SMEs and research institutions). According to the documentation [9],
the key paradigm of the 5th generation mobile network is its programmability.
Programmability ensures flexible network adaptation at various levels, including
infrastructure, network functions, services, and applications. In particular
programmability in the data plane, transport network (core network) and access
network are distinguished. In 5G programmability is primarily inspired by two
technologies: SDN (Software Defined Network) and NFV (Network Function
Virtualization) technologies.

SDN is an approach to network design, implementation, and management
that separates network management (control plane) and traffic management process
(data plane). This separation greatly simplifies network administration and
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management, as the control plane processes only information related to the logical
topology of the network. The data plane instead organizes network traffic accord-
ing to the configuration set in the control plane. Unlike conventional IP networks,
whose functions are decentralized, SDN follows a centralized approach [17].

The main idea of NFV technology is to replace specialized network
equipment (e.g., L2 switches, routers, NAT devices (Network Address
Translation), firewalls, etc.) with software — virtualized network functions —
consolidated on general-purpose hardware (commodity servers) [18].

Thus, to enable these technologies communication operators must maintain
the data processing infrastructure as well.

Another purpose of maintaining the data processing infrastructure for the
telecom operator is a Big Data analysis. Such an analysis helps operators to
improve the technical and economic parameters of the network, enable the
personalization of telecom services, and ensure more efficient allocation of funds.
Data processing infrastructure is used in particular for the analysis of the
subscribers’ activity, traffic changes, long-term network characteristics, etc. The
operators report the positive impact of the Big Data analysis included in their
operational workflow [19, 20].

Summarizing this analysis, we would like to highlight 3 main areas of use of
data processing by a telecom operator:

1) ensuring the functioning of SDN and NFV technologies;

2) implementation of such necessary network functions as authorization and
authentication of users, billing service, etc.;

3) analysis of Big Data in the field of communications.

Thus, the effective design, construction and operation of data processing
infrastructure is an important problem for operators of modern communications
networks (including 5G networks).

ONTOLOGICAL MODEL OF A DATA PROCESSING SYSTEM
IN INFORMATION AND COMMUNICATION NETWORKS

Computational ontologies are the means to formally model the structure of a sys-
tem, i.e., the relevant entities and relations that emerge from its observation, and
which are useful to our purposes [5]. Ontologies (or ontological models) help to
formalize the structure of a system in order to simplify its management, improve
its design, automatize system’s operation, etc. In this paper we introduce the onto-
logical model for the data processing system of the telecom operator to simplify
its management. This simplification is a consequence of considering the system as
a formalized structure with explicitly exposed parameters.

Being a structured representation of the information in some subject area,
every ontology is based on the raw data, stored in some kind of informational da-
tabase (Fig. 1). Examples of such raw data are the subscribers’ records in a billing
system, statistics of the daily workload in a data processing system, nominal pa-
rameters of the data processing equipment, etc. The ontological model transforms
this raw data into knowledge. Modeling the data processing system as an ontol-
ogy, we may distinguish 3 separate structural parts of the system. These parts cor-
respond to the 3 subcomponents of the ontological model respectively:

1) the ontology of the processing system components (servers, processing
software, etc.);
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2) the ontology of the workloads (the input workload sources and parame-
ters, etc.);

3) the ontology of the system quality assessment criteria (performance, en-
ergy efficiency, etc).

(8] . N[
3 Ontology of the Data Processing System
= .
<} Ontology of the processing Ontology of the
k4 system components workloads %
=]
_ [ Ontology of the system quality assessment criteria | fel
L8]
=
‘s R I
Informational Database
©
3 ‘ Instances of the classes and relations ‘
(S A

Fig. 1. General structure of the proposed ontological model of the data processing system

Dividing general ontology of Data Processing System in to such correlated
components allows to describe in detailed way each subprocess that is performed
be network operator while analyzing and managing data processing infrastructure
with less effort.

Let us explain these subsystems. Data processing equipment and software
represent the ontology of processing system components. The ontology of these
components reflects the physical structure of a system itself. The ontology of the
workloads encompasses the input workload and parameters of the available data
processing equipment. The input workload comes from the aforementioned
sources (we consider either Big Data tasks, subscribers’ data or NFV processing
tasks to be the sources here). Computational job is a unit of workload. Each job is
characterized by its requirements which depend on the type of the workload
source. The processing system consists of server clusters, consisting of N physical
nodes (servers) respectively. Each server has an amount of computational
resources (processing cores, RAM, etc.) and operates with specialized data
processing software, aimed to manage the resources of the processing system,
schedule the computational jobs, etc.

The output parameters are those criteria that are evaluated for the system.
For the efficient data processing, telecom operator needs to design his data proc-
essing systems in a way to:

— fulfill the Quality of service requirements depending on the workload type
(e.g., the allowed probability of a job loss for the internal Big Data processing
tasks may be higher than the probability of loss for the billing service task, since
it presumes direct cooperation with the subscriber);

— ensure sufficient performance of the data processing system (with
“performance” here we mean the amount of processed data per time unit. I.e., the
bigger performance of the data processing system is, the higher processing
throughput is achieved);

— increase the energy efficiency of the data processing system. Since it
greatly affects the operator’s OPEX (Operating expense), so it is important to
consider this criterion not only during system design (to purchase more energy
efficient equipment), but also during operation.
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These parameters are described by the ontology of the system quality as-
sessment criteria.
Formally, the ontology may be specified as a set [6]:

O= {C’A’R’T’F’D} b
where

1) C is the set of classes that describes the notions of a subject domain;

2) A is the set of attributes that describes the features of notions and rela-
tions;
3) R is the set of relations specified for classes:

R={R5,R4>R,,Rep}
where R g is the associative relation:
R,5(0) ={Ci(0)xC;(0), M (R 45) ={str},
where M is a type of relation meaning,
R, is the relation “is—are”, also known as a “part-whole” relation:
R,(0)=C,(0)c C,,(0),
is the relation of inheritance:

R,(0)=a;,1; v Ac, (0) = a;,1; v Ac, (0)

R

n

Rp is the relation “class—data”:
Rep(0)=C;(0)c Di(0) 5

4) T is the set of standard types of attribute values;

5) F isthe set of limits for values of attribute notions and relations;

6) D is the set of instances for a particular class.

The proposed ontology of the telecom operator’s data processing system is
represented in Fig. 2. The formal description of the ontology may be found below.

Proposed ontology is formally described as follows:

Set of ontology classes: C ={C,,C,,...,Cys}

C; — Operator’s data processing system. This class describes the concept of
an operator’s data processing system as a physical entity.
C, — Source of the workload. This class includes concepts related to the

input workload for the data processing system. As discussed in Section 1, possible
sources (at least those considered in this paper) are.

C; — Operator’s Big Data.

C, — Subscribers’ data (e.g., credentials, data about the usage of services,
billing information, etc.).

Cs — NFV processing task. Within the NFV concept, the tasks usually per-

formed by the specialized hardware (e.g., traffic routing, NAT, etc.) are per-
formed on the commodity servers. Within this ontology we call these tasks gener-
ally “NFV processing tasks”, however this entity may be refined with respect to
the concrete virtualized functions in the considered network.
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These classes are connected with their parent class C, with the help of the
relation of inheritance.

C¢— Server cluster. A class describes physical objects that are part of a data
processing system. The attributes of the server cluster are the number of its nodes,
load and cluster model as a queuing system: Cg =(A4q,Dg) -

C,; — Server. This class describes the physical objects that are part of the
server cluster. The attributes of the server are its power consumption function and
computational resources: C; =(4;,D7).

Cg — Computational resource. This class includes concepts that describe
the physical computing resources of the server. The attribute of the computing
resource is its volume: Cg =(Ag,Dg) Inherited types of the computational
resources are:

Cy — RAM (Random Access Memory). This class reflects the concept of
the physical resource of the server’s RAM. The class has an inherited “volume”
attribute that displays the amount of available server RAM: Cqy =(4y,Dy).

Cio — Processing core. The class describes the concept of the server’s
physical processor resource. It has an inherited “volume” attribute that displays
the number of server processing cores: Cyq = (49, D) -

C,— Data storage. This class displays the concept of a physical resource -
a data storage device (hard disk, SSD, etc.). The class has an inherited attribute
“volume”, which reflects the available amount of server storage: C;; =(4;{,D;;) .

These classes are connected with their parent class Cg with the help of the
relation of inheritance R, .

C;, — Workload. This class is responsible for describing the abstract
concept of input workload of a data processing system. The workload is generated
by the sources of the workload (C,). It is characterized by the attribute
“statistical model”, which corresponds to the concept of the statistical curve of the
input load: Cy, =(4,,,D;,).

Cj3— Computational job. This class describes the concept of a
computational job as a unit of input workload in the system. The class has a
“volume” attribute that expresses the amount of computations required to process
the job (for example, in the number of elementary operations): C; =(43,D;3) .

C)4 — Requirement. This class describes the requirements of computational
jobs for the physical resources of the system. The requirement has a job ID as an
attribute to bind a specific requirement to the job that owns it: Cj4 =(4;4,D)4).
The inherited requirements are:

(s — Maximum allowed processing time. This is the time after which the
job is removed from the processing, even if the processing was not completed
successfully. The class inherits the “job ID” attribute to bind a specific job
requirement to its job: C;5 =(4;5,D5) -

Ci¢ — Minimum memory (capacity). The class describes one of the
requirements of a computational job, which reflects the minimum amount of
RAM of a server, at which a job can still be processed on this server. The class
inherits the “job ID” attribute to bind a specific requirement to the job that owns
it: Cy = (415, Dy6) -
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C)7; — Number of cores. The class describes one of the computational job’s
requirements, which reflects the minimum number of free server processor cores
that will be allocated for processing this job. The class inherits the “job ID”
attribute to bind a specific job requirement to its job: Cy; =(4,7,D,7) .

Cj3 — Minimum available storage. The class describes one of the
computational requirements that reflects the minimum amount of free server
storage to be used during processing. The class inherits the “job ID” attribute to
bind a specific job requirement to the corresponding job: C); =(4;7,D;7).

These classes are connected with their parent class C;, with the help of the

relation of inheritance R, , -

Ci9 — Quality of Service (QoS) requirements. The class describes the
requirements to the data processing that correspond to a specific type of service
(data being processed). In our interpretation the class has an attribute “maximum
allowed job loss probability”, which limits the probability of losing the job when
processing by the system: Cg =(4;5,D;3) . In general, any other attributes agreed
within the QoS requirements may be shown here.

C,o — Energy efficiency. Describes the concept of energy efficiency of a
processing system in general and each physical server in particular as the amount
of electrical power consumed to perform a unit of work.

C,; — Performance. Describes the concept of performance of a computer
system in general and each physical server in particular as the amount of work
performed per unit time.

C,, — Data processing software. Displays the concept of software used in a
distributed computing system to distribute and process the workload, as well as
control the state of the system as a whole. In our interpretation it encompasses the
following types of software:

C,3; — Scheduling software. This class represents the software that is used
to distribute the computational jobs between the available hardware (servers).
This process is also known as jobs’ scheduling.

C,4,— Scaling software. This type of software is responsible for managing
the quantity of available hardware in the system. It is in particular important for
energy efficiency: fewer resources may be kept available in case of the underload
of the system to save some power.

C,s — Consolidation software. This software manages the consolidation
process of the virtual machines.

If other types of software are used by the operator, they may be added as the
separate classes of the ontology as well.

These classes are connected with their parent class C,, with the help of the

relation of inheritance R, .
Associative relations: R s ={C,XC}

“produces” — displays the relationship between the “Source of the work-
load” class and the “Workload” and shows the process of producing the workload
by various sources;

“influences” — reproduces the relation between the “Source of the
workload” and “QoS requirements” and expresses, that different types of
workload sources have different QoS requirements;
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“influences fulfilment” — connects the classes “Workload” and “QoS
requirements” and shows that the amount of workload influences the fulfillment of the
QoS requirements (e.g., it is more difficult to fulfill the requirements in busy hours);

“provides fulfillment” — this relationship describes the relationship between
the “Operator’s data processing system” and “QoS requirements”. The system
must operate in such a way as to ensure compliance with the QoS requirements;

“defines” — this relationship describes the relationship between the class
“Computational resource” and “Performance”. The essence of this relationship is
to reflect the impact of the quantity and quality of server computing resources on
its performance. This relation connects the classes “Requirements” and “Server”
as well to show the fact that the jobs’ requirements define the choice of the
hardware, on which the job may be processed;

“has” — a connection that shows the logical affiliation of one class to
another. The classes “Server” — ”Computing resource”, “Server” — “Data
processing software”, “Computational job” — “Requirement” have this relation;

“provides processing” — this relation connects the classes “Data processing
software” and “Computational job” showing, that the data processing software
operates with the jobs in order to let them be processed;

“manages” — the relation shows, that the “Computational resources” are
managed (scaled, distributed, etc.) with the help of the “Data processing
software”;

“evaluated for” — shows the relationship between the parameters of the data
processing system (Energy Efficiency and Performance) and the Operator’s data
processing system itself.

“Part-whole” relations: R;,(0)=C,(0)cC,,(0)

“Part-whole” relations are defined between the classes “Operator’s data
processing system” and “Server cluster”, “Server cluster” and “Server”,
“Workload” and “Computational job” to show that one entity is a part of another
one.

The described ontology formalizes the data processing system and simplifies
the analysis and management of such a system. The parameters of the system are
explicitly exposed and the operator is able to see the relations between them.

AN EXAMPLE OF A SIMPLIFIED DATA PROCESSING ORGANIZATION
WITH THE HELP OF THE ONTOLOGICAL MODEL

Let us consider an example of simplified data processing organization with the
help of ontology. In the related research [21], we consider the problem of energy
efficient data processing which is a very important topic nowadays. The problem
is to ensure a minimal power consumption of a data processing system without
losing the processing performance and ensuring the fulfilment of the QoS re-
quirements. This is a complicated task which requires having an overview on a
system as a whole, and taking into account multiple influencing parameters. Due
to the task’s specificity, it is infeasible to analyze the separate parts of the system,
since they cooperate solving the processing tasks and act together as a single dis-
tributed data processing system.

The proposed ontology explicitly shows the complex semantical dependen-
cies between the input workload parameters of the system and assessment criteria.
The operator sees that the fulfilment of the QoS requirements is directly influ-
enced by the system performance and indirectly influenced by the computational
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resources of the system. Thus, in order to fulfil the QoS requirements he should
increase the volume of the computational resources. However, he also sees that
the resources are managed by the data processing software and so, instead of
changing the resources (which may be costly) the operator may focus on the soft-
ware tuning in order to improve the resource management.

Considering the energy efficiency criterion, the operator sees that it is
defined for each separate processing node (server) in the system. And the decision
regarding the server to be chosen is taken based on the requirements of the input
jobs. Therefore, a design decision based on this analysis would be to pay attention
to the jobs’ requirements analysis to ensure a more thoughtful choice of the
processing server.

Based on a conducted analysis, a comprehensive energy efficient approach
to workload processing was proposed in [21]. This approach takes into account
individual power consumption characteristics of computing nodes, deals with dy-
namic workload deviations, and ensures meeting requirements to the service qual-
ity combining energy efficient scheduling and horizontal scaling. The results of
the approach are largely due to the ontological model, which helped to identify
and link together all the complex semantic dependencies of the system. All the
details regarding the approach and its evaluation may be found in [21]. The main
point that we would emphasize here is that due to the used ontological model, the
complex dependencies between the parameters and the assessment criteria of the
system were easily embraced and the formalized system representation was used
as an input for the automatic system optimization software. The ontological mod-
el is designed and refined once for the whole system and helps to analyze it in the
future due to the visualization and formalization.

CONCLUSION

In this paper we analyzed how the data processing is involved in the range of ac-
tivities of the modern information and communication network operator. We de-
fined that the main directions of data processing in modern information and
communication networks are related to the NFV and SDN applications, traditional
subscribers’ management functions (authorization and authentication of users,
billing service, etc.) and Big Data processing. In order to simplify the organiza-
tion of this data processing, an ontological model of the data processing system in
communications was proposed. This model formalizes the data processing system
exposing its parameters and visualizing the relations between them. It simplifies
the analysis of the system for the network operator and enables partial or full au-
tomatization of the system analysis and management in future. An example of an
energy efficient data processing problem was considered to show how an onto-
logical model simplifies the analysis and optimization of a complex data process-
ing system.

The proposed ontology assumes the possibility of expansion and addition.
For example, processing security can be considered as another important criterion
for the quality of data processing (especially for the modern network services
such as connected vehicles). This parameter and corresponding additions to the
ontology should be considered as a related future work.
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OHTOJIOTTYHA MOI[E.JILU JJIs1 OPI‘AHI?’AHIT HPOI_[ECY OBPOBJIEHHSA
JAHUX B IHOOPMAIIMHUX TA KOMYHIKAHLHIMHUX MEPEKAX /
JI.C. I'mo6a, H.A. I'Boznenpka, P.JI. HoBorpyaceka

AHnHoTanisA. OyHKIIOHYBaHHS Cy4acHHX iH(OPMAIiifHO-TeIeKOMYHIKAI[IHHUX Me-
pex HeMoXxIuBe 0e3 0OpoONeHHS NaHWUX. 3 TOSBOI0 HOBHX MEPEXKEBHUX MOCIYT
KiBKiCTh iH(opMaii, mo norpedye oOpobieHHS, 3pocTae, IPU ILOMY CTaBIAThHCS
Jiesali >KOPCTKIMI BUMOTH JI0 SIKOCTi 00poGuieHHs nanux. ToMy i omeparopa Me-
pexi nenaini OinbLIOl akTyalbHOCTI HaOyBae mpobiieMa MoOyZOBH Ta IMiATPUMAaHHS
crcTeMH 0OpOOJICHHS TaHUX 3 MOXKJIMBICTIO THYYKOT'O KEepyBaHHS SIKICTIO ITOCIYT Ta
MmaciurabyBanHs. Taki cucreMu 0OpoOIICHHS JaHUX MAIOTh KOMIUIEKCHY BHYTPILLIHIO
CTPYKTYpy 3 OaraTbMa B3a€MOIIOB’ sI3aHUMH ITapaMeTpaMH, 110 YCKIAHIOE iX aHai3,
KEpyBaHHS Ta PO3IIMPEHHS. 3alpOINOHOBAHO BHKOPUCTOBYBATH OHTOJIOTIYHY MO-
nens i 30epiranHs, MOoJaHHS Ta MaHIIMy/IIOBaHHA iH(opMamieo B cucteMi 06pod-
JIeHHs TaHuX orepaTopa. OHTOJIOTiIYHA MOZENE JO3BOJISIE CTPYKTypYBaTH Ta CHUCTeE-
MaTU3yBaTU JaHi CHCTeMH 0OpoOieHHs iHopMmanii i mpo3opo BimoOpaxkarn
B32€MO3B’SI3KM MK IapaMeTpaMy CUCTEMH JUIsl CHIPOLIEHHs 11 aHaii3y Ta MaciiTa-
OyBaHH:. 3alpONIOHOBAaHA OHTOJIOTiS CUCTEMH OOPOOJICHHS JaHUX CKJIAJA€ThCA 3
TPBOX 3B’s13aHUX HigcucTeM. HaBeseHo onuc 3ampornoHOBaHOi OHTOJIOT YHOT MOeIi
Ta JJOAaTKOBO MpoaHai30BaHo [pKepera iHdopmarii, sika noTpedye oOpobieHHs, B
iH(pOpMaIiifHO-TeIeKOMYHIKAIiHI} Mepexi.

Kawuosi cioBa: inpopMmarliiiHo-TeIeKOMYHIKaIliiiHa Mepexka, cucTeMa o0poOIeH-
HSl JaHUX, OHTOJIOTiSI, MOJEJb, ONEePAaTOp MEpexi, aHai3, MaclTadyBaHHsI, KIiac,
BiHOIIEHHS.

OHTOJOTUYECKASA MOJEJb AJSA OPIrAHU3ALOUU TIPOLECCA
OBPABOTKHU JAHHBIX B UTHOOPMAIIMOHHbLIX U KOMMYHUKAIIMOHHBbIX
CETSAX / JI.C. I'no6a, H.A. I'oznernkas, P.JI. HoBorpyackas

AHHoTauusi. DyHKIMOHUPOBAHHE COBPEMEHHBIX HH(OPMALMOHHO-TEICKOMMY-
HHUKAI[MOHHBIX CEeTel HEBO3MOXKHO 0e3 00paboTku maHHBIX. C HOSBICHHEM HOBBIX
CETEBBIX yCIyT KOJIMYECTBO MH(OPMALUH, KOTOpas HyKAaeTcs B 00paboOTKe, BO3-
pacraer, pu 3TOM BBIIIBUTAIOTCS Bce Oonee jkecTKHe TpeOoBaHUs K KayecTBY oOpa-
6otku naHHbIX. [ToaTOMY U1 OmepaTopa ceT BCE GOJIBLIYIO aKTyalbHOCTh IPHOO-
peraer mpoOnemMa IOCTPOEHHS M MOANCPKKH CHCTEMBI OOpaOOTKHM JAaHHBIX
C BO3MOXKHOCTBIO THOKOT'0 yIpaBleHHsI KauyeCTBOM YCIyTr U MaciutabupoBanus. Ta-
KHE CUCTEMBI 00paOOTKH JaHHBIX HMEIOT KOMIUIEKCHYIO BHYTPEHHIOIO CTPYKTYPY €O
MHOTFIMU B3aUMOCBSI3aHHBIMH ITapaMeTpaMy, 4TO 3aTPyJHSICT UX aHaIU3, yIpaBlie-
HMe U paciupeHune. IIpeanokeHo HCIIoNb30BaTh OHTOJIOTHYECKYI0 MOJEIb IS Xpa-
HEHMsI, IPEJCTABICHUS U MaHUITYJIMPOBaHUs MHpOpMauueil B cucteme o0paboTKu
JaHHBIX omnepartopa. OHTOJIOrMYecKas MOJIEb M03BOJSIET CTPYKTYPUPOBATh U CHC-
TEeMaTH3UPOBATh JaHHBIE CHCTEMbI 00pab0TKH HHYOPMAINN U IIPO3PaYHO OTPAXKATh
B3aMMOCBSI3M MEXIy NapaMeTpaMH CHCTEMBI JUIs YIPOLICHHS €€ aHajam3a U Mac-
mtabupoBanust. [IpeoskeHHass OHTONOTHS CUCTEMBI 0OpAOOTKH JAHHBIX COCTOHT
U3 TPEX CBSA3aHHBIX HozacucTeM. [IpuBeneHo ommcanne NpeaaoKeHHONH OHTOIOTHYe-
CKO# MOJIE/M U JOTOJHUTENBHO MPOaHATN3UPOBAHBl HCTOYHHKU MH(POPMALINH, KO-
Topas Hy’aaeTcs B 00paboTke, B MH(POPMaMOHHO-TEJIEKOMMYHHKALMOHHOHN CETH.

KiroueBblie ciioBa: nH(pOpManroOHHO-TEIEKOMMYHHKALMOHHAS CETh, cUCTeMa 00-
pabOTKH JaHHBIX, OHTOJIOTHS, MOJEIb, OIIEPaTOp CETH, aHAIU3, MacIITAOUPOBAHHKE,
KJIacC, OTHOIICHUS.
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