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Abstract. The paper is devoted to improving semi-supervised clustering methods
and comparing their accuracy and robustness. The proposed approach is based on
expanding a clustering algorithm for using an available set of labels by replacing the
distance function. Using the distance function considers not only spatial data but
also available labels. Moreover, the proposed distance function could be adopted for
working with ordinal variables as labels. An extended approach is also considered,
based on a combination of unsupervised k-medoids methods, modified for using
only labeled data during the medoids calculation step, supervised method of & nearest
neighbor, and unsupervised k-means. The learning algorithm uses information about
the nearest points and classes’ centers of mass. The results demonstrate that even a
small amount of labeled data allows us to use semi-supervised learning, and pro-
posed modifications improve accuracy and algorithm performance, which was found
during experiments.

Keywords: center of mass, clustering, distance function, medoids, nearest neighbor,
semi-supervised learning.

INTRODUCTION

A large amount of data was produced recently, and nowadays humanity has the
opportunity to store and process all this data. In all spheres of life, people try to
use various data for optimizing business and life-improving using Al and data
mining.

There are several approaches to data processing and analysis problems
within the framework of machine learning (ML) paradigms. One of them is
unsupervised learning when one tries to detect inner structure or patterns without
human supervision. The most efficient approach in ML is supervised learning
when we have some data with labels and try to learn a model function on data
points as pairs of feature vectors and suitable labels. In many cases, there is no
opportunity to label all data from different cases, causes are too complex and
expensive experiments, data streaming with large frequency or just high cost of
data labeling. Therefore, in this case, a satisfactory compromise is semi-
supervised learning [1, 2], when we use datasets with a small amount of label that
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allows learning better its inner structure, which is illustrated by (Fig. 1).
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PROBLEM STATEMENT

Given a set of / labeled examples {<x1 , y1>, . ,<xl, v >} , where x; — feature vec-
tor of i-th example and y, — its label (class), y,,),,...,), €Y, and a set of u

unlabeled data {x,,,....,x,,}  X,X,,...,%,, € X . The goal is to determine

some function using given sets that will give correct mapping of points from X to
Y: f(x;)=y; forany point from X .

REVIEW OF LITERATURE

The semi-supervised learning approach described in the literature is not so widely
investigated as unsupervised or supervised, especially algorithms implementation.
In [2] presented an overview of semi-supervised approaches that describe as-
sumptions of semi-supervised learning especially: smoothness, low-density, and
manifold.

In particular, the semi-supervised approach demonstrates high efficiency in
solving clustering problems. The idea of the corresponding improvement of clus-
tering algorithm was described in the review [4]. Majority of these methods are
modifications of the popular k-means clustering method. As the base method
chosen for improvement within the semi-supervised paradigm, the unsupervised
k-medoids approach also known as PAM (Partitioning Around Medoid) algo-
rithm, proposed in [5]. A medoid is a point in the cluster, whose average dissimi-
larities with all the other points in the cluster is minimum. k-medoid is a partition-
ing technique of clustering, which clusters the data set of n objects into & clusters,
with the number k of clusters assumed known a priori. Both the k-means and
k-medoids algorithms are partitional, which breaks the dataset up into groups, and
both attempt to minimize the distance between points labeled to be in a cluster,
and a point designated as the center of that cluster. In contrast to the k&~-means al-
gorithm, k-medoids choose data points as centers and can be used with arbitrary
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distances, while in k-means the center of a cluster is the average between the
points in the cluster (Fig. 2). Consequently, k-medoids are more robust to noise
and outliers as compared to k-means.

Fig. 2. Mean and medoid difference (adapted from [6]): a —mean; b — medoids

Another clustering method refined within the implementation of semi-
supervised paradigm is DBSCAN — Density-Based Spatial Clustering of Applica-
tions with Noise proposed in [7]. The idea is to find core samples of high density
and expand clusters from them. Such an approach is suitable for data that contains
clusters of similar density. Based on a set of points, DBSCAN groups together
points that are close to each other based on distance measurement, wherein it also
marks as outliers the points that are in low-density regions.

A widespread clustering algorithm is also agglomerative clustering, which is
the typical type of hierarchical clustering used to group objects in clusters based
on their distance to each other. The algorithm starts by treating each object as a
singleton cluster. Next, pairs of clusters are successively merged until all clusters
have been merged into one big cluster containing all objects. The result is a tree-
based representation of the objects — dendrogram (Fig. 3) [8].
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Fig. 3. Dendrogram of hierarchical clustering (adapted from [9])
The supervised approach for clustering problem is described in [10]. The

nearest neighbor decision rule assigns to an unclassified sample point the classifi-
cation of the nearest of a set of previously classified points. Thus, for any number
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of categories, the probability of error of the nearest neighbor rule is bounded
above by twice the Bayes probability of error. In this sense, it may be said that
half the classification information in an infinite sample set is contained in the
nearest neighbor.

MATERIALS AND METHODS

Distance function extension

As was shown above the major clustering methods form clusters based only on
distance function. So we made the assumption that feature space can be extended
by additional dimensions with information about available labels. We develop
multiple distance functions that take to account that label dimension. The pro-
posed approach allows concentrating attention on distance function creation and
the use of already implemented and optimized clustering algorithms.

As a base distance metric, we use Euclidean distance. If there is additional
data from the label space, it is advisable to use this information. An example is a
naive solution - to reduce the distance between points if they have the same labels
and increase in the opposite case:

Dlabeled(paq):(1+W*S(paq))*d(p’Q)a (D

where W — weight coefficient, W €[0,1];S(p,q)={-1, if label,, = label1,

if label , # label, and 0, otherwise d((p,q) = euclidean distance :

X -
k=1

In (1) weight coefficient W is used for tuning influence of labels: 0 — has no
influence, ignoring label information; 1 — the distance between points with the
same label equal to zero.

The suggestions concerning distance function not only decrease the distance
between points with the same labels but also increase if points have different la-
bels and improve robustness in cases with noised data and close clusters.

In real cases, data often occurs with labels as ordinal variables wherein the
labels should be number type (0, 1, 2...). In this case, we can also use the distance
between labels, because rank 1 is closer to rank 2 than rank 3 (for example, “cat”
is closer to “dog” than to “fish”) [11]. However, it required additional data analy-
sis before clustering.

Considering the idea above, one can expand the (1) with the distance between
labesls:

Digpetea(p-q) = 1+ K *S(p,q) **|label , —label ) * d(p,q) .

The methods described above are intuitively understood and easy to imple-
ment, but have one con:

— labeled and unlabeled data have the same influence on cluster formation,
while the labeled point should have more influence;

— only points with labels are considered and do not take neighborhood
points without labels, but in most cases, the neighborhood has the same class.
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Semi-supervised k-medoids algorithm

We will propose some improved techniques that can resolve these issues and use
the k-medoid approach as a base idea. However, unlike £-medoids the proposed
algorithm first calculates medoids using only labeled data and next processes un-
labeled classes — assign labels of nearest medoid. This approach is described by
Algorithm 1.
This algorithm has the following pros:
— reduced processing time, because required only multiple iteration throw
points unlike standard k-medoid;
— more robustness to wrong assigned labels, because the algorithm gives
higher weights to labeled data in the medoids calculation step.
Algorithm 1. Modified k-medoids algorithm
Input:
X — feature matrix n*m, n — number of objects, m — number of features
y — labels vector of length n, y[i] =—1 if no label data for i-th object
Output:
y_predicted — vector of length n with object labels
k < number of clusters, e.g. number of unique labels in y
X [ «labeled point from X
X _u <—unlabeled point from X
select k£ random points out of the X [ as the medoids
associate each data point to the closest medoid
while the cost of the configuration decreases:
for each medoid m, and for each non-medoid data point o from X [:
Consider the swap of m and o, and compute the cost change

R IR A > ey

If the cost change is the current best, remember this m and o combination

_
e

associate each point from X u with the nearest medoid

—_
N —

for each point o in X:
fill y_predicted with assigned medoid of point o

—
(O8]

return y_predicted

Semi-supervised k-nearest neighbors algorithm

Another proposed approach uses the idea of k-nearest neighbors and the k-mean
algorithm, because for classifying we use both information about the nearest
points and classes centers of mass. As a distance metric was used Euclidean dis-
tance but any metric could be used.
Classes’ centers do not recalculate after each assignment, because experi-
ments show that it does not bring benefits but takes more computation time.
Algorithm 2 implements the proposed approach.

Algorithm 2. Object clustering using k-NN based approach

Input:
X — feature matrix »n *m, n — number of objects, m — number of features
y — labels vector of length 7, y[i] =—1 if no label data for i-th object
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K — number of nearest points
C — the weight of the nearest class center
Output:
y_predicted — vector of length n with object labels

1: y predicted < empty list of length n

2: unlabeled_idxs < list of indexes where y = -1

3: labeled idxs «list of indexes where y > -1

4: center_coordinates < list of center coordinates for each class, calculated using
available labels

5: random shuffle unlabeld idxs

6: for i in unlabeld idxs do

7 distances_i < distances from i-th object to each object with indexes in la-

beled idxs
8: argsort distances_i

nearest_idxs < indexes of first K elements from distances i
10:  classes_dist_i < distance from i-th object to each classes' center
11:  neares class_idx < index of nearest class to i-th object

12:  cls_counts < list, where j-th element denote numbers of points belonging to j-th
class among nearest_idxs

13:  cls_counts[neares _class_idx] « cls_counts[neares_class_idx] + C// add addi-
tional value for class with nearest center

14:  label « argmax(cls_counts)
15: vy predicted[i] < label

16: end for

17: for i in labeled idxs do

18: vy predicted[i] < y[i]

19: end for

20: return y_predicted

So, the method described above allows:

— consider information about the nearest point, because in most cases point
has the same label as its neighbors;

— combine a different kind of information;

— tune the weight of different sources using input parameters.

EXPERIMENTS

For experiments purpose was generated synthetic multiple datasets using sklearn
library. Each dataset contains 250 points in 2D space. Available only 10% of la-
bels as default. In addition, datasets have multiple clusters with different distribu-
tions and shapes (Fig. 4).

We will compare different approaches to find the average accuracy score on
all these datasets for each approach with different combinations of base clustering
methods and distance functions. Table included combinations that have improved
compared to the base clustering method.
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Fig. 4. Datasets visualization. The legend shows classes’ labels, -1 — unlabeled point;
a, b — Moons dataset, 2 classes, with non-convex and separable shapes; ¢, d — Aniso
dataset, 3 classes, convex shape with same class variation, not separable; e, f— Varied
dataset, 3 classes with a convex shape and different class variation, also not separable

Accuracy comparison

Dataset name

Method name Moons| Aniso | Varied Avg accuracy
Agglomerative + custom distance
with ordinal variables (W = 0.8) 1.000) 0.824 | 0.888 0.904
DBSCAN + custom distance (W = 1.0) 1.000 | 0.488 | 0.360 0.616
K-Medoids based 0.86 | 0.864 | 0.904 0.876
k-NN based (N =5, C=2) 0.904 | 0.900 | 0912 0.905

40

The results shown in Table show that the best-unsupervised method is
k-medoid and the A-NN based algorithm has higher average accuracy.

Fig. 5 illustrates the difference between unsupervised and semi-supervised
methods, which is especially pronounced for non-convex data localization areas
and for clusters with the same variation and located nearest to each other.
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Fig. 5. Predicted labels visualization. a, ¢, e — unsupervised k-medoids, b, d, f— semi-
supervised k-NN based method

Another required feature of a semi-supervised algorithm is quality versus
a umber of labels dependency: more labels — higher quality and vice versa. How-
ever, Fig. 6 shows that clustering methods with custom distance functions do not
have this feature. Therefore, this approach can be easy and fast, because it re-
quires implementation only of the distance function. However, on the other hand,
it is necessary to develop and tune the distance function for each case with a dif-
ferent number of available labels.

DISCUSSIONS

In Fig. 6 we can see that with the percentage of available labels increasing the
accuracy of A-NN based and k-medoids based algorithms increased too. In addi-
tion, these algorithms have high accuracy according to Table. At that time,
DBSCAN and Agglomerative methods did not respond to increasing labels. It
means that we need to develop and tune the distance function for each case with a
different number of available labels.
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Fig. 6. Accuracy versus the quantity of labeled data comparison plot

CONCLUSIONS

In this study, we had shown that even small amounts of labeled data allow the use
of semi-supervised learning and improve accuracy. At that, semi-supervised
learning can improve algorithm performance too. Multiple approaches to semi-
supervised learning were proposed, one of them is using a distance metric that
considers available label information.

Further development of this work was a modification of other methods of classifi-
cation and clustering and a deeper study of the influence of the distance function
on the accuracy of clustering.
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MOPIBHSIVIbHUM AHAJII3 MOJAU®IKOBAHUX AJITOPUTMIB HABYAHHS
3 YACTKOBUM 3AJYYEHHSIM YYHUTEJSI HA MAJIA KIIBKOCTI
POSMIYEHUX JAHUX / JI.M. JTro6unk, K.C. SAMmxoBuit

AHorauisi. [IpucBs4eHO BJOCKOHAICHHIO METO/IB KiIacTepu3alii 3 YaCTKOBUM Mif-
KPIIJICHHSM, a TaKOK MOPIBHAHHIO IX TOYHOCTI Ta CTIMKOCTI. 3alpOIIOHOBAHUH i~
Xi/1 3aCHOBaHHUI Ha PO3IMIMPEHHI alTOPUTMIB KITaCTEPH3aLii MUITXOM BUKOPHCTAHHS
JOCTYIHOT0 HabOpy MITOK KJIaciB 3a JOIOMOTOIO 3aMiHM (yHKLIi BifCTaHi, IpH
I[bOMY 32 BUKOPHCTAaHHS 3alpONIOHOBaHOI (QyHKIIT BiICTaHiI BPaXOBYIOTECS HE TiIb-
KU NIPOCTOPOBI JaHi, aje i Mitku. binbiue Toro, 3anpornoHoBaHa QyHKIis BigcTaHi
MoXe OyTH ajanrToBaHa Juisi poOOTH 3 HOPSAKOBUMH 3MIiHHAMHM SIK MIiTKH. Takox
3alpONOHOBAHO IMiXiJ, 3aCHOBAHUI Ha METOAI HaBYaHHs Oe3 BUUTENs k-MEHOIiB,
Moz (iKOBaHHH Ul BUKOPUCTAHHS JIUIIE PO3MIUCHHUX NAHHMX HA €Tali 00YMCICHHS
MeI0iNiB KJIacTepiB, KOMOIHAIII0 METOY HaBYAHHS 3 YUHUTENIEM k HAUOMIDKINX Cy-
cigiB Ta 6e3 BunTens — k-cepenHix. [Ipu mpoMy anropuT™M HaBYaHHS BHKOPHUCTOBYE
iH(opMaIiio IK Ipo HaAHOIMKYI TOUKH, TakK 1 Mpo HeHTpH Mac kiaciB. OTpumaHi pe-
3yJIBTaTH AEMOHCTPYIOTb, 1[0 HAaBITh HEBEJIMKHH 00CAT TOMIYEHHX JaHUX J[a€ 3MOTY
BUKOPUCTOBYBAaTH HAaBYAHHS 3 YaCTKOBHM ITiIKPIIUICHHSM, a 3aIlpOIIOHOBAHI MOJY-
(ikarii 3a0e3Mevy0Th MiIBUICHHS TOYHOCTI 1 CTIMKOCTI aNropuT™My, MO MPOAEMO-
HCTPOBAHO MiJ 4ac EKCIIEPUMEHTIB.

Karuosi cjoBa: neHTp Mac, kiactepusanis, QyHKIIS BincTaHi, HalOmmKaui
CyciJ, HABYAHHS 3 YaCTKOBHUM 3aJTyUeHHSIM BUUTEIIS, MEJOI/I.
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