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Abstract. In this paper, the forecasting problem of share prices at the New York
Stock Exchange (NYSE) was considered and investigated. For its solution the alter-
native methods of computational intelligence were suggested and investigated:
LSTM networks, GRU, simple recurrent neural networks (RNN) and Group Method
of Data Handling (GMDH). The experimental investigations of intelligent methods
for the problem of CISCO share prices were carried out and the efficiency of fore-
casting methods was estimated and compared. It was established that method
GMDH had the best forecasting accuracy compared to other methods in the problem
of share prices forecasting.
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INTRODUCTION

The problem of share prices and market indicators forecasting attracts great atten-
tion from the specialists and financial managers. Traditionally for this problem
statistical methods, ARMA, ARIMA, exponential smoothing method, Kalman
filters and other methods were used.

But these methods have some drawbacks and based on assumptions which
usually don’t fulfill in practice: financial processes are non-stationary, and non-
linear by parameters, errors are correlated and may haven’t zero mean and
bounded variance.

Therefore last years for forecasting financial processes at stock exchanges
intelligent methods are widely used. One class of such methods are recurrent neu-
ral networks (RNN) [1-7]. They enable to detect hidden dependences in data and
perform long-term forecast of time series.

Now this class of RNN includes simple recurrent networks, LSTM and GRU
[1-10]. As alternative intelligent method GMDH from the other side is also
widely used for forecasting share prices at stock exchanges [11; 12] and other
financial processes. GMDH has some advantages over other forecasting methods:
1) it enables to construct structure of forecasting model using experimental sam-
ple and find analytical models; 2) it may work with short samples.

It’s interesting to compare these alternative methods at solution of practical
forecasting problems. The goal of this paper is to investigate recurrent networks
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and method GMDH at forecasting of share prices, compare their efficiency and
find the best method for this class of problem.

LSTM AND GRU MODELS DESCRIPTION

Networks of Long Short Term Memory (LSTM) were developed by “LSTM”,
Hochreiter and Schmidhuber [1; 2] LSTM — is a special type of RNN, capable to
train long-term dependencies. They work well for the most problems and are con-
structed so that to exclude problems which usually occur with deep learning net-
works. LSTM enable to prevent problem of decay or explosion of gradient when
training using Back Propagation algorithm.

The architecture of LSTM is presented in the Fig. 1. It has chains type
structure consisting of sequence of modules (blocks).
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Fig. 1. The architecture of LSTM network

LSTM has capability to add or delete information which is regulated by
@ special modules — gates (Fig 2). Gate consists of sigmoidal layer
(o) and operation of pointwise multiplication.
Another RNN Gated Recurrent Unit (GRU) somewhat differs
i from LSTM. It integrates input and forgetting gates in one “update
gate”.

A model GRU is therefore is more simple than conventional

LSTM (see Fig. 3) and it has won popularity and wide applications
owing to this property:

Fig. 2. Gate

Iy
s ¢\T,
A Zr = G(Wza[ht—laxt ]) 5
= n =W [h_1,x]);
Tt Z¢ ht
(o] [o] [tanh] hy = tanh (W, [1;h,_y, X, ]
x hy=(—-z)h_ +z,h].
il J
Ty

Fig. 3. Structure of GRU
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Extended LSTM with forgetting gate. The extended LSTM is also two-
layer recurrent network (Fig. 4.) Instead of hidden neuron a memory module is
used which consists of one or more cells (Fig. 5). Forgetting gate is used to pre-
vent uncontrolled increase of variable value in a memory cell.
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Fig. 4. LSTM with forgetting gate

Training of the extended LSTM with forgetting gate is performed by error
correction method (supervised learning) in combination of Back Propagation al-
gorithm (BPTT) and recurrent training in real time (RTRL).
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Fig. 5. Memory cell structure
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Let’s mark advantages of LSTM networks.

1. LSTM is universal approximator like BP networks. It may ensure global
approximation of non-linear mapping of input signal into output.

2. It performs high quality generalization of input data.

3. Automatically is determined number of hidden layers (one).

4. Unlike static ANN, LSTM enables to perform adaptive filtration, fore-
casting, adaptive control, parametric models identification and classification of
non-stationary signals.

5. Unlike simple RNN (ENN, JNN, NARNN i NARMANN) LSTM enable
to work with long-term non-stationary sequences (time series).

But LSTM have also the following drawbacks.

1. Training process runs more slowly than in cases of MLP, RBFNN, PNN,
Hamming RNN, Kohonen networks.

2. Automatic determination of number of neurons (memory blocks) in hid-
den layers and number of cells in each block is absent.

3. The model of training LSTM can’t be transformed to the quadratic pro-
gramming problem in convex region which has one optimal solution.

EXPERIMENTAL INVESTIGATIONS

The goal of investigations was to estimate accuracy of share prices forecasting by
LSTM networks, find the best structure of recurrent networks LSTM, GRU and
simple RNN and compare their efficiency with method of self-organization
GMDH.

As input data share prices of CISCO at the stock exchange NYSE since 2006
till 2018 were taken. In the Table 1 daily data is presented including the fields:
Open — value of open share price of current day; High — maximal daily price
value; Low — minimal daily price; Close — close price value of current day;
Volume — sell volume value. As forecasting data was taken the field “High”.

Table 1.CISCO share prices dynamics (fragment of input sample)

Date Open High Low Close Volume Name
2006-01-03 17,21 17,49 17,18 17,45 55432166 CSco
2006-01-04 17,48 17,93 17,85 17,85 80409776 CSco
2006-01-05 17,94 18,48 17,93 18,35 | 118588943 | CSCO
2006-01-06 18,51 18,88 18,47 18,77 | 122450979 | CSCO
2006-01-09 18,97 19,11 18,92 19,06 78604868 CSco

As a training sample was taken data since 2006 till the end of 2016 year and
a test sample the data since 2017 till 2018 year was taken. Total size of the sample
was 3019 values. The flow chart of data (share prices) is presented in the Fig. 6,
where training sample is shown in blue color while test sample — in red color.

The next step of the program run is data normalization. After that the train-
ing of neural networks is performed.

At the end of software work the flow charts of real and forecasted stock
prices, error value and accuracy of the model were determined which are pre-
sented in Fig. 7-19. For LSTM were constructed and investigated 5 models. The
forecasting results and criteria values MSE, MAE and R2 score for LSTM 1-5 are
shown in the Fig. 7-11 correspondingly.
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CISCO Stock price
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Fig. 6. Flow chart of share prices of the whole sample
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The root mean squared error is 1.3933578366888492.

The MSE is 1.9414438316881018

The MAE is 1.2787975396308883

The R2_Score is 0.5636301894839855

The MAPE is 3.762936647492285

Fig. 7. LSTM-1
(LSTM-1 has 4 layers, each of which consists of 100 neurons, at each eve n
layer Dropout — 0,2; uneven Dropout — 0,3)
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The root mean squared error is 1.3656804117341448.
The MSE is 1.8656829869943435

The MAE is 1.2437846365392922

The R2_Score is 8.5887934814556541

The MAPE is 3.669455968482853

Fig. 8. LSTM-2

(LSTM-2 has 4 layers, each layer consists of 50 neurons and Dropout is 0,4
at all layers)
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Stock Price
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The root mean squared error is 6.9392288028778943.
The MSE is 0.8821587441554426
The MAE is 8.6915186432181433
The R2_Score is 0.8617228483363791
The MAPE is 1.9872419136689634

Fig. 9. LSTM-3

(LSTM-3 model has 4 layers, each of which has 30 neurons and Dropout
— 0,1 at each layer)
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The root mean squared error is 0.6851362567918817.
The MSE is 0.4694116963706816
The MAE is 0.5497786894853264
The R2_Score is 0.8944923942492673
The MAPE is 1.6779161468172838

Fig. 10. LSTM-4

(This model has 4 layers, each of which has 30 neurons and Dropout — 0,2
at each layer)

40

ISSN 1681-6048 System Research & Information Technologies, 2021, Ne 2



Investigation of computational intelligence methods in forecasting problems at stock exchanges
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The root mean squared error is 6.6495048583547691.
The MSE is 8.42185552181923747

The MAE is 0.4552895151571448

The R2_Score is 0.985181385566364

The MAPE is 1.3343542934218122

Fig. 11. LSTM-5 (the best one)

(This model has 5 layers, each of which has 50 neurons and Dropout — 0,4
at each layer)

As it follows from presented results the best one is model 5 LSTM which
consists of 5 LSTM layers, each layer has 50 neurons and each layer uses Dropout
— 0,4) and one output layer. Training time takes about 11 minutes.

At the second stage of investigations 5 different GRU models were con-
structed and investigated. The forecasting results are presented in the Fig. 12—-16.
The criteria values — MSE, MAE, MAPE, R2 are also presented.
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The root mean squared error is 0.92623765988608856 .
The MSE is ©.8579162611892716
The MAE is 0.708614068899314852
The R2_Score is 0.867169946223738
The MAPE is 2.8611484261833535

Fig. 12. GRU-1

(This model has 5 layers, each of which has 50 neurons and Dropout — 0,4 at
each layer)
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Stock Price Prediction
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The root mean squared error is 1.8282586133250005.

The MSE is 1.8573157758770528

The MAE is 0.8442865678382759

The R2_Score is 0.7623517728175077

The MAPE is 2.48163666434782

Fig. 13. GRU-2

(This model has 4 layers, each hash of which has 100 neurons and Dropout —
0,4 at each layer)
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The root mean squared error is 1.192612444843173.

The MSE is 1.4223244435948161

The MAE is 6.9763879158858417

The R2_Score is 6.6863183763222991

The MAPE is 2.841359595877174

Fig. 14. GRU-3

(This model has 5 layers, each of which has 60 neurons and Dropout — 0,2
at each layer)

42 ISSN 1681-6048 System Research & Information Technologies, 2021, Ne 2



Investigation of computational intelligence methods in forecasting problems at stock exchanges
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The root mean squared error is 0.9958534566875114.
The MSE is 8.9917241671964651

The MAE is ©.7934728417263563

The R2_Score is 0.7778945243544862

The MAPE is 2.326249686133111

Fig. 15. GRU-4

(This model has 4 layers, each layer consists of 80 neurons and Dropout —
0,5 at each layer)
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The root mean squared error is 6.81951382792680884.
The MSE is 8.6716016029319317
The MAE is 6.6898577865661378
The R2_Score is 8.8498470548618269
The MAPE is 1.7913869698836365

Fig. 16. GRU-5

(This model has 4 layers, each of which consists of 120 neurons with Drop-
out — 0,2 at each layer)

As it follows the best one is the 5-th network which consists of 4 GRU layers
(each layer has 120 neurons with Dropout 0,2 at each layer) and one output layer.
As training algorithm was used Stochastic Gradient Descent (SGD). Training time

Cucmemni docniodicenns ma ingopmayivini mexronoeii, 2021, Ne 2 43



Yu. Zaychenko, G. Hamidov, A. Gasanov

was approximately 9 minutes. For conventional recurrent neural networks (RNN)
three models were constructed, forecasting results and criteria values are pre-
sented below in the Fig. 17-19.
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The root mean squared error is 1.3598444216911991.
The MSE is 1.8491768512846718

The MAE is 8.9394346959687478

The R2_Score is 0.5843686337978668

The MAPE is 2.678376617454158

Fig. 17. Simple RNN-1
(This model has 4 layers, each layer has 50 neurons with Dropout — 0,15 at
each layer)
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The root mean squared error is 1.128834789285415.
The MSE is 1.2562706248724864

The MAE is 6.7718656559674388

The R2_Score is 8.7176335644715632

The MAPE is 2.227858288726687

Fig. 18. Simple RNN-2

(This model has 4 layers, each layer has 100 neurons with Dropout — 0,3 at
each layer)
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The root mean squared error is 8.7678696868625368.
The MSE is 6.5883959632760695

The MAE is 0.5369296562529181

The R2_Score is 0.8677488348464224

The MAPE is 1.550921348443134

Fig. 19. Simple RNN-3

(This model has 4 layers, each layer has 60 neurons with Dropout — 0,2 at
each layer)

The best RNN model appeared to be the last one which consists of 4 layers
with 60 neurons and one output layer. Each layer uses Dropout — 0,2. As a train-
ing algorithm was used Adam. Training time is about 8 minutes.

At the next experiments algorithm GMDH was used. Two models were con-
structed, trained and investigated. The forecasting results and criteria values for
models are presented in the Fig. 20, 21.
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The root mean squared error is 08.5853921554819186.
The MSE is 0.25542123674179707

The MAE is 0.3613253517353678

The R2_Score 1s 0.94259009688172863

The MAPE is 1.85461391841376

Fig. 20. GMDH-1
(This model differs from the other by the window size was of 60 points).
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Stock Price Prediction
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2 — Predicted Stock Price
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The root mean squared error is 0.01913318487547485.
The MSE is 0.00036607876363216503
The MAE is 0.0124975643606456
The RZ Score is 0.9666510850343344
The MAPE is 1.2815532223615%728

Fig. 21. GMDH-2

The second model GMDH turned out to be better than the first one, it has the
higher accuracy and less error. The window size for this model was 30 points,
freedom choice value is 7, regularization parameter L2 — 0,5. Training time was
about 6 minutes.

In the next experiment the comparison of the best models of different classes
was performed. Firstly the error change versus number of epochs was compared
for different models. The results are presented in the Fig. 22, 23.
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Fig. 22. MAPE value versus number of epochs for all models
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Fig. 23. Error values (MSE) dependence on epochs number for the best models
In the table 2 the results of training the best models are presented.

Table 2. Forecasting results for the best models at the test sample

Methods
Models s .
RMSE MSE MAE |R2 Score| MAPE | Training Time
LSTM 0,649 0,421 0,455 90,5% 1,33 11 min
GRU 0,819 0,671 0,609 84,9% 1,79 9 min
Simple RNN | 0,767 0,588 0,536 86,7% 1,55 8 min
GMDH 0,0191 0,0003 0,012 96,6% 1,28 6 min

As it follows from the presented results the best one is method GMDH by all
criteria. Besides it takes the least time for training. The second one is LSTM net-
work and the worst forecasting results were shown by GRU and simple RNN.

CONCLUSIONS

In this paper investigations of different types of recurrent networks LSTM, GRU,
simple RNN and GMDH in the forecasting problem at stock exchange NYSE
were carried out.

For each class of RNN several structures were investigated and the best
structure was selected.

The forecasting efficiency and training time of different recurrent networks
and GMDH were estimated and compared.

After experimental investigations it was determined that the best forecasting
accuracy by different criteria has method GMDH, besides it took the least training
time.
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JOCIIAKEHHSI METOAIB OBUNCJ/IIOBAJIBHOI'O IHTEJIEKTY ¥ ITPOBJIEMI
IMPOTHO3YBAHHS HA PHUHKAX MHNIHHUX ITAIIEPIB / IO.II. 3aituenko,
I'. T'aminos., A. T'acaHoB.

AHoTanisg. Po3rimsinyTo mpo0ieMy NIpOrHO3yBaHHS KypCiB akLiif Ha PHHKY
uingnx nanepie NYSE. Jlng i BupilleHHsS 3alpoIOHOBAaHO Ta JIOCHTIIKEHO
IBTEPHATUBHI METOAM OOYMCIIOBaJIbHOrO iHTenekty: Mepexxi LSTM, rpadiuni
pexypenthi Moayiai (GRU), mpocti pekypeHTHI Mepexi i MeToJ rpynoBOro ypaxy-
BauHs aprymeHTiB (MI'VA). TIpoBeneHO eKCriepuMeHTabHI JOCITiPKSHHsI IHTeneK-
TyaJbHUX METOMIB B IMpoOJeMi MPOTHO3yBAaHHS ILiH aKIiil i MOPIBHAIbHY OLIHKY
e(EKTHBHOCTI ANbTEPHATUBHUX METOIIB IPOTHO3YBaHHA. 3’SICOBAHO, IO METOJ
MI'Y A 3abe3neuye HalBHUIy TOYHICTD B PO3TILIHYTiH POOGIeMi IPOrHO3yBaHHS IiH
aKIIiN.

KiwuoBi cioBa: mporHo3yBaHHS WLiH akmiif, pexkypentHi mepexxi LSTM, GRU,
RNN, MI'VA.

HUCCIEJOBAHUE METOJOB BBIUUCJJUTEJBHOI'O HUHTEJJIEKTA
B NIPOBJIEME IPOTHO3UPOBAHUMS HA PBIHKAX IEHHBIX BYMATI /
O I1. aituenko, I'. 'amugos, A. 'acanos.

AHHOTanus. PaccMoTpeHa mpoOiieMa MPOrHO3MPOBAaHUS KypCOB aKLUi Ha pPBIHKE
neHHbIx Oymar NYSE. [lnsg ee pemeHus mpeagoKeHbl M UCCIEeI0BaHBI albTep-
HaTHBHBIE METOJb! BBIYUCIHUTEIBHOTO MHTEIeKTa: cetn LSTM, rpaduueckue pe-
kyppertabie Mogynu (GRU), mpocTsle peKyppeHTHBIC CETH M METO[ TPYIIIOBOTO
yuyeta aprymeHToB (MI'YA). [IpoBeneHbl SKCIEPUMEHTATbHBIC HCCICIOBAHMS
MHTEJUIEKTYAJILHBIX METOJOB B IPOOJIEMe IIPOrHO3UPOBAHUS LIEH aKIUH M CPaBHU-
TelbHas OLEHKa 3(Q{EKTUBHOCTH aJIbTePHATHBHBIXMETOAOB IIPOrHO3HMPOBAHHSL.
Ycranosneno, 4yto meroq MI'YA obGecrnieunBaer Hanbosnee BBICOKYIO TOYHOCTH
B PACCMOTPEHHO MpobieMe MPOrHO3UPOBAHUS LICH AKITHIA.

KiroueBble ci10Ba: NporHo3upoBaHHe LieH akuuil, pexyppeHTtHole cetu LSTM,
GRU, RNN, MI'VA.
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