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Abstract. The existing education system (in particular higher education) due to its
focus on basic knowledge is quite inert and cannot satisfy the needs of the modern
labor market, which is rapidly developing. Some professions transform or disappear,
while the others appear almost every day. Today the employers need specialists with
certain skills and abilities, who are able to develop them and adapt to specific pro-
jects. That is why short-term courses are very popular today, especially online and
with a mentor — a specialist in a particular field. At the same time, graduates of
such courses are mostly unable to solve complex problems and make competent de-
cisions on their own. There is a requirement of creation of training programs for
testing the development and implementation of tools for productive knowledge and
skills transferring in a particular field. The article shows a possible approach to pro-
vide some interactivity to computer tutoring tools in addition to the game principle,
information visualization and other techniques that have already proven themselves
in information systems. It will give an opportunity to create a platform that can ac-
cumulate new technologies, integrating them into a digital tutoring environment that
can be adapted to each student..

Keywords: intelligent tutor system, algorithmic tasks, diagnostic models, bayesian
networks, student model.

INTRODUCTION

The exponential growth of knowledge and skills which labor market demands
requires new approaches to training and its intensification to ensure the necessary
quality of training and retraining. The traditional approach cannot provide such
quality, as it is characterized by a number of destabilizing factors. Among them:
disturbing influences on students and mentors, weak professional and pedagogical
training of individual mentors, low starting level of knowledge and skills and in-
sufficient motivation of individual students. Moreover, in the conditions of spe-
cialists group education, traditional training cannot be adaptive. This follows from
the objective laws of our brain, which limit our perception of seven (plus or minus
two) static objects and three simultaneously solved problems [1].

© A.S. Kulik, A.G. Chukhray, O.V. Havrylenko, 2021

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2021, Ne 4 27



A.S. Kulik, A.G. Chukhray, O.V. Havrylenko

Promising areas for solving this problem are a systematic approach to poorly
structured processes [5, 10], the use of principles of rational control of complex
systems in conditions of uncertainty [2] and the creation of software for intelli-
gent tutor systems (ITS). Such programs can have virtually unlimited memory
and performance resources for the effective formation of professional competen-
cies and be characterized by high adaptability to the specifics of a particular
learner.

The first theoretical research in the field of ITS dates back to the fifties of
the last century. For now leading centers of the computer-based tutoring tools de-
velopment are Carnegie Mellon University, the University of Pittsburgh, USA,
Canterbury University, New Zealand. For example, Carnegie Mellon created the
product Algebra Cognitive Tutor [3], a feature of which is intelligence tutoring to
solve mathematical problems. The University of Canterbury has created a product
SQL-Tutor [3] to teach how to compile SQL-queries. However, none of the de-
veloped ITS has yet approached the effect of individual studying, described in
1984 by American scientist B. Bloom: the average success of students individu-
ally may be better than the success of 98% of students in the traditional form: one
mentor for thirty people [3]. Existing approaches to ITS are characterized by a
number of theoretical and, consequently, practical shortcomings. For instance,
there are some difficulties in the development of flexible enough production rules
which required in a cognitive ITS for comparison with the result obtained by the
student. Besides this, there is no reliable solution of the first and second kind er-
rors appearance in the ITS class using constraint-based modeling approach
(CBM). Therefore, the development and experimental research of new ap-
proaches, ITS models and methods remain open. It is also clear that unique uni-
versal approach to the ITS creation for any field of activity cannot be proposed.

At the National Aerospace University “Kharkiv Aviation Institute” scientists
of the aircraft control systems and mathematical modeling and artificial intelli-
gence departments since 2004 certain steps in the development, implementation
and improvement of ITS in various disciplines have been making. Developments
are based on an approach to the rational control of objects in conditions of partial
uncertainty [2]. As a subject area of study in this article algorithmic tasks (AT)
which are characterized by properties of determinism, mass and efficiency are
considered [3]. The authors have identified two main classes of AT: 1) algorithm
execution tasks (calculation tasks); 2) algorithm development task.

Goal and objectives. The goal of the work is to improve the quality of train-
ing in AT solving by training individualization improvement through the creation
and implementation of a set of principles, models, methods, algorithms and soft-
ware for each process stage of knowledge and competencies transferring.

According to the goal it is necessary to perform:

1) analysis of the of the ITS development problem state;

2) development of ITS concept and principles concerning AT solving;

3) development of a task model and student model for computational algo-
rithmic task in the demonstration and training mode, compiled-interpreted ITS
model, data models of ITS, models of the training process in ITS, classification
models of algorithms and SQL-queries constructed by the student;

4) development of the automatic assignments generation and automatic task
performance method for the calculation algorithmic task, the operands omissions
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diagnostic models automatic method, a method of addition of new components of
knowledge and skills in ITS, the objects fuzzy search method, methods of auto-
matic diagnosing the algorithms and SQL-queries compiled by a student;

5) development of mathematical tools, algorithms and software for ITS in
algorithmic tasks solving, their practical implementation and efficiency investiga-
tion.

Analysis of existing approaches to the ITS creation. There are various ap-
proaches to the automation of tutoring processes — from electronic textbooks to
universal platforms for online courses. In this work, modern systems related to
mathematical and algorithmic tasks solving were analyzed, including foreign ITS
— Algebra Cognitive Tutor, SQL-Tutor, Steve, Andes, AutoTutor and others, as
well as native ITS — Term, GRAN, DG and other.

The analysis of modern approaches to ITS creation for a wide class of tasks
is carried out. There are two main, most cited, approaches:

1) application of ACT-R theory by J. Anderson of Carnegie Mellon Univer-
sity (USA) to create cognitive ITS;

2) using the approach of S. Olson from the University of Illinois (USA)
based on the constraint-based modeling.

The disadvantages of cognitive ITS include: 1) the complexity of production
rules set development, needed to lead from the initial data to the reference task for
comparison with the solution obtained by the student; 2) for weakly formalized
domains or tasks, the development of such a set may be impossible; 3) the
buggy-rules’ developing complexity for the formation of intelligent feedback in
response to errors of the student; 4) the impossibility of forming a complete set of
buggy-rules due to the unlimited space of possible mistakes made by students.

Cognitive ITSs have also been criticized for students’ freedom limitation and
forcing them to think strictly according to the certain task solution approach. In
cognitive ITSs, there is a possibility that the student could make a step that does
not conform either to the correct rule or to the buggy rule. In this case, it is as-
sumed that the wrong step has made. However, such a step may be absolutely cor-
rect, but not in line with the strategy that is embedded in the system. Thus, the
correct step of the student may be rejected.

The cognitive ITSs shortcomings were also noted in the 2011 report by the
US Department of Education and quoted in the New York Times. Thus, despite
the assurances of software manufacturers — the company “Carnegie Learning”
that their cognitive ITS provide revolutionary math courses and revolutionary
results, a careful analysis of their implementation results showed something else:
Carnegie Learning Curricula and flagship software — Cognitive Tutor — have no
significant effects in the study of mathematics by high school students in the
United States.

The disadvantages of CBM and of corresponding ITS are as follows:

1) inconsistencies in the strategies for solving problems by a student, as the
CBM does not support problem-solving strategies, but just assesses a current state
of the problem solving (in difference to the current action assessment in cognitive
ITS);

2) such ITSs cannot give a clue about the strategy for a problem solving;

3) there is incorrectness and inconsistency of certain restrictions used in ITS;

4) correct solutions might be concerned as incorrect and vice versa;
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5) a number of restrictions are deal with syntactic comparison of only one
reference solution with the student solution.

Thus, the question of development and experimental research of new
approaches to ITS creation for different domains is quite actual. Such approaches
should include the both of the above approaches advantages, as well as implement
the time-tested and experimental studied other specific ITS intelligence functions
and features. Among such functions, the most promising is the organization of the
“external cycle”, i.e. the choice of the next task for a particular student. To
optimize and to consider the student’s individual characteristics and preferences
during this process, it is advisable to use modern methods of multi-criteria
estimation [6]. The functions that implement an “internal cycle”, i.e. the student
assistance in a specific task step performing are relevant as well [4].

The process of automated student tutoring. The algorithmic tasks auto-
mated solving might be structured as shown in Fig. 1.
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Fig. 1. The process of students automated tutoring for algorithmic tasks solving

At the stage the tasks bank formation the teacher can be helped by the corre-
sponding algorithm of tasks variants set formation on the basis of the tasks as-
signments templates and input data restrictions customized by him. Automation of
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this stage is extremely important, however, it is not fully provided with models
and modern tools due to the formalization complexity.

A new task in a case of first step or selected in the case of next step from the
formed task bank should be solved in parallel by the student and the ITS with the
intermediate and final results fixation in the system on the certain steps. This
process is detailed and controlled by a certain algorithm of the internal tutoring
cycle, but the diagram shows it as a separate activity of the system, which ends
when a student has solved the problem.

Then all the data obtained on the time spent, actions taken, data entered by
the student should be used to diagnose his knowledge and skills, i.e. the level of
mastery of the competencies inherent in the problem and the mistakes he made in
the solution process.

In this paper, the authors propose to use the apparatus of Bayesian networks
in combination with diagnostic models used in technical diagnostics. Such a net-
work contains information both on the level of mastering certain competencies by
the student, and on the reasons for the discrepancy of his answers with the stan-
dard calculated by the ITS.

This will, on the one hand, teach the network in the process of obtaining new
data about the student, on the other hand, use the data of network nodes to form
tips and explanations for the student [3]. In addition, the resulting state of the
Bayesian network can provide quite complete information to assess the level of
knowledge of the student after solving a certain sequence of tasks, or to monitor
the tutoring process.

The choice of the next step requires software implementation in ITS with
minimal teacher intervention in terms of setting the selection criteria in some
cases. This process is also proposed to build on the basis of Bayesian network
data and based on the goal of building the most effective study trajectory for each
student.

As a conceptual basis for the creation of models, methods, algorithmic and
software ITS in the study used such principles as redundancy, decomposition of
knowledge and skills components (KSC), assessment of knowledge and skills tak-
ing into account uncertainties, transition between tasks, automatic task generation,
diagnosing knowledge and skills, adaptability, many tips, coverage of the class of
tasks, self-learning ITS, learning through the game, recognizing the path of the
algorithm by the student and pulling up to the most similar reference algorithm,
the orientation of training programs to work via the Internet, rapid automated cre-
ation of ITS.

For training of each AT it is offered to use three modes of ITS: demonstra-
tion, training and test. In demo mode, ITS demonstrates how to perform tasks by
automatically filling in the appropriate input fields on the screen form. In this
case, each time the program performs a new task, generating data for the
condition, calculating intermediate data and solutions. In the second and third
modes the task is formulated by the program, and the student has to execute it.
The differences are that in the second mode the system helps the student if
necessary, and in the third — no. In all three modes, the student’s model changes.

AT model in training mode. The generalized model of the calculated AT is
given by a tuple:
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ModelOfCT; = (condct,, objch,, objct,,, ..., objct,, ),

where condct — task condition, objct);is an object given by an ordered seven

components (uid , hame, type, value, format, alg, note), where uid unique

identifier, name — name of the object, type — value type, value — value, format —
value format (for example, floating point), alg — value calculation algorithm
value, note — designation of the object. To perform the calculated AT, the student

forms a tuple of 7 objects, and objct] objctl,_; + 1,..., objct;,, — problem

n—=I>
solving, /€ {l,2,...,k}, k<n, other objects — intermediate; /E _CT1_ D=
={iectld,,iectld,,...,iectld,} =~ — screen form input elements set;

OBJ = {objch,,0bjct,,,...,objct;,} . The relation F1 between sets OBJ and
IE _CT1 D - surjective, injective and, therefore, bijective. In demo mode for

each item iectld ; several IE _CT1 _DITS enters the appropriate value

objctl; . Every objctl; may be preceded by zero, one or more objct] j» the values

of which must be calculated according to the algorithm given above. To formalize
such relations, an oriented graph G =(E, D) is constructed. Then each vertex is

assigned an ordinal function and subsets B, k = G are defined, which form a
of the original graph vertices set £ partition and represent its levels. The Demuk-
ron method is used to find the levels of the graph G .

Method of objects generation and calculation. If level 0 objects that are
independent are to be generated, then objects of all levels other than level 0, i.e.
dependent objects, must be calculated. Then the method for generating and calcu-
lating objects looks like this:

For each object Y level 0

The beginning of the cycle

Repeat
Generate values V for Y,
Until then, the value of V' will be valid for Y

End of cycle

For each level R from 1 to N

The beginning of the cycle

For each object X of level R
The beginning of the cycle
If the value of V for X is not calculated, then
Calculate the value V for X
If the value of V is not valid for X, then
Beginning
Nattempts: = 0:
Repeat
ConjunctiveAcceptability: = Truth;
Procedure 1;
Nattempts: = Ntrial + 1;
Until ConjunctiveAcceptance or Ntrial = Nmax
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The end
End of cycle
End of cycle
Procedure 1.
1. Randomly select a level 0 ¥ object on which X depends.
Form a set of Oth level Y objects, on which X depends both directly and
transitively:

A={Y|Y eBy, X cI'®Y}, ge{l2,.,N},

rly = FY,FzY = F{FY},F3Y =I{T'{'Y}},.... From the set A randomly select
one object: Y:=random (A).

2. Generate a new value II,;,. Y by the algorithm TI ;. Y.

3. Calculate the values of all Y-dependent objects, ie.Vze{Z|Z =

:FlYquYu...uFNY}. Calculate II z by algorithms Il,,z and Con-

value g
junctiveAcceptability := ConjunctiveAcceptability * Acceptability (z).

The method of objects generation and calculation is applied to the ITS demo
mode of the task to provide confidence that the value for each object is calculated
and it is valid, i.e. the problem has a solution.

The model of the student in the demonstration mode. In the demonstra-
tion mode, the possibility of explaining certain steps taken by the program is also
realized. To do this, the program contains a button “Explain”, when you click on
which reveals the features of the calculation of a value — from the ordered graph
of objects G for object Y, select all such objects that make up the set. In addition

to the values of each object belonging to the set, ITS displays an algorithm for

calculating the value of Y.T'¥yT 'Y .

In the demonstration mode for each type of task, the student can make sev-
eral attempts to view the solution. For each attempt, the total time of the student-
driven demonstration is saved. The student controls the demonstration of the task
using the “Next Step” button and the “Explain” button. Clicking on the “Next
Step” button is possible only when the program has finished entering a value in
the previous input elementiect1djand the student considered this step. When you
click this button, the program enters the value in the next input elementiect1dk.
Clicking on the “Explain” button is associated with the active input element,
which has already entered a value, which thus determines the possibility of press-
ing it in the interval between two consecutive clicks of the “Next Step” button,
and its effect applies only to the current step taken in this interval.

The time sequence of the student’s activity in the demonstration mode is
shown graphically in Fig. 2.

In the model of the student all specified moments of time with the corre-
sponding associations are fixed: for any student for any class of settlement AT for
any attempt of the student to master this class of tasks within the demonstration
mode for any object the tuple remains. 7; = (¢ tj ot j+3). Based on the ac-
cumulated tuples 7; are students who do not work, but play with the program

il
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(f (tj,5—1; <ou) A (f;,, — ;12 <Op), where 6;, ;5 — some thresholds for
the so-called “gaming”), cheaters who are not motivated to think independently

j+3 _tj+2

t
(when (2,5 =1, < 0,3)/\( >Gl~4J, where ;3 — threshold of non-

J+2 7 hj+l
independence; o4 — threshold for the ratio of the independence of the student to

his independence).

“Next step” “Explain” “Next step”
is clicked is clicked is clicked
tjc\/tjﬂ /tﬁz\_/tj+3 t
urrent step Student Student -
thinking thinking
after hint

Fig. 2. Time sequence of the student’s activity in the demonstration mode

Model of the calculation task in the training mode. The model of the cal-
culation task in the training mode is based on the model of the calculation task in
the demonstration mode. In addition to the model of the calculation task in the
demonstration mode there is a parallel calculation: both the student and the pro-
gram calculate the values of objects objct]; . Then for each object these values are

compared. In the event of a discrepancy, the reasons for such discrepancy should
be clarified to determine the adaptive tutoring sequence for the particular student.
Causes of errors are gaps in the knowledge or skills of the student, as well as in-
correct knowledge or incorrect skills, consequences — incorrect results of his cal-
culations within a specific task. It is necessary to solve the inverse problem: as
aresult to find the reason in order to reflect it in the model of the student and to
choose the correct restorative training sequence.

Peculiarities of solving these inverse problems in the field of ITS are as follows:

1) a set of reasons is unknown in advance — gaps in knowledge or skills, as
well as incorrect knowledge or skills. For each student, they can be their own,
special;

2) the set of consequences — infinite when the student performs the task on
paper, and when using a computer program is limited only by the number of dif-
ferent values of the data type in a particular input element;

3) the same consequence can correspond to many reasons;

4) several errors can be made in the same calculation (potentially, each ini-
tial value and each operation may be invalid);

5) even if the student does not know and cannot answer, he might calculate,
guessing or using a hint (“guess”);

6) knowing and being able to solve a task, the student might fault due to
carelessness (“slip”).

To model such processes, it is sometimes advisable to use cognitive maps to
identify bottlenecks based on expert data [7]. However, in this paper, models and
methods were based on empirical research. The results of an experiment to iden-
tify errors of KHAI students in finding the roots of n-order algebraic equations by
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the Lobachevsky—Greffe-Dandelen (LGD) method to determine the stability of
automatic control systems using O. Lyapunov’s first method helped to formulate
the following error classes:

— errors in calculating the imaginary part of a complex root;

— non-fulfillment of the condition of the end of squaring of roots;

— errors related to misunderstanding of root squaring;

— data recording errors;

— errors in calculating the double product of coefficients;

— rounding errors;

—use of the inverted formula to calculate the roots;

—ignorance of the conditions of existence of complex roots;

— loss of a sign at calculation;

— excessive iteration;

— incorrect raising of the coefficient to the degree;

— ignoring the accuracy of calculations;

— errors in calculating the root2gdegree;

— calculation of the offset share; errors in calculating exponents;

— other errors.

Diagnostic models. Obviously, even for one class of tasks, not to mention
different classes, there is no generalized and formalized representation of the di-
agnostic model (DM) other than the form “IF conditions, then diagnosis is possi-
ble”. From here for the following researchers it is possible to offer only a way of
construction of DM on the basis of examples both for the described class of tasks,
and for other tasks.

Examples of DM for the LGD method are:

r fxX,m=r_ f(x,h),

DM to detect the fact of error, where — the reference value calculated by
ITS — the value calculated by the student, Xx

rfOoh)=(=1) (zg+2-10 4251072 + ..+ 2, -107") 107

a function that is a real number according to the rules of rounding x floating point
format up to / decimal places

z, €{0,1,...9}, te{l2}, peZ,(zy>0)®, ®(Vbz,=0),
. . J . .
A,y = r f(A ) + 22(—1)SA(k,l’j,s)A(k,l’jH),h) — coefficients of the
s=1
matrix of the LGD method, /Al(k_l,c) =0if (c<0)® D(c>n),

r_fER)-r_ f(Eh)=-1.1000_TENTynz > 5)

DM to determine rounding errors, where ex(r _ f(x,h)) = p:
V)V €lg =281 (A j > 0= (r [ (g1 jph)=r_f(Lg2,).h).
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DM to detect errors of the class “Excessive iteration”.

. ex(r_ f(A(g,1y-h)
se| m(r _ f(Ag . h) 10— gy, |

m(r _ f(Ag.1-1sh))

w=%r_f

DM to determine the errors of the class “Incorrect division of degrees”,
where m(r _ f(x,h))=zy+2z, 107" +2,-102 +..4+2, - 10" — the real root of
the equation y;.

Obviously, in this way it is impossible to analyze the actions in the perform-
ance of any task for all the students. However, computer training programs must
be open and easily modified to introduce new DMs. To implement the possibility
of flexible modification of ITS in terms of both adding new DM and changing or
supplementing the user interface using the interpreted program code, a compiled-
interpreted program model was chosen.

Method of operand skipping diagnostic models automatic construction.
As the analysis of student errors in performing tasks by the LGD method and
other tasks showed, one of the most common errors is the error of skipping
operands. Therefore, part of the DM can be obtained automatically. The method
of automatic construction of diagnostic models of operand skipping is given be-
low. It consists of two stages:

1) the expression is translated using the method of “sorting station” E.
Dijkstra into the Reverse Polish notation (RPN);

2) by means of the modified calculation of values in the RPN with use of
stacks there is a formation of necessary set of diagnostic models.

The second part of the method is given below:

i:=1;

Repeat

The beginning of the cycle

Poz_perekr totoch operati: = pos_operati;

For j from 1 to n

The beginning of the cycle

Potoch _lex: = lex;;
If Potoch_lex ¢ Operators, then
Beginning
Place in Stek_perekr_livor Potoch_lex;
Place in Stack transfer dream Potoch lex;

The end

Else

Beginning
Operand right break left ;= extract Stack break left;
Operand_left break left ;= extract Stack break left;
Operand_right break right := extract Stack break right;
Operand_left break right := extract Stack break rigft;
If Pos_flow lex = Pos_over flow operat, Then
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Select Potoch_lex From
47,
Beginning
Res break left := ‘0’ + Potoch_lex + Operand right break left;
Res break right := Operand left break right + Potoch lex + 0’;
The end
RPN
Beginning
Res_break left := ‘1’ + Potoch_lex + Operand_right break left;
Res_break right := Operand left break right + Potoch lex + ‘1’;
The end
End of selection
Else
Beginning
Res_break left := Operand left break left + Potoch lex + Operand
right_break left;
Res break right: = Operand left break right + Potoch lex + Operand
right_break right;
The end
Place in Stack of break left ‘(‘ + Res break left+ ©)’;
Place in ‘Stack of break right’ (‘+ Res break right+’) *;
The end

End of cycle

DM _left [i]: = extract Stack break left;

DM right [i]: = extract Stack break right;

ii=it1;

End of cycle

Until i=m+1,

Where Operators = {‘ +1 YA '} , § — a string to which the formula
in the RPN corresponds, lex =(lex;,lex,,...,lex,) — tokens selected from line s,
pos _lex =(pos _lex;, pos _lex,,..., pos_lex,) — positions of the tokens from
the tuple lex in the source line s, pos_operat =
=(pos _operat,, pos _operat,,..., pos _operat,,) — the positions of the operators
in the line s .

In the case of several different DMs operation, the ITS asks the student to
clarify the diagnosis, offering him several options for calculating the wrong value
for different diagnostic models, as well as the ability to enter their own, which
does not match the proposed, calculation option that serves as a signal to find a
new DM.

The student’s model for the calculation task in the training mode. The
central place in the student’s model for the calculation task in the training mode is
occupied by KSC. It is from their values that the adaptive tutoring sequence for a

particular student depends. However, there is another inverse problem, how to
determine the results of the student’s work with the program KSC or what should
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be the relationship between the steps of the method — objects objct1;, the value of

which is formed by the student, and KSC.

The probabilistic approach and the use of Bayesian networks (BN) are cho-
sen as the approach to the modeling of the student [8, 9]. In the famous work of
the American researcher K. VanLehn, it is proposed to use not one BN, but set of
BN to model the student. But since the ITS has additional information about the
KSC of students in the form of a DM set, such a set of BN could be constructed as
represented in Fig. 3.

Fig. 3. BN structure for the student’s KSC modeling with DM: CKS, (¢, ) — i-th KSC at
time ; ; O; (f;) — an object entered by the student into the system at time #;; DM ;
— j-th diagnostic model

During the simulation, such probability values were formed in the tables of
conditional probabilities, which in case of incorrect step of the student and opera-
tion of some DM associated with a particular KSC, reduce the probability of
owning this KSC compared to the case of incorrect step and failure of this DM.
When adding a task and its KSC to the system, you should check whether there
are such components for previously added tasks in order to use as a priori prob-
abilities of possession of a component of a new task a posteriori probabilities for
tasks that the student has already performed. Since KSCs differ from each other in
names and probability values, it is necessary to search for similar KSC by a given
name to avoid duplicate and quasi-duplicate components in the system. Due to
possible operator errors, as well as possible permutation of words or the use of
abbreviations, several metrics should be applied simultaneously for similar strings.

Thus, it is necessary to form a set

SSim = SSimy U S$Simy U SSimy,

joint (sn ;, S
where SSimy = {sn; | d,,,,(sy,sn;) <0}, SSim, ={snj | q_Joint (s1:5) > },

q_avg(snj,s0)

SSimy = {sny | d 1, (Sg, 51, ) <o}, SN =(sny,sn,,...,sn,) — a set of KSC names
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strings; $; — the name of KSC entered; d,,,(s(,sn;) — Levenstein distance be-
tween lines spand sn;; g _ joint(sn;,s,) — number of common q-grams in lines

SN and sy; q_avg(sn;,s)) — average number of g-grams in lines sn i and s();

dapp (S0, 1) — the distance of editing abbreviations for strings s, and sn;;

0, u, c — some thresholds.

NearestHash method. The NearestHash method is used to solve the first
subtask. In common, the problem statement is following: a given editing distance
O between objects of some class C/ , which satisfies conditions:

d(X,Y) >0 — not negative,
O(X,X)=0— isnull,
0(X,Y)=4(Y, X) — simmetry,
O(X,Z2)<0(X,Y)+08(Y,Z) — trianglesides relation.

(1

Let object rt of class C/ and set of objects ET ={et;,et,,...,et,} of the
same class are given. It is required to find ET = {ety,et,,...,ety}, such as
Vet € ET, c ET : 8(ety;,rt) <A, AeN, [<n.

The proposed NearestHash method consists of two steps.

Step 1. From the set of ET randomly selected k elements o;,0,,...,0;,

(k<m). These elements are further associated with the k& axes of the

k -dimensional Euclidean space E* . After that, each element et; of the set ET is

assigned a point E k , the coordinates of which are equal to the distances to the
axes, i.e. Pet;); =38(et;,0;), i=Ln, j=1k.

Step 2. The object 7¢ is also placed in accordance with F k point with
coordinates P(rt) ji= o(rt,0 j) , J =1,k . In this step, the distances are calculated

only between 7t and objects whose corresponding points are located close in £ k
to the point P(r?).

The necessary conditions for the similarity of objects X, Y and Z of class
Cl are proved.

Proposition 1. For given objects ef; and et | of class CI, the distance

between which O satisfies conditions (1) and does not exceed a certain threshold
A, according to the method NearestHash:

a) points P(et;) and P(et;) of the space E k , corresponding to the source

objects, removed in E k from each other at a distance of not more than 7»\/% ,l.e.
Vivj =i 8(et;.et ;) < h:p(Plet;), Pet ) < Mk ;

b) the point P(et;) is placed in £ k' within the hypercube with the center at
the point P(et;) and the side length 2A ;
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c) the absolute value of the difference between the points P(et;) and P(et))

to the origin in EF does not exceed 7»\/% , Le. | p(P(et;),0) —p(Pet;),0) [<
<Mk ;
d) if the absolute value of the difference between the sizes of objects e#; and

et; is greater than A, then the distance between these objects is greater than A,

ie. (‘e_ti —Zj‘ > 1) = (8et; et;) > 1).

CONCLUSIONS

The article presents one of the possible ways to solve the problem of adaptive tu-
toring with modern knowledge and skills through the creation of intelligent com-
puter training programs. The concept, methods and models of ITS are presented.
The second part will present practical results for the development and implemen-
tation of specific ITSs.
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IHOOPMAIIMHA TEXHOJIOTISI CTBOPEHHS IHTEJEKTYAJBHHUX
KOMII’IOTEPHUX IPOI'PAM JJIsi HABYAHHS AJITOPUTMIYHUM
3ABJAHHSM. Yacruna 1: Marematuuni ocnoBu / A.C. Kymnik, A.I'. Uyxpai,
O.B. I'aBpuiieHko

AHoTanisi. IcHyroya cuctema OCBiTH (30KpeMa BHIIA OCBiTa) Yepe3 OPi€HTAIli0 Ha
6a30Bi 3HAHHS JOCUTH iHEPTHA i HE CIIPOMOXKHA 3a0e3redyBaT NOTPeOH Cy4acHOro
PHHKY Tpami, o CTpiMKO po3BHBaeThes. Jleski mpodecii TpaHCchOpMyrOTECS abo
3HUKAIOTh, 3’ SIBIAIOTHCSA HOBi. POO0OTONABIISIM CHOTO/IHI TOTPiOHI (axiBIi 3 IEBHUMHU
HAaBUKaMH 1 BMiHHSMH, sIKi 31aTHI PO3BUBATH 1X Ta aJanTyBaTh JO KOHKPETHHX IIPO-
exTiB. CaMe TOMy IMOIyJIIPHUMHU € KOPOTKOCTPOKOBI KypcH, OCOOJIMBO OHJIAKH Ta 3
HACTaBHUKOM — (axiBIeM y NeBHiil ramysi. YTIM BHIyCKHHUKH TakKuX KypciB
3/1e0UTBIIOrO HE B 3MO031 CaMOCTIHHO BUINIyBaTH CKJIaJqHI 3aBJAHHS Ta INPUAMATH
rpamMoTHi pimreHns. Iloctae motpeba y CTBOPCHHI HABYAIBHHUX MPOrpaMm st
HepeBipKH pO3pOOKHU Ta BIPOBA/LKEHHS 3ac00iB IPOIYKTUBHOTO TI€peJaBaHHs 3HAHb
1 HaBUYOK y KOHKpETHiH ramysi. [loka3zaHO MOXIMBHU MigXig A0 3a0e3medeHHs
MEBHOT IHTEPAKTHBHOCTI 3aC001B KOMIT FOTEPHOTO HAaBUAHHS SIK I0JIaTOK JI0 irpOBOTO
OpUHIMITY, Bidyamizamii iHopmarii Ta IHIIMX NpPUHOMIB, 3aCTOCOBHHUX B
indopmariiinux cucremax. Lle 103B0NUTH cTBOPHUTH TIATHOPMY, KA 3MOXE aKyMy-
JIFOBaTH HOBI TEXHOJIOTIi, IHTErpyloYH iX y HH(pOBEe HABYAIBHE CEPEIOBHILE, SKE
MOKe OyTH aJlaliTOBaHUM ISl KOXXHOTO CTYACHTA.

KiwuoBi cioBa: iHTeleKkTyanbHa CHCTEMa HaBUAHHS, aJTOPUTMIYHI 3aBIaHHS,
IIarHOCTHYHI MOJIeNi, OalieCiBChKi MEpEKi, MOJICITb CTY/ICHTA.

NH®OPMAILIMOHHAS TEXHOJIOT'USI CO3JAHUSI MHTEJIVIEKTYAJIBHBIX
KOMIIBIOTEPHBIX ITPOI'PAMM JJISI OBYUEHUS AJITOPUTMHUYECKUM
3AJJAHUSIM. Yactp 1. Marematuuyeckue ocHoBbl / A.C. Kymuk, A.I'. Uyxpaii,
E.B. I'aBpunenko

AnHoTanus. CymecTByromas cucreMa oOpa3oBaHus (B YaCTHOCTH, BBICIIEE oOpa-
30BaHUE) M3-32 OPUCHTALMH Ha 0a30BbIC 3HAHMS JOBOJIBHO MHEPTHAs U HE MOXET
YIOBJIETBOPATH MOTPEOHOCTH COBPEMEHHOTO PBIHKA TPYJa, YTO CTPEMHUTEIIBHO pa3-
BuBaeTcs. Hexkoropere mpodeccuu TpaHcopMUpPYIOTCS WK HCYE3aI0T, MOSBISIOTCS
HOBBIe. PaboTozaTensmM ceroiHs Hy KHbI CHELHAINUCTHI C ONPE/ICIICHHBIMUA HaBbIKa-
MH M yMEHHSIMH, KOTOpPBIE CIIOCOOHBI UX Pa3BUBATh M aJalTUPOBATh K KOHKPETHBIM
npoekraM. IMEHHO NO3TOMY HOIYJIIPHBI KPaTKOCPOYHbIE KYPChl, 0COOCHHO OHJIaitH
U C HACTaBHUKOM — CIICLIUAIIMCTOM B OIpeeNeHHoH o0aacTi. Ho BbIMyCKHUKH Ta-
KHUX KypcOB HE MOTYT CaMOCTOSITENBHO pELIaTh CJIOXKHBIC 3a/aHHs M NPUHUMATH
rpamoTHbIe pemienus. TpeOyercs co3nanne 00y4aromuX IporpaMm Ui TECTHPOBa-
HUS pa3pabOTKH M BHEIPEHHS MHCTPYMEHTOB NPOXYKTUBHOM Ileperadyl 3HAHUH K
HaBHIKOB B OmpejeneHHol obnacTy. [Toka3zaH BO3MOXKHBIH TOIX0 K 00ECIIEUeHHIO
HEKOTOPOH HMHTEPaKTHBHOCTU CPEICTB KOMIIBIOTEPHOTO OOy4YeHUs B JOIOJHEHHE
K UTPOBOMY IPHHIMILY, BU3yaIM3ald MHGOPMALUKM M APYTUM METOAaM, IpHMe-
HUMbBIM B HH(OPMAILIMOHHBIX CHCTEMaxX. JTO IO3BOJUT CO3JaTh Mmiarhopmy, Cro-
COOHYI0 aKKyMYJIMPOBAaTh HOBbIE TEXHOJOTHU, HHTEIPUPYS MX B LU(POBYIO cpery
00yueHHs1, KOTOpas MOXKET OBITh aIanTHPOBaHa ISl KaXKJIOTO YUCHHKA.

KiwueBble cji0oBa: MHTEIUICKTYalbHAs CUCTEMa OOYYCHHS, alTOPUTMUYCCKUE 3a-
JTaHWs, TUaTHOCTUYECKUE MOJIeNN, OalileCOBCKUE CETH, MOJIEJIb CTYICHTA.
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