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GENERATIVE TIME SERIES MODEL BASED ON
ENCODER-DECODER ARCHITECTURE

N.I. NEDASHKOVSKAYA, D.V. ANDROSOV

Abstract. Encoder-decoder neural network models have found widespread use in
recent years for solving various machine learning problems. In this paper, we inves-
tigate the variety of such models, including the sparse, denoising and variational
autoencoders. To predict non-stationary time series, a generative model is presented
and tested, which is based on a variational autoencoder, GRU recurrent networks,
and uses elements of neural ordinary differential equations. Based on the constructed
model, the system is implemented in the Python3 environment, the TensorFlow2
framework and the Keras library. The developed system can be used for modeling
continuous time-dependent processes. The system minimizes a human factor in the
process of time series analysis, and presents a high-level modern interface for fast
and convenient construction and training of deep models.

Keywords: prediction, variational autoencoder, GRU recurrent neural network, neu-
ral ordinary differential equation, latent space, nonstationary time series.

INTRODUCTION

Classical methods of autoregression with moving average (ARMA) [1, 2] are
used to analyze and predict stationary time series. Autoregressive models with
integrated moving average (ARIMA) [1, 3], heteroskedastic (ARCH/GARCH)
[1, 4, 5] and other [6] are designed to analyze a wider class of nonstationary proc-
esses. GARCH models, in particular, help to provide the volatility analysis of fi-
nancial time series [7]. ARIMA models are based on numerical differentiation
technique and an operator of finite differences to make time series stationary.
Moving variance is applied in GARCH models to model heteroskedasticity. The
choice of degree of autoregression and moving average in ARMA, ARIMA,
ARCH and GARCH models, when analyzing the autocorrelation, is often carried
out manually.

Recurrent neural networks (RNNs) of the long short-term memory (LSTM)
type have also been used in recent years to predict time series [8—11]. Gated re-
current unit (GRU), proposed in 2014 [11], is a simplified version of the LSTM
network, probably shows as good results as LSTM [12], and therefore is widely
used in recent years. Machine learning and deep learning techniques [8—15] main-
ly require scaling of the input data and presentation of the series in the form of
“values for previous periods — values for the current period” or “features — the
resulting value”. The main problem of such a representation is the invariance of
the fixed values of the series with respect to time. This representation of the series
assumes that each value of the series is fixed at the same interval, although in
practice this is not always the case.

The paper aims to develop a generative model on basis of the autoencoder
for time series prediction, which will be sensitive to different intervals of fixing
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values of the series and will be able to find hidden patterns in the data. The goal is
also to minimize human interference in the data processing, leaving only the re-
quirement to scale the input data.

AUTOENCODER MODELS

An autoencoder is an artificial neural network that, without a teacher, based on an
unmarked data is able to recognize encodings — effective representations of input
data [8, 13]. Such encodings often have a much smaller dimension compared to
the input data, so autoencoders are also a means to reduce dimensionality.

An important feature of the autoencoder is that it can be a generative model,
capable of randomly generating new data that is very similar to the input. Goals of
the autoencoder are as follows: to reconstruct the input data, as well as to identify
features hidden in the input data. The typical autoencoder model consists of two
parts (Fig.1): the coder and the decoder networks. The coder has to recognize and
convert the input data into a latent space, that is the internal representation of the
input data. The decoder, in turn, is seen as a generating network that converts the
internal representation into outputs. Typically, the decoder has the same architec-
ture as the coder, but symmetrically mapped relative to the layer responsible for
creating the latent space (Fig.1).

784 units [ Outputs ] <«—— Reconstructions
T (= inputs)

250 units [ Hidden 3 ]

150 units m <«—— Codings

250 units [ Hidden 1 ]
1

784 units [ Inputs ]

Fig. 1. An example of a deep autoencoder model for the mnist dataset reconstruction,
adapted from [8]

To achieve the first goal, namely, to provide the reconstruction of input data,
training of the autoencoder is performed by minimizing the loss function, which is
called the reconstruction error:

E(x,g(f (%)), (1

where X is an input vector, £ is a function that penalizes g(f(x)) for dissimilarity
to x, g(h) is the decoder output, 2= f(x) is the coder output.

In order to better identify the features hidden in the input data, a regulariza-
tion is added to the autoencoder model. This allows the model to obtain more
properties in addition to the ability to copy input data. The desirable properties of
the model are as follows:
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— presentation of sparsity of data;
— resistance to noise in the input data and the absence of part of the inputs;
— small values of the derivatives of codings relative to the input data.

The regularized autoencoder is a model with the loss function presented in
the form [13]:

E(x,g(h) +Q(h,x), 2

where E is the reconstruction loss (1), 4 is a coder layer, Q(/4,x) is a coder layer
penalty.

The peculiarity of regularized autoencoders is the absence of an obvious
Bayesian interpretation. Thus, other known regularized models, for example the
ridge regression and other, are an approximation of the Bayesian maximum of the
a posteriori probability with the addition of a regularizing penalty, which corre-
sponds to the a priori probability distribution of the model parameters. Regularized
autoencoders have a different interpretation, because the Q(4,x) penalty depends
on the x — an input data and therefore cannot be formally considered as a priori
distribution. However, it is still believed that the introduction of the Q(4,x) regu-

larizer helps to implicitly prefer certain functions.
Let us consider several models of regularized autoencoders depending on
how the penalty Q(4,x) in (2) is defined.

Model of sparse autoencoder. One of the key reasons for the high energy ef-
ficiency of the human brain is the sparse activation of its neurons: only a small
part of the neurons is active in the brain at any given time.

To model the sparseness in an artificial neural network, we consider the
probabilistic interpretation of neuronal activation. Let the artificial neuron of the
hidden layer be a Bernoulli random variable, and the average value of activation
of this neuron corresponds to the probability of obtaining a unit in the Bernoulli
test. The probability of activation of each such individual neuron should be low to
increase the sparseness of the neurons of the hidden (latent) layer. Let the desired
probability of neuron activation be equal to p, and let the empirical average value
of neuron activation on the basis of train data be equal to p. Sparsity loss [16, 17]
is considered as the €)(/,x) penalty in expression (2), a measure of dissimilarity

between distributions and is based on the Kullback—Leibler divergence between
the model distribution and the data distribution:

KL(p||f)):pln%.

Learning criterion for the sparse autoencoder can be considered as follows:

(-)E(x,g(f (x))) +a€(h,x),

N R N 0,
Q(h,x) = ZKL(Pi 1pi)= zpi In"=,

i=1 i=1 i
where Q(h,x) is the sparsity loss, N is a number of neurons in a coder layer,
a €[0,1] is a sparsity weight, which is a hyperparameter of the model.
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If o is large, the model will pay more attention to the target sparsity, but
will not be able to reconstruct the inputs properly. If, on the contrary, the weight
is too low, the model will mostly ignore the sparsity and will not find interesting
features in the data. Methods of decision support [18, 19] can be used to deter-
mine the most acceptable o value based on quantitative and qualitative decision
criteria in a particular practical problem.

An important property of the sparse autoencoder is that it can be considered
as a generative model with latent variables, which approximates the maximum
likelihood. Let us consider a model [13] with an input vector of visible variables
x, latent variables 4 and a common probability distribution

Pmodel (x’ h) = pmodel(h)pmodel (x | h) .

Pmodel (1) 1s called the a priori distribution of latent variables and represents the a

priori belief of the model that it will “see” the input vector x, where /4 is still the
output of the coder. This interpretation differs from the traditional use of the term
“a priori”, which denotes the distribution p(w), which describes the hypotheses

about the parameters of the model before reading the training data.
The logarithm of the plausibility of the model can be represented as:

In Pmodel (x) =In Z Prmodel (x, h) .
h

The autoencoder is considered as an approximation of this sum by a point es-
timate for only one value of /4, which has a high probability. With this choice of 4,
the following function is maximized:

In Pmodel (xah) =In pmodel(h) +In pmodel(x | h) .

The term In p, 4o (%) can cause sparsity. For example, the a priori Laplace
distribution

A
Pmodel (hz) = Eexp (_7\‘ | hi |)

corresponds to the sparsity penalty in terms of the L; norm.

Denoising autoencoder. Another way to make the autoencoder show interest-
ing features is to add noise to the inputs and teach it to restore the initial not noisy
input [8, 13, 20, 21]. There are two ways:

e arandom variable is added to the input vector, normally distributed with a
small variance, which determines the noise level;

o part of the input neurons is set to zero. The level of noise is determined by
what part it is. This method is more used in image processing problems.

In the denoising autoencoder models, a conditional distribution C(x|x) of

noisy examples under the condition of true examples is introduced. Next, the au-
toencoder learns the distribution of the reconstruction p,..ons (¥ |X), Which is

estimated on the basis of training pairs (x,x) as follows [13]:

e sclect example x from the training set;
e select the noisy version x with C(x|x);
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e use (x,X) as a training example to estimate the distribution of reconstruc-
tion  Preconstr (X | X) = Pecoder (X | ), Where £ is the output of the coder, and
Pdecoder 15 determined by the decoder g(#);

e minimize the following loss function using the mini-batch gradient de-
scent:

—In Preconstr (x | )’e) =—In Pdecoder (x | h) .

If the encoder is deterministic, then the autoencoder is often a feedforward
neural network, and the same methods can be used to train it as for any feedfor-
ward neural network, for example, the mini-batch stochastic gradient descent.

The variational autoencoder (VAE) model was proposed in 2014 and is de-
signed to reconstruct the law of distribution of training data for artificial genera-
tion of samples from the general distribution [22]. This is a probabilistic model,
because its output after training is determined randomly. VAE has a basic archi-
tecture common to all autoencoders (Fig. 2): the first part corresponds to the en-
coder network (it consists of the hidden layers 1 and 2 in the example in Fig. 2),
followed by the decoder network (the hidden layers 3 and 4 in Fig. 2). The differ-
ence from deterministic encoders is that the VAE encoder for a given input results
in the average encoding u and the standard deviation 6. The coding is then chosen
randomly from the Gaussian distribution with mean p and standard deviation c. A
standard distribution other than Gaussian can also be used. Next, the decoder de-
codes the received encoding in the usual way.

4 =~ Inputs

[ Outputs
I

[ Hidden 5 ]

Codings o ]

[ Hidden 1 ]

[ e )

Fig. 2. An example of the variational autoencoder model, VAE [8]

Inputs (on the right in Fig. 2) can have a complex distribution. During train-
ing, the coding moves inside the latent space, the coding space, and occupies an
approximately spherical region similar to a cloud of Gaussian points. The loss
function of the variational autoencoder is the sum of two terms [8]:

E(x,g(h) + L(h,x),
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where E is the reconstruction error (1) of the input vector x, as before; L(h,x) is

the latent loss, which is often the Kullbak—Leibler divergence between the target
distribution, such as Gaussian, and the actual coding distribution.

It is easy to generate a new example based on a trained variational autoen-
coder: you need to choose a random encoding from the Gaussian distribution and
decode it.

LODE-GRU-VAE VARIATIONAL AUTOENCODER MODEL FOR TIME
SERIES PREDICTION

Fig. 3 shows a simplified architecture of the proposed model. It consists of an en-
coder — a LODE-GRU network, and a decoder network. Two modifications are
proposed: with simulation of timestamp distribution and without it. In both cases,
the pair <x;,t; > — the data tensor together with the corresponding timestamps is
the input for the model (Fig. 3). In the second case we suggest the uniform distri-
bution of these time slices on the observation interval.

The proposed model is based on the ideas of
variational encoder and GRU recurrent neural net-
works. Features of the GRU unit in comparison with

the known LSTM are as follows. Firstly, a single state
vector A(¢) is used. Secondly, the forgetting gateway

and the input gateway are controlled by a single con-
troller — a fully connected layer with a logistical acti-
vation function. If the result of this controller is equal
to 1, then the forget gateway opens and the input
gateway closes. If the result of the controller is equal
to 0, then the opposite action occurs. This means that
the place is first cleared before saving a certain memory.
Thirdly, there is no output gateway in the GRU, so a
complete state vector is the result at each time step.
The main fully connected layer analyzes the current
inputs and some parts of the previous state, which are
determined by the additional gateway controller.

The LODE-GRU encoder in Fig. 3 is a modifica-
Fig. 3. A simplified tion of recurrent networks of the GRU type. The
LODE-GRU-VAE model 1, qification is to use the ordinary differential equa-
tions (ODEs) to predict the values of hidden trajectories. As a result, the LODE-
GRU network layers are defined as follows:

LODE-GRU

Decoder

hi = Sol(foshe 15t 1t0) s (3)

u, =W, x. +W,,hl+b,), )]
r,=ocW,x +W,hl+b,), (5)

hy = tanh (W, x, + Wy, (r, O hy)+by) (0)
h.=u, Ohl+(1-u,)Oh,. @)
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The block described by equation (3) generates a set of points according to
the trajectory of the studied process under the conditions (4)—(7) of process
transformations, which project the trajectory to another space called latent or
hidden. The combination of neural ordinary differential equations and neural
RNN networks began to be studied in 2018 to model irregularly observed time
series [23], and was further developed in [24-26]. Equation (3) is called the latent
ordinary differential equation (Latent ODE). Model (3)—(7) helps to generate new
series values at intermediate points between observations, in contrast to standard
neural RNN LSTM networks. This is especially useful when the time interval be-
tween adjacent observations is large.

Let us modify the described model (3)—(7) to obtain the probability
distributions of the hidden trajectories. Let us consider the case when the source
vector for the encoder is a multidimensional Gaussian vector with a mathematical
expectation equal to Mz, and the variance equal to o, during the last

observation t. Therefore, the additional layer described by the next formula is
added:

2o = g(h,0)~ N(u, 5., ). (8)

Thus, the LODE-GRU-VAE model is described by formulas (3)—(8) and
represents a variation encoder. The coding of the input data X in this model is
characterized by a conditional probability distribution g(z/x), where Z is a ran-

dom vector in the latent space. The loss function in this case is the mathematical
expectation of losses relative to z :

IE’z~q(z/x)l‘(za q) = IE’z~q(z/)c) 1np(x,z) _DKL (Q(Z/X) “ P(Z)) > (9)

where p(x,z) is the joint distribution of x and z, DKL(AHB) is the Kullbak—

Leibler divergence, which determines the degree of “dissimilarity” of distribu-
tions 4 and B.

The rationale for the variation encoder is based on the Expectation Maximi-
zation (EM) method. For the autoencoder, the input and target are the same vec-

tor X. Therefore, the decoder returns the conditional distribution p(x/z) when
the code z is an input, and the error function determines the plausibility of the
“binding” of the error function to the output of the last layer of the network.

The EM algorithm assumes that we can calculate the distribution
p(x,z,/0)=p(z/x,0)p(x/6). The problem is to maximize p(x/0) with respect

to the parameters 0. Let us take the logarithm of both parts of the equality above
and express In p(x/0):

log p(x/0)=Inp(x,z/0)—In p(z/x,0).
Next let us take the mathematical expectation with respect to z:
[q(2)In p(x/0)dz = [ g(z)In p(x,2/0)dz - [ g(z)In p(z/ x,0)dz .
z z

VA
After the transformations we get:

In p(x/0) = [ 4(2) ln( P 2pz] G)sz - IQ(Z)ln(MJdZ ,
z 9(2) ’ q(2)
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The last term on the right is the Kullbak—Leibler divergence, which is always

[ p(x/z,e)p(z/e)] b can
q(z)

non-negative quantity. Therefore, the expression jq(z) In
z
be considered as the lower estimate of the value of In p(x/0).

Let us denote Iq(z) 1n[p(X/Z’(z)§?(Z/e) jdz = ELBO(q,0). Then
A gz

ELBO(q,0) =1n p(x/0) =Dy (q(2) || p(z/x)). (10)

In general, maximizing (10) by the parameter 6, the approximation ¢(z)to
p(z/x) is performed. Let us show that the loss function (9) is equal to
ELBO(q,0) (10). Using the formulas of conditional probability, let us rewrite (9)
in the form:

LD =B, y21x) I p(x/2) = Dy (q(2/ ) || p(2)) - (11

Since Dy, (q(z/x)|| p(z)) is close to zero for the same distributions g(z/x)
and p(z), and In p(x/z) <Inp(x), then the upper limit of the loss function will
also be In p(x) . That is, we came to the same result.

The described LODE-GRU-VAE model can be trained by Adam, Rprop or
similar methods with respect to the sample z ~ g(z/x) = ¢g(z; f(x;0)) in order to

obtain a gradient with respect to 6 and subsequent generation of distribution pa-
rameters. With this approximation, the Monte Carlo method can be used to calcu-
late the mathematical expectation for In p(x/z) and the Kullbak—Leibler diver-
gence at a fixed 0.

Let us consider how the described LODE-GRU-VAE model can be used to
generate a new sequence of series. For example, the initial sequence of n values
is first fed to the input of the model, and the prediction of one next value is per-
formed on the basis of the model. Next, the predicted value is joined to the
sequence. The prediction for the next value is calculated on basis of the last »
values, which are given to the model. This process can generate a new sequence
that is similar to the original time series.

STATEMENT AND RESULTS OF THE EXPERIMENT. SELECTION
OF MODEL HYPERPARAMETERS

For the time series prediction experiment, let us choose a synthetic nonstationary
time series, which is a function of x =sin(2nw?), ® € R, ¢ €[0,T]. To bring the data

closer to the real ones, the Gaussian noise is added to each value of the series:
x =sin(not) + ¢, € ~ N(0,6), e R,

Not all historical data is always available in real forecasting problems.
Therefore, additional values are introduced: d is the sampling step and i is the
indicator set of points to be left in the sample. The simulated series can be for-
mally written as follows:
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X=Xx"i= ||(tk, sin(nmtk))”::L—dL

The following parameters were selected for the experiment:

e ©=0,25.

e d=1000.

e Number of points to stay is 150.

e The number of layers in the network that simulates the behavior of ODE
and their dimension are 1 and 6, respectively.

e Learning rate is adaptive, initially equal to 0,01.

e The method for solving the differential equation is Dormand—Prince.

e The optimization method for learning the neural network is Adamax.
Gradients within the ODE-layers are calculated by the method of conjugate equa-
tions.

o The dimension of the hidden space is 6.

e The initial value of the variance is 0,1.

e Number of epochs is 200.

The next step is the analysis and processing of the experimental results. Met-
rics for assessing the quality of the model can be components of the error func-
tion. For example, the Kullbak—Leibler divergence can be chosen as a metric. But
the limitation of the latter is that it is difficult to interpret. In this work, the mean

square error MSE and the coefficient of determination R? are used.
Several experiments have been carried out to prove the efficiency of the
model (3) — (8) (Fig. 4, 5). In the first experiment, acceptable values of model

L
2,0 ® o0
® e ®
15 [ »
® e 20
®
1,0 ‘ °
@
> ‘ abserved
® observed
05 ® unobserved
®
LU
0,0 ’
-0,5
0 5 10 15 20 25

time
Fig. 4. Real and predicted values of the target variable (experiment 1)
quality metrics were obtained, namely MSE= 0,11 and R? =0,78. In the second

experiment, the values of the model quality metrics were almost the same and
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also acceptable: MSE=0,10, R? =0,80. The observed points on which the

model was built are marked in Fig. 4, 5 in blue color. The unobserved values of
the test set, which were used to assess the quality of the obtained model are
marked in orange color. The graph of the predicted values is marked in yellow.
Model’s predicted values are of admissible MAPE and RMSE rates.
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Fig. 5. Real and predicted values of the target variable (experiment 2)

The software in the Python3 environment using the TensorFlow2 framework
and the Keras library was developed, which implements the proposed encoder-
decoder system. The main arguments in favor of choosing the Python 3 program-
ming language were the speed of writing code and the popularity of this language.
Tensorflow2 uses the capabilities of the Nvidia CUDA and has an integrated
Keras library, and thus was chosen as the best framework in terms of hardware

and performance resources. It is a high-level modern API for fast and easy design
and learning of deep models.

CONCLUSIONS

The work is devoted to the research and development of a neural network model
based on the encoder-decoder architecture and recurrent blocks for predicting the
values of nonstationary time series. Models and methods of machine and deep
learning used for sequence processing are studied: LSTM and GRU models of
recurrent neural networks, generative models, such as VAE, encoder-decoder
models for detecting hidden patterns in data, Adam and Adamax stochastic opti-
mization learning methods.

The LODE-GRU-VAE model was built and tested to reconstruct the dynam-
ics of nonstationary time series. The model allows to generate values at interme-
diate points between observations, and therefore it is possible to generate new
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values of a series where the time interval between two adjacent observations is
large. In standard GRU-type RNN networks, the latent state is updated with each
observation and remains constant between them. Conversely, within the frame-
work of the LODE-GRU structure, a neural ordinary differential equation learns
to model a continuous change in the latent state of a network between two obser-
vations.

The encoder-decoder system is implemented based on the proposed model in
the Python3 environment using the TensorFlow2 framework and the Keras li-
brary. Experiments have been carried out to prove the efficiency of this system in
the problems of modeling processes that depend on continuous time.
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IT'EHEPATUBHA MOJEJIb AJIsA ITPOTHO3YBAHHSA YACOBHUX PSAIIB
HA OCHOBI APXITEKTYPU KOAYBAJIBHUK-AEKOAYBAJIBHUK /
H.I. Hemamkigceka, I.B. AHapocos

AHoTanisi. Mozeni HeHpOHHNX MEpeX Ha OCHOBI apXiTEKTypH KOIyBalbHHUK- IEKO-

IyBaJbHUK 3HAMIIUIN IIMPOKE 3aCTOCYBaHHS B OCTaHHI POKH Ul PO3B’SI3aHHS pi3-
HOMAHITHUX 33/1a4 MaIIMHHOTO HaBYaHHS. JIOCIHiKEHO Pi3HOBUIU TaKUX MoOJEJeH,
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cepel SIKUX PO3PiIKEHUH, IIyMONPHUTHIYYBaIbHIHA Ta BapialiifHUIl aBTOKOIyBalb-
HUKH. 1 IPOrHO3yBaHHs HECTAI[IOHAPHOTO YacOBOTO PsIy MOJAHO i MPOTECTOBA-
HO MOJENb, Mo 0a3yeThcs Ha BapiallifHOMY aBTOKOAYBAJIBHHKY, OJIOKaX PEKypeHT-
Hux Mepex Tuny GRU 1 BHKOPHCTOBYyE eIeMEHTH HEHPOHHUX 3BHYAHUX
nmudepenmianbHUX piBHAHB. Ha 0cHOBI 0Oy moBaHOT MOJIETI peali3oBaHO CUCTEMY Y
cepenosunli Python3 3 Buxopucranusm ¢peiimBopky TensorFlow2 ta 6iGiioTexkn
Keras. Po3po0OiieHa cucTemMa MOXe BUKOPUCTOBYBATHCS IJIS MOJCIIOBAHHS IPOLE-
ciB, 1[0 3aJeXaTh Bix HermepepBHOro yacy. CucreMa MiHIMi3y€e BTpYYaHHs JIIOAUHA
y OpoLeC aHali3y YacoBHX PsIiB, NMPEICTAaBIIsS€ BUCOKOPIBHEBUH CydyacHHH iHTep-
(heiic o MBUIKOTO i 3pyYHOT0 KOHCTPYIOBAHHS Ta HABYaHHS TIIMOOKUX MOZETICH.

KnrodoBi cioBa: mporHosyBaHHs, BapialliiHMH aBTOKOAYBAIBHHK, PEKypEHTHA
HeliponHa Mepexa Tunty GRU, HeliponHe 3BuuaiiHe AudepeHuianbHe piBHIHHS, Jla-
TEHTHHH MPOCTIp, HECTAL[IOHAPHUI YaCOBHH PsiLI.

IT'EHEPATUBHASI MOJEJIb JAJs1 IMPOI'HO3UPOBAHUMS BPEMEHHBIX
PAJ10OB HA OCHOBE APXHUTEKTYPbI KOJANPOBUINK-AEKOIUPOBIIUK /
H.U. Hepamkosckas, I.B. Augpocos

AHHOTAamus. MoJenn HeHpOHHBIX CeTeH Ha OCHOBE APXHUTEKTYPHI KOAMPOBIIUK-
JIEKOIUPOBINUK HAILIM IIHPOKOE PACHpPOCTPAHEHUE B IOCIEIHUE TOABI IPH pelle-
HHUH Pa3IMYHbIX 3a/1a4 MAIIMHHOTO 00yueHus. VccenoBaHbl pa3HOBUIHOCTH TaKUX
Mozeneil, cpean KOTOPBIX pa3pekeHHBIH, LIyMOIOIABISIOINI ¥ BapHallMOHHBINA
aBTOKOAMPOBIIMKHA. JIJIsI NMPOTHO3MPOBAHUS HECTALIMOHAPHOTO BPEMEHHOTO psAda
Ipe/CTaBlIeHa U IPOTECTHPOBAHA MOPOXKIAIOIIAST MOJIENb, KOTOpasi OCHOBaHA Ha Ba-
pHALMOHHOM aBTOKOAMPOBILHUKE, OJIOKaxX pekyppeHTHbIX ceteid Thnma GRU u mcmo-
JB3YeT HIIEMEHTH HEHPOHHBIX OOBIKHOBEHHBIX MG GepeHInaTbHbIX ypaBHeHni. Ha
OCHOBE IOCTPOCHHOM MO peann3oBaHa cucrema B cpene Python3 c mcmonsso-
BanneM ¢peiimBopka TensorFlow2 n 6ubmmorexu Keras. Pazpaborannas cucrema
MOYKET HCIOJIB30BATHCS Ul MOAGIUPOBAHHMS IPOLIECCOB, 3aBUCSIIUX OT HEMPEPHIB-
Horo BpemeHH. CHCTeMa MHHUMU3UPYET BMEIIATEILCTBO YEJIOBEKa B IIPOIIECC aHa-
JM3a BPEMEHHBIX PSJIOB, MPEJCTAaBISET BHICOKOYPOBHEBBIH COBPEMEHHBIH HHTEp-
(eiic s GBICTPOrO U YA0OHOTO KOHCTPYHPOBAHHS M 00Y4CHHUS IIIyOOKHX MOZEIEH.

KiroueBble cjI0Ba: IIPOrHO3UPOBAHUE, BAPHUAIMOHHBIA aBTOKOJUPOBIIUK, PEKyp-
penTHas HeliponHas cetb Tnna GRU, HelipoHHOE 00BIKHOBeHHOE MU (hepeHIHab-
HOE ypaBHEHUE, TATEHTHOE MPOCTPAHCTBO, HECTALIMOHAPHBIN BPEMEHHOMH PAI.

Cucmemni docniodcenns ma ingopmayiini mexnonozii, 2022, Ne 1 109



