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AUTOMATIC PANCREAS SEGMENTATION USING
RESNET-18 DEEP LEARNING APPROACH

S.N. KAKARWAL, P.M. PAITHANE

Abstract. The accurate pancreas segmentation process is essential in the early detec-
tion of pancreatic cancer. The pancreas is situated in the abdominal cavity of the
human body. The abdominal cavity contains the pancreas, liver, spleen, kidney, and
adrenal glands. Sharp and smooth detection of the pancreas from this abdominal
cavity is a challenging and tedious job in medical image investigation. Top-down
approaches like Novel Modified K-means Fuzzy clustering algorithm (NMKFCM),
Scale Invariant Feature Transform (SIFT), Kernel Density Estimator (KDE) algo-
rithms were applied for pancreas segmentation in the early days. Recently, Bottom-up
method has become popular for pancreas segmentation in medical image analysis
and cancer diagnosis. LevelSet algorithm is used to detect the pancreas from the ab-
dominal cavity. The deep learning, bottom-up approach performance is better than
another. Deep Residual Network (ResNet-18) deep learning, bottom-up approach is
used to detect accurate and sharp pancreas from CT scan medical images. 18 layers
are used in the architecture of ResNet-18. The automatic pancreas and kidney
segmentation is accurately extracted from CT scan images. The proposed method is
applied to the medical CT scan images dataset of 82 patients. 699 images and 150
images with different angles are used for training and testing purposes, respectively.
ResNet-18 attains a dice similarity index value up to 98.29+0.63, Jaccard Index
value up to 96.63+01.25, Bfscore value up to 84.65+£03.96. The validation accuracy
of the proposed method is 97.01%, and the loss rate value achieves up to 0.0010.
The class imbalance problem is solved by class weight and data augmentation.

Keywords: Deep Learning, Dice Coefficient, Fully Connected Layer (FCN), Resid-
ual Network (ResNet-18), Visual Geometry Group (VGG).

INTRODUCTION

Image splitting task is rigorously act as vital character in image investigation [1].
Image splitting task is beneficial for many applications like clinical image analy-
sis, disease detection of crop, traffic control observation, metallic surface crack
detection, and Aerospace image analysis. CT, MRI, PET, and supplementary im-
ages are used in the clinical image diagnosis and cure of illnesses. Pancreas seg-
mentation is challenging job in medical image investigation and analysis [2]. Ac-
curate organ segmentation and rapid processing are the major challenges in the
result of medical images. Computerized segmentation of several image subsec-
tions is useful to analyze anatomical organization as well as abdominal body.
Segmentation is played major role in visualization and diagnosis of clinical im-
ages. Sub-grouping is an important subject to several image-processing research.
Spleen, liver, kidney, pancreas is present in the abdominal CT images [3]. Bot-
tom-up approach and Top-down approach are applied to image splitting process
[4]. In Top-down approach, medical image segmentation is performed within
minimum time- period but less accuracy of segmentation. Bottom-up approach is
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efficient approach for medical image segmentation with high accuracy and mini-
mum time-period. Semantic segmentation is one approach of deep learning which
used for abdominal computed tomography. Deep learning model is popular ap-
proach of a machine learning methods. Deep learning model is dealing with algo-
rithms with hierarchical procedure layers [5]. It is experimenting nonuniform
transformations to view and gain data characteristics successfully [6]. Currently
Deep learning model is popular in various domains such as medical image analy-
sis, medical signal analysis, speech recognition, bio informatics, computer vision
[4]. Convolution neural networks, Generative Adversarial Networks, networks
with auto-encoder, and recurrent neural networks are prominent deep learning
approaches. These approaches are introduced and used in various task to map
with state-of-the-art results. In deep learning, network training is required with
dataset. For network training, set of convolution network, annotated dataset, op-
timizer, minibatch size, epoch, loss function is used. Dataset can be divided into
training, validation and testing purposed also. Fully convolution network (FCN)
was introduced by Long et al. [5]. In FCN, fully convolution layer is used as the
last fully convolution network layer. For more accuracy of dense pixelwise predi-
cation, the network is used fully convolution network. Semantic segmentation can
be performed by FCN. FCN architecture is built with pooling, upsampling and
convolution. FCN can perform predication of image within on single forward
pass [7].

MATERIALS AND METHODS

Image Dataset and Ground Truth Labeling

Bottom-UP approaches are applying on a dataset of 80 patient, 53 male and 57
female patients high resolution (512*512) CT scan images of 3D abdominal with
1,5-2,5 mm slice thickness range using Philips and Siemens MDCT scanners [2].
The 63 patients CT scans abdominal images are erratic recommend by an expert
radiologist from the Picture Archiving and Communications System (PACS). Na-
tional Institutes of Health Clinical Center is providing database of CT dicom im-
ages for abdominal,78 to 79 years patient age series with a mean of 46.8+16.7 are
used dataset [8]. DICOM medical images are converted to PNG image format.
The view of scans images was axial, sagittal and coronoal with 1,5 mm or 3 mm
thickness available [9]. Human expert labeling was performed under guideline of
certified radiologist. 3 labels are created for manual labeling like background,
pancreas, and kidney. Medical images are selected with different focal phase an-
gle of CT. Size and shape of pancreas is varies in different view of CT. Image
input size is 255x255x 3,699 images are used for and 150 for testing.

LevelSets Algorithm

Levelset algorithm was presented by Osher and Sethian. It can use zero corre-
sponding exterior method [10]. Basic phenomena are to adjustment of portable
pathway of a two-dimensional arc into portable path of a 3D surface. In this, level
Set is actively participate toward indication of arcs as zero levelset of high dimen-
sion hyper-superficial [9]. Challenge of such exercise suggestions supplementary
faultless algebraic execution also operates topological variation without any prob-

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2022, Ne 2 105



S.N. Kakarwal, P.M. Paithane

lems [8]. The predictable set edge is described zero levelset of an implicit symbol
U of the evolving curve. In brief, evolve the implicit levelset function ¢(x,y,?)

to represent evolution of curve t(¢) with a speed F(x,y) in normal direction.
Time ¢, zero levelset (x, y)/ d(x, y,¢) =0 defines evolved shape 1(¢) :

o(2(2),1)=0. (1

Differentiate equation (1) with respect to ¢ and apply chain rule,

oo ot
—+V.—, 2
ot ¢ ot @
F denotes speed of curve in normal direction, describe below
ZN=F
ot , 3)
where N denotes outwards normal, and elaborated by equation
\Y%
-9 @)
[Vl

Substitute Equation (4) and (3) into (2), and calculate evolution equation
for ¢ as

¢, + F|V§|=0.

This is fundamental equation of the levelset [6], and zero levelset represents
item shape curve:

(1) ={(x,»)/9(x,y,1) =0}
Function ¢ is generally determined grounded on signed distance calculation

to primary front. Relating to image field purely based on Euclidean distance be-
tween the curve and one image point. Describe below:

O(x,y)==d(x,y),

where d(x,y) — Euclidean distance from point to borderline. Sign: points inside
borderline (-) sign and outside (+) sign.

Evolution of borderline is elaborated by partial differential equation on zero
levelset of ¢:

9 _
& FIVé

where F — known function, which calculated by the local curvature k at the
zero levelset, i.e., F' = F(x), where k:

Vo _ dudi —20.:0,0, +0,0”
Vi @)

B

k=V

Speed function F is represent as F' = F(L,G,I), where L — local informa-

tion, which define by local geometric properties, G — global property of front
depends on contour and location of front; / — independent properties that inde-
pendent of front [11].
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The propagating task is characterized as:

9
5=g1(FA +Fg) Vol
The term FA, causing front to consistently multiply or bond with a speed of
FA dependent on sign [12].

FG : portion that relate on geometry of front, such as own local curvature:
1
1+|V(G, ®1(x,y))

gl(x:y):

b

where G, ®1 — convolute image / with Gaussian smoothing filter G, with
characteristic width of &.
The form of speed function expressed as [9]: F = FA+ FG. Via calculation
control objects or different image force which stated in common but simple form:
F=AF +F;)+B;

A= ! -
(1 + dist(cimg > Cﬁont ) ’

B= %(Cimg ’Cﬁont) .

dist() — appropriate distance function which is used to calculate variance of im-
age features between propagating front and propagated zones. B — additional
forces from image content. C — image content model, including any of the color,
shape, and texture features.

Automatic Seeded Region Growing Algorithms for LevelSet

General area developing algorithms determine pixel value physically from each
mark region as seed. The seed point normally contains of great uniform to neigh-
boring pixels and can be correspond to region [9]. The nature of seed point is very
close together to cluster center in clustering algorithm. AP clustering algorithm is
going to discover seed points in an image [13].

All data points as potential cluster centers, and computes accessibility and
accountability data by equations below iteratively between every two data points
to find characteristic centers of data points:

R(i, k) < S(i, k) —k,gtlgzik{a(i,k') +S8(i,k)}

i'ot.i'ei k

if i # k,ai, k < min {O,R(k,k') + > max {0, ri',k}} ,

a(k,k) < Y (0,R(i",k)).

i'oti'#k

To receive the seed x; by equation below and cluster this holds x; :

argmax [R(i, k) +a(i,k)].
I<j<N
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The simple linear iterative cluster (SLIC) algorithm is going for segmented
pixel-level image before using AP clustering process by combining adjacent pix-
els with similar characteristics to some irregular pixel blocks [14].

The region growing is computed by continually assimilation of seed points
also surrounding pixels and division of aim objects with background. Lastly de-
sign of ROIs is in rectangular boxes according to segmentation results [10].

Euclidean Distance runs to measure LAB color matches by equation

S = (L~ Lo,)* +(ag —ag,)* +(by —byy)* -

PROPOSED METHOD

Residual Network (ResNet-18)
The training accuracy problem is solved by Residual Network-18 (ResNet-18).
H (x) is underlying mapping layer fit to new layer with x map inputs from previ-
ous layer. Residual function is stated that f(x) = H(x)—x with same dimensions.
So updated residual function f(x)+ x is use in deep network layer [15].

Residual function is used to improve training accuracy value with mini-
mum time.

This residual function is used in every connected layer which formulated
using following expression:

F=f(x,iM;})+x. ®)

Weight Layer

Sx) Relu

Weight Layer

F(x)+x

Relu
Fig. 1. ResNet-18 Relu Function

In this x and F are input and output dimensions, M; is layer used for
RELU. F(x)+x is used as short connection in ResNet-18 (Fig. 1). Linear projec-
tion can be execute through M and add into eq. (5) when dimension will match.
M
dimensions condition satisfied [16]:

¢ 1s square matrix which address the training accuracy problem when matching

F,=F+Mx.
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Table 1. ResNet-18 model Network Layer Detail

Layer Name Output Size ResNet-18 Layer
Convl 112x112 7x7.64 Stride,2
3x3 max pool, stride 2

Conv2 56x56 33641
3x3,64
3x3,128]

Conv3 28%28 x2
3x3,128 |
3%3,256]

Conv4 14x14 x2
3x3,256 |
3%3,512]

Conv5 7x7 x2
3x3,512 |

1x1

Table 1 is depicted detail about convolution network layer used in ResNet-18
approach.

Data Augmentation

Class imbalance is problem in deep learning image segmentation. An image data
augmenter setup to an examine of pre-processing choices for image augmentation,
such as resizing, rotation and reflection. Random x and y direction translation is
performed by [-10,10] and random rotation by [-180,180]. Data augmentation is
beneficial to enhance output and results of deep learning approaches using set
novel and discrete examples to datasets [17]. Transformations in datasets by using
data augmentation approaches authorize companies to minimize these experimen-
tal costs. In the system, data augmentation is using reflection, translation, and ro-
tation to improve model prediction accuracy and reducing overfitting of data [18].

Loss Function

Cross Entropy. Cross -Entropy is used in ResNet-18 as loss function to relate
binary classification problems that calculate the probability of specific class or not
[19]. Let d and g represent the input image and related ground truth or manually
annotated image respectively. The key aim of segmentation is to learn relation of
d and g. Cross-entropy loss function L-zy is shown as

N
Lepr =2 gilog(fi(d.0)+(1-g)log(1- fi(d.1)),

i=I
where i = pixel index, N =total pixel.
Dice Loss. To calculate overlap rate of predicated mask and ground-truth for

segmentation results Dice Score Coefficient is used. DSC is formulated as below:
DSC(d,g) = 2dng)
4] +¢l
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Dice loss function can be formulated as per below expression:
Lpscr, =2,(1-DSC,),
c
where C is number of iteration.

Categorical Cross-Entropy Loss. It is used for multi-class classification
task. In this work 3 class are used liked background, pancreas, and kidney. This
model helps to detect object belong to which class among other classes.

Categorical loss function computed using following expression:

N
eP

1% |
Lecpr =—2,—log| ¢ >
N P e

J

J

. o, . N . o .
where M is positive class, e is score of positive class.
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Fig. 2. ResNet-18 Validation Accuracy

RESULTS

Evaluation Parameter

Global Accuracy (GA): G4 is the ratio of perfectly segmented pixels divided by
the total number of pixels

Z[C;O IDi ,
ZiC:OT Zf:o Inij
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where p;; is the number of pixels of class i segmented as belonging to class ;.

Mean Accuracy (MA): Mean Accuracy is an next step of Global Accuracy,
in which the ratio of match pixels are computed in a per-class pattern and then
averaged over the total number of classes [19]:

1 iT Dii

= C .
C+1;5 Zj:() by

Interaction of Union (loU): Jaccard index alias /oU, it is correlation be-
tween segmented image (S) and annotated image (B). The value of /oU lies be-
tween 0 to 1°°.

MA

|dmg|

Jaccard\d, g)=1oU = )
(d.2) VISP
Mean Interaction of Union (MIoU): Mean /oU is calculated by the average
IloU value of all classes.
ZC loU
C b

where total number of classes value is denoted by C. 3 classes are used like pan-
crea, kidney and background.
Weighted Interaction of Union:

2 MU Ziio p;
c .

Weight value is number pixel in class. Average loU of each class [19].

Bfscore. The bf score measure how close to the segmented boundary of an
input image matched with the annotated image. The BF score is calculated with
the help of the harmonic mean of the precision and recall values with a distance
error tolerance to decide whether a point on the segmented boundary has a corre-
lated to annotated boundary or not [20]:

MloU =

WioU =

2* precision* recall

score = — .
(recall + precision)

Dice Coefficient. It is correlation between segmented image (S) and anno-

tated image (B). The value of dice coefficient lies between 0 to 1 and easily con-
verted into % for understanding purpose [20]:

' S B
dice(S,B)=2%——.
(51+[B)
Sensitivity
e P
Sensitivity = ————,
FN+TP
where TP is true positive, FN is false negative [20].
Specificity
TN
Specificity = ——,
pecificity FP+TN

where TN is true negative, FP is false positive [20].
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Table 2. ResNet-18 Model Compare with VGG-16 and VGG-19

Approach | VA, % Bf, % Number of Layer Time MA, %

ResNet-18 | 97.01 | 84.06+3.96 18 242 min 42 sec 42.16
VGG-16 97.01 | 84.05+4.02 16 522 min 7 sec 42.439
VGG-19 96.90 | 56.62+2.48 19 632 min 44 sec 42.05

Table 2 is depicted performance of ResNet-18 as compared other deep learn-
ing approaches. Validation accuracy is more as compared to VGG-19. ResNet-18
is required less training time. The Bf score of ResNet-18 is higher as compared to
VGG-16 and VGG-19. ResNet-18 is using 18 number of layer where 17 number
are convolution layer used so accuracy is improved.

Table 3. ResNet-18 Model Compare with VGG-16 and VGG-19 using Evalu-
ation Parameter

Approach 10U Dice Sensitivity Precision
ResNet-18 96.63+01.25 | 98.29+00.63 | 96.78£00.03 | 96.64+00.12
ATLAS [19] 55.50£17.10 | 69.60+16.70 | 67.90£18.20 | 74.10+17.10
U-net Single Mode [20] 74.10+£00.13 | 74.30+00.17 | 78.90+00.13
Frame-1[2] 57242540 | 68.80+£25.60 | 72.50£27.20 | 71.50+30.00
Frame-2[2] 57.9+£13.60 | 70.70+13.00 | 74.40£15.10 | 71.60+10.50
LevelSET[1] 28.18+14.07 | 42.26+£16.37 | 98.48+00.03 | 98.70+ 00.03

Table 3 is depicted the performance of ResNet-18 deep learning approach as
compared to state-of-arts. ResNet-18 having more IoU value as compared to other
approach. In Dice index, ResNet-18 is achieved higher value (Fig. 3).

100
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50
40
30
20

10

ResNet-18

Frame-1[2]

LevelSET[1]

ATLAS [22]

U-netSingle
Mode[22]
NIoU EDice OSensitivity MPrecision

Fig. 3. ResNet-18 Result Comparison with State-of-Art

Frame-2[2]
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Above figure is showing the ResNet-18 result in detail in terms of IOU,
Dice, Sensitivity and Precision (Fig. 4 and 5).
100 97,01 97,01 96,9

95 [ ] BB

<B4,06

R %,
ResNet-18 VGG-16 VGGE-19

OVvA(%) BBf(%) BENumberof Layer BETime{ Hour}

Fig. 4. ResNet-18 Result Comparison with State-of-Art using Performance Parameter

(Ad)

(B4)

___)..-

[LaR )

(3

() 1) Gz [LFEN (L]

Fig. 5. ResNet-18 Result Comparison with State-of-Art using Performance

Above figure is consist of origan image (subfigure A, B, C, D, E, F, G), lev-
elset boundary image (subfigure Al, B1, Cl1, D1, E1, F1, G1), binary levelset
(subfigure A2, B2, C2, D2, E2, F2, G2), segmented image by levelset (subfigure
A3, B3, C3, D3, E3, F3, G3) and Segmented image using ResNet-18 (subfigure
A4, B4, C4,D4, E4, F4, G4).
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CONCLUSION

ResNet-18 approach for automatic pancreas segmentation from CT scan images.
18 layers architecture is used for multiple organ segmentation from CT scan im-
age. In VGG-16 method, 16 convolution layers are used, in VGG-19, 19 convolu-
tion layers are used. In deep learning, training of network layer is time consuming
task. Levelset method is also used for pancreas segmentation but if seeded point is
wrong then output image is not correct. Levelset algorithm takes more time to
extract image with non-clear boundary of pancreas. Proposed method takes very
less time as compared to other deep learning method. Bfscore value of proposed
method is superior from VGG-19 method for same dataset. Sensitivity, Mean Ac-
curacy and Mean-bfscore value are superior to other methods. Dice coefficient,
jaccard Index are high as compared to state-of-art. Proposed method values as per
evaluation matrix parameters are high as compared to state-of-art. Loss function
value is less than other methods. In method, patch labeling is used so 64*64 patch
channel used so only one organ segmentation can be performed. In proposed
method, manually annotation process is performed by medical practitioner and
two classes is generated for pancreas and kidney. With the help of proposed
method many abdominal organ segmentations can be performed. Input image size
is 255%255*3 used so maximum pixel information is available in convolution
network. Noisy pixel image information can be easily omitted during dropout
network layer. Accurate pancreas shape and size is detected by proposed method,
but it fails to detect pancreas cancer affected areas in percentage. Pancreas size
and shape is available in 2D image using proposed method. 3D pancreas image
detection is future scope for proposed method.
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ABTOMATHYHA CETMEHTALIA MNIIIUIYHKOBOI 3AJI03M 3
BUKOPUCTAHHSAM RESNET-18 METOAY IJIMBOKOI'O HABYAHHS /
C.H. Kakapsau, I1.M. ITaitane

Amnoranisi. Tounnii npomec cermMeHTanil MiIUIYHKOBOI 321031 € BaXXJIMBUM IIPOLe-
COM JUIsl PaHHBOTO BHUSIBJICHHS PaKy IiJIUTYHKOBOI 3aj03u. [linnuryHkoBa 3ayosa
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pO3TaIIoBaHa B YEPEBHi MOPOKHUHI Tijla JIOIUHM SK 1 TIEYiHKA, Cele3iHKa, HUPKU
Ta HaAHUpHUKHA. YiTKe Ta IJIaBHE BUSBJICHHS IiJIUTYHKOBOI 3aJI03M Yy YepEBHIH
MOPOKHUHI € CKJIAJHOIO T4 BUCHAXKIMBOIO POOOTOIO Y XOMi AOCIIIKEHHSI MEIUYHO-
ro 300paxeHHs. 11 cerMeHTanii MiANIIYHKOBOI 3aI03W B IEpIIi JHI 3aCTOCOBY-
IOTBCSL  MIOXOOW  «3BEPXY-BHU3», SK-OT HOBHH MOAMGIKOBAaHUH  anroputM
kiactepusanii K-cepennix (NMKFCM), macmTaGHO iHBapiaHTHE INEpETBOPEHHS
o3Hak (SIFT), anroputm onintoBanHs minsHOCTI siapa (KDE). OcranHiM 9acom mo-
nyspuuit Metox BottomUp st cerMenTaunii HiIUuIyHKOBOT 3a1031 B aHaNi3i Me-
JMYHOTO 300paXKeHHsI Ta JIarHOCTHKHU paky. Anroputm LevelSet BUKOPHCTOBYEThCS
U BHOKPEMIICHHSI ITiIMITYHKOBOT 3aJ7103U cepell 4epeBHOi mopokHuHU. [Tormubie-
HE HaBYaHHSA, MiIXiJ «3HU3Y-BrOpY» Kpamuid, HOK iHOm. ['muboka 3amuimkoBa Me-
pexa (ResNet-18) rimmbokxe HaBYaHHS, MIAXIX «3HU3Y-BrOpY» BHKOPHCTOBYETHCS
JUISL BUSIBJIGHHSI TOYHOI Ta YiTKOI MiAIITYHKOBOI 3aJ03U 32 MEJUIHUMHU 300paKeH-
wamu KT. B apxitektypi ResNet-18 3actocoByerscs 18 miapiB. ABromarnyna
CerMeHTallis MiAINUTYHKOBOI 3aJI03M Ta HUPOK BHOKPEMIIIOEThCA i3 300paxkenb KT-
CKaHyBaHHS i3 BHCOKOIO TOYHICTIO. 3alpONOHOBAaHMH METOJA 3aCTOCOBAHO Ha
MeIU4Hii KOMI'I0TepHii Tomorpadii 82 mamieHtiB. 699 306paxens i 150 300pa-
JKeHb 13 PI3HUMH KyTaMHU 3aCTOCOBYIOTH Ul HABYAHHS Ta TECTYBAaHHS BiATIOBiIHO.
ResNet-18 mocsarae 3HaueHHs iHIEKCY TOAIOHOCTI KyOuKiB 10 98,29+0,63, 3HaueHH
ingekcy Kakapa no — 96,63+01,25, 3nauenns Bfscore — mo 84,65+03,96.
Tounicte Bamimamii 3ampornoHOBaHOrO MeTony cTaHoBUTE 97,01%, a 3HadeHHS
koedimienta Brpat gocsrae 0,0010. [Ipobnema aucOanaHcy Kiacy BUPILIYETHCS 3a
JIOTIOMOT OO Bar KJIacy Ta 30UIbIICHHS IaHHX.

KunrodoBi ciioBa: rimboke HaB4aHHS, KoeilieHT KyONKiB, HOBHICTIO ITiAKIIOYEHUN
mrap (FCN), 3aimmmkoBa Mepesxa (ResNet-18), rpyna Bisyansnaoi reometpii (VGG).
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