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STUDY OF THE FACTOR INFLUENCE ON THE UNIFORMITY
OF COFFEE GRAIN GRINDING
BY METHODS OF STATISTICAL ANALYSIS
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Abstract. In order to assess the impact of each of the factors that affect the quality
and uniformity of grinding coffee beans and to compare the impact of these factors,
it is worth establishing a quantitative indicator of this impact. To solve this problem,
dispersion analysis was used as a method of organizing sample data according to
possible sources of dispersion. The chosen method made it possible to decompose
the total dispersion into components caused by the influence of factor levels. Grind-
ing time, geometric dimensions of the grain, moisture content of the grain, speed of
rotation of the motor shaft were selected as factors influencing the homogeneity of
grinding. The justification and assessment of the reliability of statistical conclusions
about the informational significance of indicators affecting the homogeneity of cof-
fee grinding was carried out to ensure the highest possible probability of the ob-
tained result.

Keywords: dispersion analysis, homogeneity of grinding, factor influence, model,
indicator of control, coffee bean.

INTRODUCTION

The problems of determining the factor influence on the quality and uniformity of
grinding and the creation of systems for controlling the grinding process are of
interest to both domestic scientists and the world scientific community. The paper
[1] states that one of the most common problems in the preparation of coffee
drinks in coffee machines is the unsatisfactory quality of coffee, which is associ-
ated with improper grinding of coffee beans, and the taste of the coffee drink de-
pends on the size of the ground particles and the uniformity of coffee grinding.
The paper [2] examines the influence of the origin of coffee beans and the tem-
perature during the grinding of roasted coffee. It is noted that the extraction de-
pends on the temperature, the chemical composition of the water, as well as the
available surface area of the coffee. The study [3] reported that some physico-
chemical characteristics such as extraction yield, total dissolved solids, total phe-
nol content, pH, and titrated acidity can strongly depend on the degree of grinding
of the coffee bean. The work [4; 5] is aimed at developing an experiment to study
the key factors affecting different methods of coffee preparation. The need to ob-
tain different degrees of grinding of coffee beans in order to be able to provide a
high flow rate of coffee in the preparation of espresso is discussed in the paper [6].
The structure or scheme of an experiment is described, by the factors in-
volved in it and the ways in which different levels of different factors are com-
bined [7]. The variance is used here as the simplest measure of dispersion, provid-
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ing an opportunity to compare the influence of the factor under study and the fac-
tor of chance [8]. If the dispersion is due to the joint action of random causes and
the change in the levels of the factors, then by obtaining an estimate of the total
response variance and the estimation of the variances of the factors, one can find
an estimate of the residual variance, and then, using statistical variance compari-
son criteria, rank the factors according to the degree of their effect on the response
dispersion.

PRESENTATION OF THE TASK

The quality of grinding coffee beans is influenced by a number of factors that
negatively affect the uniformity of grinding, which are difficult to stabilize to re-
duce the impact on the original value. As previously mentioned, it is necessary to
carry out a procedure for randomizing factors in order to make their impact ran-
dom and to be able to use statistical criteria.

Suppose that H — is the parameter of the control object characterizing the
homogeneity of coffee grinding, which needs to be determined; F, ... F,, — fac-
tors affecting the quality of the grinding process (e.g. grinding time, speed of rota-
tion of the motor shaft, temperature at the engine stator, distance between mills,
grain moisture, geometry of the bean: width, thickness, length). The result that
takes into account the action of each of the factors can be written in the form of a
mathematical model in which the influencing factors are H and (n — 1) factors due
to the variability of the remaining control indicators. This statement is due to the
fact that the remaining indicators characterize quantitatively (n — 1) the physical
properties of the control object and can be directly measured.

To assess the homogeneity of coffee grinding, consider the model of the ef-
fect on the measurement result of the control index F' taking into account the ef-
fects of four factors (H and factors whose levels are quantified by the values of
the three control indicators (grinding time, geometric grain sizes, grain moisture).
Data in cross-classification are denoted by symbols with four indices a, 3, 7y,0.
Since the control indicators are not additive, it is necessary to introduce compo-
nents into the model characterizing the interaction between the indicators. Thus,
the mathematical model has the form:

chﬁyBi :F"'fa + AB +By + C5 +(fA)(x[3 +(fB)ay + (fc)aé +(AB)[5«{ +

+(AC)gs + (BC)y5 + (fAB) gy + (fAC) 4p5 + (fBC) g5 +
+ (ABC)BYS + (fABC)(XB’YS + SQB,YSI-. (1)
where a,f,y,0 are the number of factor levels; F — is the general aver-

age; f, — is the deviation of the measurement result of the control indicator F'

from its average value F , which is due to the influence of the parameter H;
43, B,, C5 — deviation of the measurement result Fig,5 from F, due to three

factors; (f4) o, (fB)ay,> (fC)us> (4B)gy, (AC)ps, (BC),5 — deviations due to
pairwise interactions of all influencing factors; (fAB)qp,, (JAC)qps,(/BC)ays>
(ABC)gys — deviations due to the interaction of three influencing factors;

(fABC)yg,5 — deviation, which is due to the interaction of four influencing fac-
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tors; €,p,5 — random residue; i — is the number of multiple measurement at
fixed levels a,f3, v,0.

The initial conditions for model (1) will be:

LY fy=0; Y 43=0; > B, =0; ;cs =0;
%(fA)aB =lz); %(fA)a; =0; %‘,(ﬂ?)w =0; 2. (/B)gy =0; %‘,(fC)aea =0;
2. zﬁ:( fC)ys =0 ZB:(AB)M =0; Y (4B, =0; %(AC)&S =0; ZS:(AC)BS =0;
2.(BC),5 =0; g(BC)YS =0; Y
Z(:J(J"/IIB)&BY = Z[J)](fAB)OLBy =2 (f4B) 4, =0;
Za‘,(fAC)aBa = %(fAC)ugs = YZSZ(fAC)ums =0;
%‘,(fBC)ays =2 (/BC)gys = ZS‘,(/‘BC)M =0;
%:(ABC)BYS = YZy:(ABC)BYS = ZS:(ABC)BYS =0;

4. 2 (fABC)opys = 2. (FABC)ypys = 2 (JABC)ypys = D (JABC)gpys = 0;
a B v )

5. 2222222 Fapysi =0

a By & i
In addition to these conditions, restrictions are imposed on the random balance:
1) all &,p,5; are mutually independent;

2) M[d e, 1= 6% Mleggsi1=0";

3) random variables €55, are distributed according to the normal law.

abcq

Regarding the type of deviations f,, 4, B, C5 we note the following:

1) f, — is a random variable because it reflects the effect of a priori uncer-
tain levels of the parameter of the control object H;

2) 43, B,,Cs — are parameters by virtue of the metrological values of the
control indicators.

Since due to the randomness of the levels of the parameter H the resulting
model (1) is not exclusively parametric, but can be attributed to mixed models.

TRANSITION TO THE MOST COMMON FACTOR FUEL MODEL

It is a well-known fact that the multifactor model (1) requires for its study a sam-

ple size of k*-r, where k — is the number of levels for each of the factors, and
r — is the number of multiple observations for all possible combinations of levels of
the influencing factors. In order for the results obtained during the variance analysis to
be statistically significant, the value must satisfy the conditions £ >4, r>1.
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Thus, at k=5, and r=2 the minimum volume of the number of four-

dimensional observations of the control index F should be 5%-2=1250 values. It
turns out that it is very difficult, and sometimes almost impossible to provide such
a large number of non-standard samples of coffee beans while maintaining the
complete uniformity of the measurement experiment.

In order to avoid this complexity, we simplify model (1), leaving only the main
deviations f,, 4g,B,,Cs and the deviations caused by pairwise interactions

(A op> (/B)gys (fC)gs - The resulting model will contain an increased residual
Wapysv » Which also includes a random residual €., , and deviations caused by the
action of three: (fA4B),p,, (JAC)yp5, (/BC)4y5, (ABC)gys and four — (fABC) g5,
influencing factors, as well as pairwise deviations (AB)By, (4AC )I33 » (BO)ys:

FaBySv = F+ fa + AB + By + CS + (fA)aB: (fB)ay: (fc)a6 + Yapysv (2)

In order to reduce the complexity of the model (1) it can be reduced to three
two-factor simplified cross-classification models:

Foch:F+fa+Aﬁ+(fA)aB+\V(A)an; y=08=i=v; (3)
Focyv:F+fa+By+(fB)ay+\V(B)owv; 0=98=i=v; (4)
FOLSV:F+fa+c8+(fc)a6+W(C)a6v; B=y=i=v. (5)

where v — is the number of multiple measurements of the F' indicator in the ta-
ble cell with the original model data (3), (4) 1 (5); W(4yapvs Y(Byayv> V(Cyav —

random residues due to three factors: grinding time, geometric grain size, grain
moisture, respectively.

A comparison of the residuals of the presented models with the residuals of
models (1) and (2) shows that simplifying the model obviously reduces its accu-
racy, because these residuals are more than g5, 8 Wopysy > Eqpysi -

Let’s analyze the condition that allows us to synthesize model (2) on the ba-
sis of models (3), (4), and (5). For each of these models, there is the same main
deviation s, additional deviations AB’ By, C;s, and deviations due to the effects of

pairwise interaction.

The first and most important condition is to ensure that the standard devia-
tions in models (3), (4), and (5) are equal to each other. To do this, the number of
groups of observations of the control indicator F' must be the same for all models,
which corresponds to the same number of rows in the original data table. At the
same time, the number of values of the control indicator F in each group should
be the same b, and the value of Fg,5 in the middle of each group should remain

unchanged (where N — is the number of measurements) for any of the models (3),
(4), and (5). The grouping of Fg,5 values should be carried out according to the

specified groups of values of the parameter H.
It should be borne in mind that the method of forming columns (subgroups)
in the table of the established source data should be determined by the established

additional influencing factor, and provide a single procedure for selecting Fig.5

values for each of the subgroups of the group with a fixed number a, o = I,_b . The
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number of subgroups in each of the groups must also be the same m, for each of
the models (3), (4) and (5). Each of the subgroups of any of the groups (cells of
the source data table) will have the same g = N/mb — the number of observations.

In order to model additional factor injection (based on all vortex data) on
display F, you need to carry out the following operations:

—rank the intragroup values of the control indicator F),, you need to carry out
the following operations;

— break the ranked (for all b groups) series of values of the F), indicator into
m subgroups;

— in each of the subgroups, select the g values of the information index F
corresponding to the g values of the F, indicator and enter them into the source
data cell.

The resulting »xm table of observation results of control measure F values
with g multiple observations in each of bxm cells can now be used for variance
analysis of any of the models (3), (4) and (5) cross classifications corresponding
to a given additional factor influencing F,, p=13.

We will introduce the designation of these three factors through F,, F;, F,, .
In general, we will denote any of these factors through F,. Therefore, any of the

models (3), (4), and (5) can be represented in the form:
Fyoy =F 4 fo o+ D)z + Vo v (6)
where vy, ., — is a random residue.

The complete decomposition of the sum of the squares of deviations of the

values F from F , under the initial conditions and constraints of the model

azv
(1), will have the following form:
W=W,+W,+Wg+W,,. @)
The results of the variance analysis of the model (6) are presented in Table 1,
where F ., =F,, F,, F, , — are the average values in rows, columns and in cells.

Table 1. Results of dispersion analysis

- Number of degrees
Source of variability of freedo mgk Sum of squares
b _
The main factor H b-1 We=gpD (Fy—F )?
a=l1
CE 2
Additional factor F, m—1 W,=gb) (F,-F)
z=1
Interaction between e o - o
Hand F), (b-D)(m=1) WﬁJ_ng:IZz:I(Faz F, —F.+F)
Remainder boomg —
. . — = F, . —-F
(in the middle of the cell) bm (g-1) Wap E‘lzzzl é( azv = Foz)
b m g =5
General N-1 W=>>>(F,.,—F)
a=1z=1v=l
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Unfortunately, for models (3), (4) that (5), the same F and the sums of W
and W, is represented by the sum of squares from £ 5 from F model (2) as the
union of the sum of (7), p =1,_3 with the fictitious residual sum W‘; , which char-

acterizes the influence of factors not taken into account in the model:
W =W+ W+ W, + W, + W + W+ Wy, + W, . (8)

The resulting ratio (8) makes it possible to simplify the previous model (2)
and represent it in the following form:

Fa[?)yéiv =F + f(x + Aﬁ + By + CS + (fA)aﬁ + (fB)(xy + (fc)aé + W:Lﬁ“{&va (9)

where \VZ[}YSV — is a random residue due to the action of three factors: grinding
time, geometric grain size, grain moisture. The values of the sums of the right part
of the expression (8), in addition to W\; are calculated according to the equations

of the sums of the squares of the tables of the results of the variance analysis of
the models (3), (4) and (5), similar to Table 2, replacing the F), factor with a spe-

cific additional factor — F,, F;, F,,. The sum of W\: can be calculated from any

of the equations:

Wy =Wys =W =Wy =Ws=Wsy s
Wy =Wy =Wy =W, =Wss=Wsy; (10)
Wy =Wyu =W =W =Wy =Wy

Wy =Wys+ Wy + Wy +2W, +2W. 11

Table 2 presents the results of the variance analysis of the simplified model
(9), the random residue of which will be fictitious (determines the sum of W\; in
equation (8)).

Table 2. Results of the variance analysis with the model (8)

Sum of the squares

Source of variability Source of variability of deviations
The main factor H ky=b-1 va =W, /kf
Factor F| kg =m-1 w, =W, |k,
Factor F, k, =m-1 W, =W, |k,
Factor F,, k,=m-1 W, = w, |k,
Interaction HF; kg=0-1)-(m-1) Wfs =W / k g
Interaction HF; kﬁ =(b-1)-(m-1) Wﬁ = Wﬁ‘ /kft
Interaction HF, kg =@b-1)-(m-1) I/Vﬁl =W, [k,
Remainder k\,, =N-b((B3m-2) VV\V = W\; / k\y
General k =N-1 W =W/k
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We will conduct a study of the simplified model (9). This model, occupies
an intermediate position between model (1) and models (3), (4) and (5). From
(10) it follows that the residual sum of the simplified model (11) is less than the
residual sums of the models (3), (4) and (5). This indicates the increased accuracy
of this model compared to the cross-classification models (3), (4), and (5). Based
on the results of Table. 2, we conclude that the number of degrees of freedom of

the residual sum WJ decreases with an increase in the number of b groups (by the

level of parameter H) and the number of m subgroups (by the level of additional
factors F, F,, F,).

Let’s write k,, from Table 2 in the following form:

szN—b-m(3—£). (12)
m
From the resulting expression (12) it follows that the number of degrees of

freedom is the greater, at b-m = const , the greater the ratio b/m .

This finding makes it possible to further plot the number of groups and sub-
groups in the tables of the original data of the models (3), (4), and (5). In this
case, the number of b groups (subranges of measurement of the control parameter
H (homogeneity) is desirable to increase, and the number of subgroups should be
reduced, reducing m to a minimum. For example, take m = 2. This will increase

the number of degrees of freedom of the residual sum W\: . Thus, it is obvious

that the main advantage of the simplified model is the possibility of simultaneous
testing of the Hy, hypothesis, that is, when the influence of factors H, F,, F,, F,

t° u>o
on the information measure of control ¥ is absent. In this way you can write Hy:

fy=w=1,=0.

This is the main hypothesis and its components have the following form:

Hpisy=..=5, =035 Hg": fs, =...= fi, =0;
H(t):tpz-..Ztm:O; H({t:ﬁpz"':ﬁbn120;

The test of the hypotheses presented is done in relation to the corresponding

mean squares (Wf, W, Wi Wy ..sW5,) to the mean residual square W\u followed

by comparison of the obtained F — statistics with the corresponding percentage
points for F'— distributions.

This advantage of the simplified model (9) makes it possible to estimate the
amount of expected information about the levels of parameter H for the informa-
tion measure F when considering the levels of both influencing factors and their

interactions:
2
c
I=log,|1+ [—FJ ,

OAF

where o7 = Wf ;
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_ 1 & —
2 2
o} =W =3 (- F),
U P
= 1 2 . . -
where F =—) F;; o5y — is a function of the sum of the squares of deviations
iz

Wy Wy, W,,W,,...W ) inTable 1 and Table. 2.

Table 3 presents the equation for calculating GiF for the simplified model (9)

with different combinations of factors affecting the information indicator F.

Table 3. Calculated Ratios for Parameter GiF

Factorial influences
taken into account OAF

Additional factor Fy | (W, + W, + W + W+ W +Wo) [k, +k, + kg +k g+ kg +k,)

Additional factor F, (W, +W, + W + W+ W, + W\;) / (kg +hy +hg+kg+ks+k)

Additional factor F,, | (W, +W, + Wy + W +W s + W) [(ky +k, +k g +k 5 +kj, +k,)

F,, F, W, + W + Wy + W + W) [y + e + g+ + k)
F,, F, W, + W + Wy + W + W) [y + kg + ey +h gy +K)
F ., F, W+ W +Wy, +Wﬁ,+W\:)/(kS+kfs +kﬁ+kfu +kw)
F,,F  F, W + Wy + W + W) (kg + kg + kg + k)
F., F,, F, HF, W+ W + W) [ Gk + ke gy + k)
F,, F,, F, HF, W + W g + W) [k g + ey + ey)
F., F,, F, HF,, W + Wy + W) (kg + kg + )
Fy, F, 7
F,, HF;, HF, , HF, v

If we do not take into account all the influencing factors, and this corre-
sponds to obtaining information under multifactorial influence, then

o AW AW W Wy + W +W,
A N-b-2 '
In order to perform the verification of statistical findings, we present model

(9) as a one-factor model of one-sided classification, i.e., when the influence
of additional factors is determined solely by the magnitude of the random

residue y ,; :
Fai:F-i'fi'i'\Vai“ (13)

where a=1,b; i=1,n; n=N/b.
In this case, the magnitude of » multifactorial observations in each of the b
groups is the same.
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Model (13), due to the uncertainty of the levels of the control parameter H,
refers to the variance component models.

We will use the formal analysis of the model (13) and write the expression
of the full sum of the squares of deviations W through the sum of the two terms

b _
W,=nY (F,-F),
i=1
where F, — group mean values of the performance trait; F — is the overall
average; n — is the number of units of the population in each group.
Residual variance (random) is the sum of the group sums of the squares of

deviations of all variant of the resultant trait in groups from the mean values of
the trait in them:

b g —
szz Z(Fai_Fa) .

a=1 i=l
Consider now the ratio of the mean squares for the recorded sums W, and W, :
_ Wel(b-1)
W, /(N-b)

F-statistics can be used to test one of two hypotheses:
Hy:M[F]=..=M[F,] H,:M[F]#..#M[F,].
A rule follows from the theory: if statistical conclusions indicate the validity

of the main hypothesis H,,, then the parameter A does not affect the change in the

control indicator . That is, the indicator /' does not carry information about the
change in the levels of the control parameter A, and if the hypothesis H,, is valid,

then the indicator F is informative in relation to the control parameter H. Deci-
sions W, (valid hypothesis H) and p, (valid hypothesis H, ) are accepted, com-
paring the F statistic with the critical value Fk.

The conditional densities of the probability distribution of F-statistics are a
linearly transformed random variable with central £}, y_j, , the distribution:

f(F/Hy) = Fy | y_4»

i
f(F/Hl)z 1+g? 'bel,Nfb’ (14)

where the variances 0? and o’ refer, respectively, to the random deviations of
Jo 1 Y, inthe model (13).

The variance of fo can be represented as the sum:
0% =o +o?,

where 0%{ — the variance of the control parameter H, which is due to the uncer-
2

7

tainty of its values in the measurement range D, ; o, — the variance of the
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measurement result of the values of the control parameter H, which is due to the
uncertainty of the reproduction of the values of H by the technical means of con-
trol (in fact, this is the variance of the measurement result).

Testing hypotheses about the significance of the effects of factors and their
interactions is carried out using the Fisher criterion. To do this, calculate the ratio
of the corresponding mean squares to the remaining middle square. The obtained
values are compared with the Fj values found in the F-distribution tables for the
accepted significance level o =0,05, or higher (0,01 — 0,001) and the number of
degrees of freedom.

Hence, if the control measure F is sensitive to a change in the level of the
control parameter H over the entire range of its measurements, then the F-statistic
will be characterized by the distribution density (14) for all measured levels of the
indicator H.

Now consider the problem of one-sided testing of the parameter H within the
implementation of the alternative hypothesis H;. This hypothesis must be repre-

sented as a complex one, which will check the correspondence between the real
value f of the control parameter H and the control value f,:

Hlo : f £ f, (parameter H is normal);

H 11 > f > fo (parameter H is not normal).
Such situations must correspond to the choice of one of two solutions:
Lo: F<Fy,

where FF — calculated value of the F-criterion; Fy — tabular value of the
F-criterion. Then the influence of the factor on the control parameter is not prov-
en, but the absence of influence of the factor is not proven.

If:

Wy F>Fy,

then statistical observation proves with a given probability the influence of the
factor on the control parameter.

Enter the following designations: Q; and (), — probabilities of errors of
the first and second kind:

Q =P(W/f <) Q=Pluo/f>fo).
Then the probabilities of choosing solutions p,, L, are respectively deter-
mined by the expressions:

PIF>F]21-Q,, (15)
P[F > F]<Q. (16)

The fragment F has distribution (14), then from the expressions (15) and
(16) it flows

PIF, > Fe(+nvi) ' 121-0Qy;

- 17
PlF,_ n_p > Fg(L+nvp) 1> Qy,
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where
2 _Oy+0;.
V] == ) 5
o
, (18)
2_65,
Vo=—"7-
o

Considering the system of equations (17), one can find the value of Fjy that
satisfies both of these expressions. To do this, it is necessary to ensure that the
condition is fulfilled
2

F
b-LN-b,1-Q _ 1+nvi (19)

Fyinopo, 1+ nvg

The numerator and denominator of the left side of the inequality (19) are

(1-9,) and Q,— are the percentage points of the central /' — the distribution
with (b—1) and (N —b) degrees of freedom.

It can be shown now that the expression that (19) corresponds to the expression:

2

2
Xb-1,1-Q; _ Vi

<= (20)
2 2

Xb-1,0, Vo
where xi_l,l_g . Xl%—l, o, — percentage points of the central x* distribution with
(b—1) degrees of freedom.

From formula (20) it follows that given number of levels b of control pa-
rameter H (groups of results of observations of parameter /' of model (13)) and

given ratio v12 / v% = A itis possible to estimate the reliability of decision-making
Mo and
Q,+Q,
2

fixed, for example, the value of Q,; (Naiman — Pearson criterion) and calculate

A=1

5

Q,, as the interval:

1 Zmin [;171) _Xx
Q= | 2 2 e 20y,

b-1
22 1"(1)_1) 0
2
2 (b1 .
where zi, =%j-1,1-0, / A; T — gamma function.

The relation A is determined from the formula (18):
2
A=1+2L.
c
The results obtained already make it possible to move on to the practical use
of the simplified model. At the same time, it must be remembered that in the prac-
tice of variance analysis, there may be cases when the number of replicates ob-

tained for each combination of levels of the factors under study is different and
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equal m; ; m; numbers can have any value, including zero, but each row and

ij > i

column must have at least one, and some have two non-zero values. In this case,
there are possible situations in which it is impossible to obtain unbiased estimates
for all parameters of the model. The need to introduce a system of weight coeffi-
cients into the calculated ratios complicates the calculations, the analysis of such
plans involves, as a rule, the use of a computer.

SUMMARIES

When executing the partition, the following results are obtained:

— to assess the homogeneity of coffee grinding, a mathematical model of the
influence of four factors on the result of measuring the control indicator has been
developed;

— a simplified model of cross-classifications was proposed for further use
and investigated, which took into account the effects of simultaneous interaction
of four factors (grinding time, geometric grain size, grain moisture, speed of rota-
tion of the motor shaft) on the result of measurement of the unit control indicator
(uniformity of coffee grinding);

— obtained equations that allow to evaluate the reliability of statistical con-
clusions in relation to the informational significance of control indicators for the
proposed simplified model of cross-classification;

— analytical ratios are obtained, which allow to estimate the amount of in-
formation on each of the control indicators under the factor influence on the pro-
posed linear function of the transformation of these indicators.

— the advantages of the chosen approach are that it makes it possible to as-
sess the validity of multiparameter control results of three or more levels of the
control indicator and to select the most informative subsets of these values.
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JOCJIIKEHHSI ®AKTOPHOI'O BIUIMBY HA OAHOPIAHICTH IOMEJY
3EPHA KABU METOAAMMN CTATUCTUYHOI'O AHAJII3Y / I.B. I'puropenko,
C.1. Konppamos, C.M. I'puropenko, O.C. Onpunikin

AHoTanisi. /{11 OLiHIOBaHHSA BIUIMBY KOXXHOTO i3 ()aKTOpiB, SIKi BIUIMBAIOTH HA
SIKICTh Ta OTHOPIJHICTH MOMEINy 3€pHa KaBH, 1 MOPIBHSHHS BIUIUBY HUX (aKTOPiB
BapTO BCTAaHOBHUTH KUIBKICHUH MOKA3HHWK IIHOTO BIUIUBY. J[JI1 I[bOTO BHKOPHCTAHO
JHCHepciiiHui aHai3 K MEeTOJ| OpraHizarii BUOIpKOBHX JaHUX BiJIIOBIJHO O MOX-
JMBUX JDKepes po3citoBaHHs. OOpaHHH METOA JO3BOJIMB PO3KIACTH 3araibHe po3-
CIIOBaHHS Ha CKIIQJIOBi, 3yMOBJICHI BIUTMBOM piBHIB (akTopiB. dakropamw, IIo
BILUTUBAIOTh HA OJHOPIAHICTH MOMeEINy, 00paHO: Yac MOMeNy, TeOMETPHYHI POo3Mipu
3epHa, BOJIOTICTh 3€pHA, IIBUAKICTh 00epTaHHs Bay ABuUryHa. IIpoBeneHo oOrpyH-
TyBaHHS Ta OL[IHIOBAHHS JOCTOBIPHOCTI CTaTHCTUYHHX BHCHOBKIB IPO iH(pOpMAITiii-
Hy 3HAUYYILIiCTh MMOKAa3HMKIB, IO BIUIMBAIOTH HA OJHOPIAHICTD MOMENY KaBW JJIS 3a-
Oe3reyeHHsI MaKCUMaJIbHO BUCOKOI BipOTiTHOCTI OTPUMAHOTO Pe3yJbTary.

KurouoBi ciioBa: nucrepciiinuii anainis, oqHOpifHICTh OMeNy, GpakTOpHHUN BILIUB,
MO/ielIb, TOKa3HUK KOHTPOJIIO, 36PHO KaBH.
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