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MULTI-FACTOR FORECASTING OF STATISTICAL TRENDS
FOR DATA SCIENCE PROBLEMS

O. PYSARCHUK, T. ANDREIEVA, O. GRINENKO, D. BARAN

Abstract. The article deals with the processes of multi-factor forecasting of statisti-
cal trends for Data Science problems. Most of the classic approaches to data proc-
essing consist of studying the consequences of phenomena rather than the factors of
their appearance. At the same time, the factors affecting the behavior of the investi-
gated process are assumed to be random and are not investigated. The article dis-
cusses the approach to forecasting the parameters of the trend of statistical time se-
ries, which consists of the study of factors that lead to changes in the dynamics of
the studied process. This approach potentially has better indicators of adequacy, ac-
curacy, and efficiency in obtaining final solutions than classical approaches. The
implementation of this approach is shown using an example of the analysis of ex-
change rate changes. The obtained results show the practicality of considering multi-
factoriality in forecasting tasks.

Keywords: Data Science, multi-factor forecasting, statistical trends, currency rate
forecasting.

INTRODUCTION

The development of information technologies has led to their implementation in
many areas. One of the leading directions is the prediction of the indicators be-
havior of a certain controlled event. The examples of that can be: forecasting fluc-
tuations in currency markets; control of changes in economic performance indica-
tors of trading companies; forecasting the development of the epidemiological
situation; forecasting parameters of the technical state of equipment of production
lines, aviation systems, etc. All the listed applied tasks have the technological
unity of Data Science stages: data acquisition (measurement); their accumulation
(storage); data processing for the purpose of obtaining information about the
models and behavior of the researched process (processing, forecasting); extrac-
tion of knowledge and its manipulation [1; 2]. Currently, the focus of Data Sci-
ence issues is not on accumulation (measurement, storage), but on data processing
with the aim of extracting from them adequate, accurate and operational informa-
tion and knowledge. These processes in applied aspects of information technolo-
gies (IT) take place in the field of Big Data arrays and are manifested in the de-
velopment of Back-End components of distributed ERP / CRM software systems
with intellectual properties.

The key requirement of consumers for the final IT product is high quality in-
dicators of the source information, which are manifested in strict requirements for
the adequacy, accuracy and efficiency of the final solutions. It is possible to im-
plement this only in the direction of applying effective mathematical models for
processing Big Data arrays.
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The experience shows that most classical approaches to data processing, re-
gardless of their classes, directions of improvement and effective implementation
to applied software systems, show their limitations [3—5]. They consist in the
study of the consequences of phenomena, and not the factors of their appearance.
For example, determining the trend and forecasting changes in the exchange rate
based on the results of a retrospective analysis of their behavior. At the same
time, the factors affecting the exchange rate are assumed to be random and are not
investigated.

Therefore, there is a need to implement R&D processes for the development
of mathematical support for modern ERP / CRM software systems capable of
meeting the high demands of consumers regarding the adequacy, accuracy and
efficiency of final solutions.

The article will consider an approach to predicting parameters of the trend of
statistical time series, which potentially has better indicators of adequacy, accu-
racy and efficiency of obtaining final solutions, compared to classical approaches.

Analysis of existing approaches. In its formulated form, we have the classic
task of applied statistical analysis / statistical learning: to build a mathematical
model based on a statistical sample of data, that ensures the determination of pre-
dictive values for the process being studied [1-5]. The key hypothesis in this is
the assumption of the random nature of the factors that affect the stochastic fluc-
tuations of each discrete dimension and, accordingly, determine the behavior of
the studied process outside the observation interval. As a rule, this happens due to
the complex and sometimes unknown nature of cause-and-effect relationships,
which determine the actual appearance of stochastic deviations and the develop-
ment of the situation in the future. Overcoming this a priori uncertainty is classi-
cally implemented through assumptions about the general appearance of the trend
model and the determination of its variables using complex algorithms, but the
principle hypothesis of randomness remains unchanged. That is, the primary sto-
chastic formalization of the problem has certain limitations in the accuracy of the
final result, which are determined by data processing methods.

Formulation of the problem. Therefore, the task of improving the methods
of statistical analysis / training in the direction of a detailed description and study
of factors that lead to the essence of the change in consequences — the dynamics
of the researched process — is urgent. The article examines the processes for mul-
tifactor forecasting of statistical trends for Data Science tasks. This is imple-
mented in the applied field of economic analysis of exchange rate changes. The
transition in statistical education from the analysis of consequences to factors re-
quires the implementation of a complex of R&D processes: the formation of an
informational model of factors that influence the change in currency rates; the
establishment of indicators (indicators describing change) of factors and criteria;
the measurement of indicators; and the statistical processing of indexes / indica-
tors (determination of statistical characteristics, construction of a trend line,
forecasting).

Thus, the goal of the article is the implementation of a complex of R&D
processes for multifactor forecasting of statistical trends for Data Science tasks
using the example of currency exchange analysis.
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AN OVERVIEW OF THE MAIN MATERIAL

1. To form the infographic model of factors that influence on the change of
the currency exchange rates. The ratio of the dollar (USD) to the hryvnia (UAH)
was chosen as the exchange rate (hereinafter referred to as the exchange rate). On
the basis of the cognitive analysis of primary sources [6—13] and the practice of
currency trading, the factors affecting the exchange rate were determined.

Table 1. An infographic model of factors that influence the change in currency

rates
N Factor N ‘ Factor Indicator Data source, frequency
group in the group of measurement
The official exchange rate of the
Sale/ hryvnia agalns.t the US dollar The official website
Volume of Saldo of transactions of the natural :
purchase of the NBU[10], daily
1 of forcien 1| sale/purchase of person on the sale/purchase
curren. fy foreign currency of foreign currency
. . The official website
Saldo of NBU interventions of the NBU[10], weekly]
Volume Wheat export volume Website
) of the main Barley export volume of the Ministry
Ukrainian Rye export volume of Agrarian Policy
export goods C 1 and Food .
. orn export vo u.me of Ukraine[8], daily
Exp(t)}ft rr):cifls for Wheat export pr¥ce Fenix Agro
Export ¢ ma Barley export price company website:
2 2 agricultural : ;
of goods . fenix-agro.com;
products of Corn export price weokly
Ukraine
Export prices Hot-rolled steel export price Information and
3 for the main Armature export analytical resource
metal products Scrap steel export price about industry:
of Ukraine Iron ore raw materials export gmk.center, daily
Import Global prices Oil global price The website
3 of 2oods 1 for the main - of the Ministry
& imported goods Natural gas global price of Finance [12], daily
The volume of hryvnia
Participation of | government bonds in circulation | The official website
Foreion non-residents in at nominal and amortized of the NBU[10], daily
4 inves tmge Nt 1 | trading in hryvnia cost with non-residents
bonds of the The amount of funds involved | Website of the Ministry
domestic state loan| in the state budget for placement of Finance
of domestic government bonds | of Ukraine [9], weekly
. Interest rates on deposits
The level of inter- in the national currency The official website
1| estrates on the . -
interbank market Interest rates on deposits of the NBU[10], daily
5| Interest in US dollars
rates NBU Key Policy Rate The website
2 Ig;effespt; Sittzs Ukrainian Overnight I of the Ministry
ndex Average (UONIA) of Finance [12], daily
o The website
1 Stock 1nd}ces UX index of the Ministry
Stock of Ukraine . .
6 Market of Finance [12], daily
World stock . . .
2 oo Dollar index Investing.com, daily
indices
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2. To set the indicators (parameters which describes the change) of factors

and criteria is implemented as a result of the transformation of Table 1, based on
the essence of a specific factor.

Table 2. Indicators / parameters that describe the change of the factors and

criteria
Ne (Group of factors| Ne Indicators Denotation | Criterion
The official exchange rate of the
1 hryvnia U y—min
Sale/ purchase against the US dollar
1 of foreign Saldo of transactions of the
currency 2 | natural person on the sale/ pur- (0] (—max
chase of foreign currency
3 Saldo of NBU interventions X ¥—min
4 Wheat export volume Eyy Eyy—max
5 Barley export volume Eyp Eyp—max
6 Rye export volume Eyr Eyr—max
7 Corn export volume Eyc Eyc—max
8 Wheat export price Epy Epp—max
Export :
2 of goods 9 Barley export price Epp Epp—max
10 Corn export price Epc Epc—max
11 Hot-rolled steel export price Epg Epg—max
12 Armature export Epy Ep,—max
13 Scrap steel export price Ep; Ep—max
14| Iron ore raw materials export Eppy Epy—max
3 Import 15 Oil global price Iron Ipo—min
of goods 16 Natural gas global price Ipgus IpGas—min
The volume of hryvnia
overnment bonds in circulation
. 17 ¢ at nominal and amortized INVy INVy—max
4 . Foreign cost with non-residents
investments - -
The amount of funds involved in
18 | the state budget for placement of INVy INV)—max
domestic government bonds
Interest rates on deposits in the
19 national currincy Rog Rpg—max
Interest rates on deposits in US .
5| Interestrates |2° dollarsp Rop Rpp—>min
21 NBU Key Policy Rate P P—max
Ukrainian Overnight Index Aver-
22 2z (U dgNI ) UONIA |UONIA—max
23 UX index UX UX—max
6 Stock Market 24 Dollar index DX DX—min

24

3. The indicators in Table 2 were measured on June 1, 2021. — November 1,
2022 according to the sources and frequency (discreteness) specified in Table 1.
The result is a multidimensional Big Data array of a statistical training sample of
24 indicators of 156 values, 5 (weekly monitoring) — of 36 values. Technological
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efficiency of further processing processes is ensured by saving the received data
segment in the * format. xIsx file.

4. The statistical processing of indicators / parameters is implemented in the
sequence of classical stages of statistical training: determination of statistical
characteristics, construction of a trend line, forecasting. To increase the effective-
ness of statistical training, a hierarchy of interconnected alternative and innova-
tive stages is proposed (see the structural diagram in Figure). The structural
scheme takes into account the features of multi-factor forecasting of statistical
trends for Data Science tasks.

Processes for i-indicator

Analysis and processing Optimization of the model
of abnormal measurements (AM) order
Web Scraping: AM: sliding wind Global
statistics of the [:) algorithm > o Recovery deviation [ -
1] * xlsx file S > of AM 2
AM: medium |_ | 5| [ Reliability of ||
algorithm .5 approximation 2
Finding statistical Z |5 Rejection =
characteristics E> AM: LSM > 8 of AM Control of > n
) algorithm derivatives L]
3] [4]

iy
Processes for 24 indicators Forecasting Trend building
Pol ial . LSM polynomial
Integrated indicator olynomiatregression regression
from 24 partial indicators
P CZI Non-linear model cj LSM non-liner model
7 a 5

Structural diagram of the multi-factor forecasting process of statistical trends for Data
Science tasks

The data obtaining (block 1 of the diagram, Figure) is implemented quickly
from external sources using Web Scraping technologies.

Determination of the statistical characteristics of the obtained samples
(block 2) is carried out a posteriori in the format of calculation: expected value,
dispersion, standard deviation (SD), construction of a histogram of the law of dis-
tribution of the obtained samples. At the same time, the presence of a trend line is
taken into account, which is removed using the Least Square Method (LSM) with
a polynomial regression model [4].

Block 3 is intended for cleaning the statistical sample from anomalies. The
use of three algorithms for detecting and cleaning anomalies [15] increases the
reliability of the implementation of this process. Depending on the number of
anomalies, the strategy of rejecting them is used (up to 10% of anomalous meas-
urements — empirically obtained limits) and the recovery strategy (in other cases).

Optimizing the selection of the order of the trend line model (block 4) [14] is
implemented with the control of the values of three indicators, which also in-
creases the reliability of the final decisions.
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The global linear deviation of the estimate is one that compares across
multiple options:

1 & N
A=—Z|yz' — )i
n—1;

The accuracy of approximation R* (coefficient of determination) varies
within 0...1 and should be minimal:

Z(yi - )A’i)z
RP=1-2=L
Y-y

i=1

. N . A
where n is a sample size; ¥, =—Zy,- , ¥, 1s a measured value; y; is LSM of
i=1
estimating the measured value.
The derivatives of the higher orders are the controls of obtaining small values:

) :M j=Tom, p=T.n.
J At ’ ’

Determination of the trend line and forecasting (blocks 5, 6) is carried out
using the algorithm of the least squares method (LSM) in classical polynomial
[3; 4] or R&D nonlinear forms [4; 5].

For the presented research results, a nonlinear in parameters — transcendental
model was chosen

f(t,c)=aycoswt+bysinot,

where ¢ ={ay, by, ®} are the unknown parameters of the model. The procedure

for determining the parameters of a nonlinear model consistent with the measured
values is discussed in detail in [4; 5].

The calculation of the integrated assessment (unit 7) of the effect of factors
on the controlled parameter — the exchange rate is carried out according to the
scheme of multi-criteria / multi-factor assessment (SCOR) according to the
nonlinear scheme of compromises [16]. The data format is a multidimensional
discrete set of functions of 24 indicators.

According to the structural diagram of Fig. 1, an alpha version of the com-
puting unit (Backend component) of the ERP system layout was created to sup-
port currency trading processes. The software component is implemented in the
high-level python programming language with the use of technologies and librar-
ies: Web Scraping, pandas — for obtaining data; numpy — for “raw” program-
ming of data processing algorithms; matplotlib — for visualization of calculation
results.
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THE RESULTS OF THE CALCULATIONS AND THEIR ANALYSIS

1. The official exchange rate of the hryvnia against the US dollar

Statistical Estunation (pobmoral of the 4% order)
Gl characteristcs g sipa Coefficient of detemvivation, F=0,85
Epected value 68715997 6815997
- _ Dispersion 015258 011475
s /| [ Standad deviation 039100 033875
; .
ns ,lg— . F sl 2t |
Y Distrboution law | we)

2. Saldo of operations of physical persons on the sale/purchase of foreign
currency

Statistical Estimation (pobymormial of the 2°% order)
Chart characteristics Inpt streara Coefficient of determination =067
Expected value 15352169 7847362
Dispersion 137.10921 44.97901
w“ m 1170939 . 70664

3 8
—_

Diigtribution
lawr

| =
S
N

“Ll
B

The indicator is calculated as the difference between the sale of foreign cur-
rency and its purchase.
3. Saldo of NBU interventions

Statistical Estimation (polmoraial of the 2™ order)

Chart characteristics Inprat strsem Coefficient of deterrmination F*=0,68
Expected walue 16334 120.423%
Dispersion 44206 145 6206705

Standard

‘| devistion
" {'LA‘/\/\J‘/\)'
- h[ b Distribution
" I I law

The indicator is calculated as the difference between the purchase of US
dollars and their sale.

210.4665 187526

]
R R ] E o s 18

The volume of the main agricultural products of Ukrainian exports (indica-
tors 4, 5, 6, 7) was calculated as the total volume of exported products, starting
from June 1, 2021 (the beginning of the study)).
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4. Wheat export volume

Statistical Estiration (hon-lineat smoothing)
Chart characteristics Inpnt streata Coeffisient of determination F2=0,91
Expected value E045 29677 7103 56007
Dispersion 3TA09035 022 20E47045 420
| /,/ Slm.‘da‘ﬁodn 139,954 4565 856

_’.»’- lawr

|

e |

| l

£ !

en : g Distriution
|
1 - - - -

5. Barley export volume

Statistical [Fstimatiom (polmotedal of the 277 order
Chart o Tnpnat st
characteristics Hp strean Coefficient of determination R2=0,27
Expected value 2002 36120 3010 25877
Dispersion 3804101 947 3088780 5380
o - Standard
soen tviation 1950411 1757495
. N i
L e
- Distribution "l
° lawr o
- Lo 1
|

6. Rye export volume

Statistical Estireation (polmoradal of the 4% arder)
Chart characteristics Inpit strear Coeffirient of determination R3=0,08
Expected value 51 96645 5196645
Dispersion 165043808 1605 4167
o Standard
- viation A0 E256 40.0676

. /4 Distribustion
Lawr

]

7. Corn export volume

Statistical Estimation { polynomial of the 4% order)
Chart characteristins Inprd strean Coefficient of deterination F=0,99
Expected value 4433 81935 4444, 55952
Diispersion 11837263 3093 11682804 95164
o | Standard
m: Seviation 3440 5324 34180118
- 2 ’
| * .
|ma! bl ]
| Diigtribation ||
ml e lawr ol .
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8. The export price of wheat

Statistical Estimnation (pokmorual of the 2™ order,
Chart charactenstics Tnput stream Coeffwielftpogdﬁemﬁnatinn =090 )
Expected value 203657143 203657143
Dispersion 1185 19673 1002.00163
. Standard
. J/'A\-«.\ deviation 3413498 3185441
|\ /] Distribution. | |
"-.\ ,."I Tane
) ‘I'-vl'l k1)
H n n 0 Y m
T e e me m om

9. The export price of barley

Statistical Estimation (polynommial of the 4% order)
Chart characteristics Inpd strear Coefficient of determination #=0,93
Expected value 208 514286 268 514226
Dispersion TT19085 70116375
Standard
ol s Svrition 27 TEESS 2647950
Ik | "1
sen) Distribution J *
T N
] ® ] = “ 1 i h H
R— wa £ ] = T m om H.-,.}
10. The export price of corn
Statistical Estimation (polmoreial of the 4% order)
Chart characteristics Tnput streara Coeffivient of determination A2=085
Expected value 274228571 274228571
Dispersion A 34775 5032450
- Standard
lenviation 214541 7.09308
Distribution | *| J
Tawr o
i~

The export prices for all key agricultural products of Ukraine currently have

a positive trend.
11. Export price of hot rolled steel

Statistical Estirmation (pokmormial of the 4% order)
Chart charateristics Input strean Coefficient of deternination R'=093
Expected value E65. 485806 265 455806

Dispersion 7400.11969 a3 01622

e Standard

- tevistion EF 023045 E21158T

- Disttibution

™ — law

a n = L3 88 an i i e
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12. The export price of armature

Statistical Estimation {polymoral of the 3™ order)
Chart chararteristics It strearn Coefficient of determination A2=0,34
Expected value T53 45T 153 ANZRT
Dispersion 1145281714 TEh 40605
Standard
m[ it o 3324201 2B02547
4 Ap,/ *|
e Nl Jrll d | Distribution :l
m | e v Taw
. h'h | B»
V -
s a " L) L] o s ™ m k) "l
o ! L] - L]

13. Export price of scrap metal

Statistical Estitnation (polmormial of the T order)
Chart characteristics Tnprut streetn Coeffirient of determination & = 0,63
Expected walue 325413419 325413419
- Dizpersion B0 ERALL 115 86585
Standard
. J‘H‘] teviation 10 51625 10.76400
i | -]
e ;
- [ J b o
. X Diistribution -
- Tawr ol
L) n = " B M LI u:
14. Export price for raw iron ore
Statistical Estimation (pobmorndal of the 2 axder)
Chart charactenstics Input streamn Coefficient of determination F2=092
Expected value 147064516 147 Dad516
Dispersion 1994.07328 176670932
et Standard 44655048 4203224
_‘."-N deviation
T ‘I"' =
s ) - 4
e / : .
ﬁ':\“ W Distribution wl
S O b
i, \_‘ll »d

15. The global oil price

Statistical Estimation {pobmomdal of the 4% order)
Chart characteristics Input strearn Coefficient of determinatinn A2 = 0,68
Expected value 76080774 76080774
Diispersion 2402192 309828
ol Standard
'H'I‘ul I rintion 450122 299971
|
1 # - w | ; »
ni \ l"‘r” ,’/1" rlji »
A \ J ~ | Distribution .
= I'I' J lawr i
"1 1 ]
a o ] bl L e
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16. The global natural gas price

Statistical [Estitnation (polmordal of the & order)
Chert charactenstics Inpra strearn Coefficient of determination B = 0,88
Expected value 45308355 4308335

Dispersion 0.71180 058715

Standard

Sviation 0. 24365 070625
Distribution

Tawr

i as ay i iy

17. The volume of hryvnia government bonds in circulation at nominal and
amortized cost with non-residents

Statistical Estirnation {polmoraial of the 2™ order)
Chart charactenstics Input stream Coefficient of determination £ = 0,87
Expected walue EE OE Ad00AE

Luspersion 41 52200 3310315
e Standard
) f\L janer! 646752 575527
"we JI LL“
. N o

"\‘_.\_, Dhistrihtion

= b lawr

| h
-

>.

ol ]

e AL WA N3 MeS M2S ane hs uEs

18. The amount of funds involved in the state budget for placement of do-
mestic government bonds

Statistical Estimation {polmoraial of the 2™ arder)
Chart charactenstics Tt stream Coeffizient of determination & = 0,52
Exgerted value 1054518 1054518
Dispersion 3423411 317102
Standard
" ’|| | deviation 525099 172073

-

| | NH' ’ :
TR I G . ;
'-ﬁf\mﬂﬁ ] ‘iliil :

.
H H H H » a ®

19. The interest rates on deposits in the national currency

Statistical Estirnation (polynormial of the 4% order)
Clrart charasteristics Input strear Cosffisient of determination & = 0,85
Fapected velie = S11206 2511506
Dispersion 007045 )
T M Standad
“ y e 028187 027173

" / . .
" - - =
“w . .
P Distrbution = ®
i
law w I -
. b
a '
L ] k-] = " Eod s " s b
s -
e bR eReT T — ~ ~ ~ 2
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20. The interest rates on deposits in the USA dollars

Statistical Estiration (pokmotadal of the 3™ order)
Chart charactenstics It streara Coeffivient of determination &2 = 0,78
Expected value 0923097 02253057
Dispersion 001054 0.00845
Standard
" teviation 010265 0.09192
a4 ]
=1} Distrlbution .
lawr
E]
L] " ® " b wy " wy "
21. NBU Key Policy Rate
Statistical Estiraation (hon-livear staoothing)
Chart chatacteristics Inprut strearn Coeffisiert of deterraination B =090
Expected walue B 5E06 2304335
Diispersion 024579 028045
) ~ Standard
/» Eviation 049577 0.53804
m P - - 1
L L] = /’ - L]
e
/, . . -
L Distrbution *
g lawr - B
™
7 -
B 3 2 B e wmn #e m s - :
S h we o 5 m wn o sr | B rw oam oam oam o me am o e am

22. Ukrainian Overnight Index Average (UONIA.

Statistical Estiration (polmomial of the 3 order)
Chart characteristics Input strear Coeffirient of determination B = 0,90
Expected value 7432042 7432042
Diispersion 022817 0.19639
" Standard
P ~ leviation 047768 044316
- Distribtion |
o law o
‘; L] » n ‘;@ an 1% I;F b "
23. UX index
Statistical [Estirnation (pobmoral of the 2% order)
Chart - Inpnt st
characteristics T stream Coefficient of determination £2 = 0,79
Expected walue 1341 581226 1341 581226
et Tiispersion 456420713 205112425
] Standard 755892 5432426
| K. 'hl deviation
AL
..\..| lll Y ul Iﬂ
= U.I"'M ""L!--lll
| v Distribution
| L\'n"‘ lawr
1 i
R ]
32
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24. The dollar index

Statistical Estirnation (non-lineat staoothing)

Chart characteristics Trgprut strearn Cloefficient of determination 72 = 0,83
Expected value 93.655419 93.204709
Dispersion 3.17770 161243
" Standard
N Hw || 1.78261 126981
. I e — - -
Ny e 7] ]
NN el Distrbution | ™|
¥ (7] 1
CONCLUSIONS

The real data obtained and processed allow us to identify useful features.
Statistical properties: parameters 1, 2, 3, 10, 11, 12, 23 (see histograms of distri-
bution laws) are characterized by a normal distribution law, the others have
combinatorial laws. This demonstrates the decomposition of the factors
influencing the exchange rate into unitary and combinatorial components. Inher-
ent natural presence of anomalous values of controlled parameters. The trend of
the studied indicators is non-linear, and the dynamics of change may be conflict-
ing according to the minimax analysis; that is, the improvement of certain indica-
tors may be accompanied by the deterioration of others. So, once the infological
model is formed, multifactorial consideration of the forecasting problem is appro-
priate. Further research will include the formation of an integrated indicator from
partial factors and a comparison of its dynamics with the dominant effect, the ex-
change rate. At the same time, one should expect an increase in the accuracy and
adequacy of predictive estimates of the studied parameters.
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BATATO®AKTOPHE IPOI'HO3YBAHHSI CTATUCTUYHUX TPEHAIB JJIsA
3AJIAY DATA SCIENCE / O.O. [Tucapuyxk, T.B. Aagpeesa, O.0. I'pinenko, JI.P. bapan

AnoTanisi. PosrisiHyTO mponiecn 6araToakTopHOTr0 NMPOTHO3YBaHHS CTaTUCTHIHHX
TpeHxiB mis 3ama4 Data Science. BinbmicTh KIaCHYHHX MiAXOMIB 10 0OpOOIEHHS
JAHUX TOJITAIOTh y JOCIHIKEHHI HACHiJKIB SBHIL, a He (axTopiB ix nosiBu. Ilpu
boMy (aKTOpH, L0 BIUIMBAIOTH Ha MOBEAIHKY AOCII[KYBAaHOTO IPOLECY, BBaKa-
IOTHCSl BUMAJAKOBUMH Ta HE JOCIIDKYIOThCS. PO3MISIHYTO MiAXig A0 MPOrHO3yBaHHS
mapaMeTpiB TPEHAY CTATHCTUYHHX YaCOBUX PsiB, KUl IMONSATa€ B JOCIIKEHHI
(hakTopiB, MO MPU3BOIATH IO 3MIHHM AWHAMIKH JOCIIIKYyBaHOTO mporecy. Takuit
MIIX1T TOTEHIIHO Ma€e Kpaili NOKa3HUKU aJIeKBaTHOCTI, TOYHOCTI 1 ONIEPATHBHOCTI
OTpUMaHHS KiHIIEBUX PIllICHb NOPIBHAHO 3 KJIACHYHUMH Hinxonamu. HaBeneHo pea-
J3aIfii0 pOro MiAXO0JYy Ha MPHKIAAI aHaNi3y 3MiHH Kypcy BamoT. OTpuMaHi pe-
3yJbTaTH PO3PAXYHKIB IMOKA3YyIOTh  JOIUIBHICT PO3risay OaratodakTOpHOCTI
y 3a7a4ax MpOrHO3yBaHHSI.

KnrouoBi caoBa: Data Science, GararoakTopHe IpPOTHO3YBAaHHS, CTaTHCTHYHI
TPEH]IH, TIPOTHO3YBAHHS KypCY BaIOT.
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