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Abstract. The paper examines the issue of improving the methods of identification of economic objects and their analysis using algorithms of intelligent data processing. The use of the developed methodology in the economic analysis allows for improvement in the quality of management. It can be the basis for creating decision support systems to prevent potentially dangerous changes in the economic status of the research object. In this work, an improved method of c-means data clustering with agent-oriented modification is proposed, and a radial-basis neural network and its extension are proposed to determine whether the obtained clusters are relevant and to analyze the informativeness of state variables and obtain a subset of informative variables. The effect of applying data compression using an autoencoder on the accuracy of the methods is also considered. According to the results of testing of the developed methodology, it was proved that the probability of incorrect determination of the state was reduced when identifying the states of economic systems, and a reduced value of the error of the third kind was obtained when classifying the states of objects.
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INTRODUCTION

Analysis of the state of economic systems requires taking into account a large number of factors that have a stochastic nature of development and high dynamism. Continuous monitoring allows taking into account the influence of these factors and maintaining the stable functioning of economic systems in conditions of constant global fluctuations [1]. Machine learning methods make it possible to evaluate these factors, their possible and real impact on macroeconomic processes. The use of machine learning algorithms provides early consideration of the effects of factors that may threaten the stability of economic systems [1].

The use of intelligent methods for the analysis of collected economic data allows to automate the solution of many problems in the management of economic processes [1], which significantly increases its quality and efficiency. Automated systems of economic analysis are used as decision support systems to prevent potentially dangerous changes in the state of economic systems [1; 2]. Existing information systems of economic analysis have modules for solving problems of clustering, classification or forecasting of received data, based on machine learning methods, which allow to improve the accuracy of received decisions.

The aim of the study is to improve the quality of data stratification in the information analysis of economic systems by developing a methodology that includes methods of clustering, classification and analysis of the informativeness
of economic data. The scientific objective of the study is to improve the existing methods of economic data analysis through the introduction of an agent-oriented modification of the clustering method and radial basis neural networks for analyzing the informativeness of state variables. The proposed methods are expected to reduce the probability of erroneous determination of the state in the analysis of the economic system, thus the value of the third-order error in the classification of its state will be reduced.

STATEMENT OF THE RESEARCH PROBLEM

The data obtained as a result of the study of the economic system can be presented in the form:

\[ X = \{x_{im}\}, \]

where \( i = 1, N \), \( m = 1, M \), \( X \) — matrix representing the data sample for analysis; \( N \) — number of objects; \( M \) — dimension of space.

The problem of data analysis that characterizes the state of the economic system consists of solving a sequence of problems:

– division of a set of data into sets that are similar according to certain characteristics — the task of clustering;
– determination of the current state of the economic system based on a set of characteristics — the task of classification;
– determination of a set of features that best describe the state of the economic system — the task of selecting informative features (reduction of the space of features).

Let’s consider the methods of solving each of the problems.

FUZZY DATA CLUSTERING METHOD

For some known set of valid clusters \( Y \) it becomes necessary to split the input data \( X \) to \( Y \) subsets (clusters, classes), so that each cluster consists of objects that are close by some metric, or distant by another. Thus, each object will be assigned to the \( y \)-th cluster.

The result of the clustering algorithm [3] will be the application of the function \( \text{cluster}: X \rightarrow Y \), which matches each object in the input set \( x \in X \) matching an object from a set of clusters. Usually, plural \( y \in Y \) known in advance for a non-hierarchical approach, or determined in the process for a hierarchical approach. Therefore, the question of determining the optimal number of clusters, as one of the parameters determining the final quality of clustering, often arises.

Let’s define the distance between cluster objects as a metric for cluster analysis. Then we define the degree of similarity of objects as the reciprocal of the inter-element distance. Among the works devoted to cluster analysis, can be found a large number of possible metrics for determining the inter-element distance or degree of similarity. The most widespread metric is based on the Euclidean distance, which is a special case of the Minkowski distance [4] with the value of the parameter \( \epsilon = 2 \). Generalized Minkowski metric:
The c-means fuzzy clustering method allows fuzzy distribution of objects into clusters or classes. In the c-means method, the object belongs to all clusters, but with a certain value of cluster membership [5].

In the method of fuzzy clustering [6], the membership matrix of elements to a cluster is calculated according to the assumption of a normal distribution of data according to the formula:

$$w_{ij} = \frac{N(d(x_i,c_j) | \mu = 0, \sigma_j)}{\sum_{i=1}^{P_j} N(d(x_i,c_j) | \mu = 0, \sigma_j)},$$

where \(x_i\) — \(i\)-th element of the set, \(i = 1; P_j\); \(c_j\) — \(j\)-th cluster center; \(d(x_i,c_j)\) — distance between points \(x_i\) and \(c_j\); \(N(d(x_i,c_j) | \mu = 0, \sigma_j)\) — probability density of a normal distribution at a point \(d(x_i,c_j)\).

The cluster centers are adjusted according to the formula

$$c_j = \frac{\sum_{i=1}^{P_j} w_{ij} x_i}{\sum_{i=1}^{P_j} w_{ij}}.$$  \hspace{1cm} (1)

The center adjustment process continues until the loss function is minimized:

$$\text{loss} = \sum_{j=1}^{K} \sum_{i=1}^{P_j} d(x_i,c_j)^2 w_{ij} \rightarrow \min,$$  \hspace{1cm} (2)

or on the condition of reaching some limitation on the number of iterations, or the required classification quality.

Among the important disadvantages of the c-means method are the inability to divide the space with a complex shape of target clusters that go beyond simple \(M\)-dimensional spheres, and an insufficient level of robustness to noise [5; 7].

For data from real problems, both a complex distribution of object parameters and a high dimensionality of the input data are inherent, which in turn determines the complex form of \(M\)-dimensional target clusters. Therefore, for the usual method of fuzzy clustering and many of its modifications, clustering with high accuracy is not possible. A modification of the distance metric (together with the membership metric) is proposed in [8]. An interesting approach is the assumption of the Cauchy distribution and the use of the Mahalanobis distance, which were proposed in [9; 10]. Mahalanobis distance was used to improve the calculation algorithm that prevents degeneracy of the inverse matrix [11]:

$$MD(x_i,c_j) = \sqrt{(x_i - c_j)^T \hat{\Sigma}_j^{-1} (x_i - c_j)},$$

where \(\hat{\Sigma} = \Sigma + \lambda \Sigma\) — is the regularized covariance matrix; \(\lambda\) — is a constant greater than zero.

Taking into account the assumption of the Cauchy distribution in the data, the expression for calculating the value of belonging to a certain cluster [5] has the form:
Solving the clustering problem for clusters of complex $M$-dimensional form using Gaussian mixture models was considered in works [12; 13], using the derivative in [14] and using the Mahalanobis distance in [5; 9]. According to the obtained results, an improvement in clustering accuracy is noted, but the problem of spatial separation and overuse of input data dependence occurs.

In works [5; 15], the possibility of taking into account the relative entropy of the data distribution was considered when using the $c$-means method, but the Euclidean distance was chosen as the metric of the distance between the objects of the sample, which reduced the computational load, but did not take into account the entropy of the data.

To overcome the difficulties of using the basic method of fuzzy clustering and its modifications based on Mixture and Gaussian mixture models on data with a complex shape of $M$-dimensional target clusters [12], which is based on an attempt to take into account the entropy of clusters [15] and the Kullback–Leibler distance [16], it was proposed to improve the clustering method.

The Kullback–Leibler distance is an asymmetric measure of the informational difference between two probability distributions. This measure has proven itself well in methods of information processing in physical systems and statistics [16].

According to the previous definition $x_{im} \in X$ — is the $m$-th state variable of the $i$-th vector of the input data sample, where $m \in [1, M]$, $M$ — dimension of the state vector. Let’s define $f_s \in F$ as the $s$-th object function from the vector of object functions $s \in [1, S]$, where $S$ — the dimension of the object functions vector. Then $M_\alpha(f_s)$ and $M_\alpha(x_{im})$ are mathematical expectations of $f_s$ and $x_{im}$ respectively. According to this definition $D(f_s)$ and $D(x_{im})$ — dispersion of the relevant variables, and $\sigma(f_s)$ and $\sigma(x_{im})$ — standard deviation. Variance and standard deviation of conditional dependence of $f_s$ from $x_{im}$ an be determined by formulas:

$$D(f_s | x_{im}) = \text{var}(M_\alpha(f_s(x_{in-m}))), \quad \forall n, n \neq m, x_{in} = \text{const} ; \quad (4)$$

$$\sigma(f_s | x_{im}) = \sqrt{D(f_s | x_{im})} . \quad (5)$$

Using expression (4), we obtain estimates of informative state variables:

$$\beta(f_s) = \frac{D(f_s | x_{im})}{E(f_s)} ,$$

where $E(f_s)$ — signal energy.

From (5), we get the influence coefficient (signal to noise ratio):

$$\varphi_{sm} = \text{SNR}(f_s | x_{im}) = \frac{\sigma(f_s | x_{im})}{\sigma(x_{im})} .$$

In [16], the Kullback–Leibler entropy is defined as follows:
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\[ D_{KL}(f_s, x_i) = \sum_{m=1}^{M} p(x_{im} | f_s) \log_2 \left( \frac{p(x_{im} | f_s)}{p(x_{im})} \right). \]

Mutual informative dependence is then determined by the formula:

\[ H_{im} = \frac{1}{2} \log_2 \text{SNR}^2 (f_s | x_{im}) = \frac{1}{2} \log_2 \left( \beta(f_s) \frac{E(f_s)}{D(x_{im})} \right). \]

In the proposed method, we replace the loss function (2). Instead, we will get a formula for determining mutual informative dependence, which will be a function of clustering quality assessment, that is, a function of losses in the developed method of fuzzy clustering:

\[ H(X, Y) = -\frac{1}{\sum_{j=1}^{k} \sum_{j=1}^{p_j} P_j} \sum_{j=1}^{k} \sum_{j=1}^{p_j} \left[ P_j (Y_j^{(t+1)} \times \sum_{i=1}^{p_j} D_{KL}(x_i, Y_j^{(t+1)})) \right] \rightarrow \min, \]

where \( Y_j \) — state variables belonging to the \( j \)-th cluster.

AGENT-ORIENTED MODIFICATION OF THE CLUSTERIZATION METHOD

To overcome the non-priority problem, an agent-oriented modification was developed for the classical method of fuzzy clustering considering the \( M \)-dimensional spatial shape [3; 5], which is considered below.

Let’s introduce special notations for the developed method of fuzzy clustering: \( X \) — agents, elements of the input sample, \( C \) — centers of clusters, then \( X_i \) — agents, cluster elements, \( Z \) — agents clusters. According to the agent-oriented approach, the elements-vectors of the input sample and the clusters are agents, these agent-elements choose the cluster agents closest to them, which they join according to a pre-specified metric, thus forming cluster agents. The number of cluster agents is determined by minimizing the loss function. According to the previous definition: the input sample partitioned into clusters is \( X = \{P_i\} \), where

\[ j \in (1,K)(1, K), \quad N = \sum_{j=1}^{K} |P_j| \quad — \text{the number of elements in the input sample}; \]
\[ P_j \quad — \text{set of elements belonging to the } j \text{-th cluster}; \quad K \quad — \text{number of clusters}. \]

Than \( x_{ij} \in P_j \) — the \( i \)-th element of the \( j \)-th cluster.

Four metrics were chosen to compare the possibilities of spatial separation of clusters and computational efficiency:

\[ d(x_{ij}, c_j) = \begin{cases} d_1(x_{ij}, c_j), \\ w_{ij}^{-1}d_1(x_{ij}, c_j), \\ -D_{KL}(x_{ij}, c_j), \\ p(x_{ij}, c_j^{-1}) \cdot \log_2 p(x_{ij}, c_j'), \end{cases} \]

where \( d_1(x_{ij}, c_j) \) — Manhattan distance; \( w_{ij}^{-1}d_1(x_{ij}, c_j) \) — Mahalanobis distance with the inverse of the membership function; \( -D_{KL}(x_{ij}, c_j) \) — Kullback–Leibler divergence; \( p(x_{ij}, c_j^{-1}) \cdot \log_2 p(x_{ij}, c_j') \) — cross entropy.
Having the distance to determine the inter-element distance, we will get an expression for determining the cost function for each cluster, that is, the average measure of the intraclass distance:

$$\text{cl} \_ \text{loss}(P_j) = \frac{1}{|P_j|} \sum_{i=1}^{|P_j|} d(x_{ij}, c_j). \quad (7)$$

Then, using expression (7), we obtain the general cost function for evaluating the current quality of clustering:

$$\text{loss}(X^t) = \frac{1}{K^t} \sum_{j=1}^{K^t} \text{cl} \_ \text{loss}(P_j). \quad (8)$$

By combining the classical method of fuzzy clustering with the agent-oriented approach described above, we will obtain a statement of the research problem, according to which it is necessary to determine the number of clusters and such a distribution of elements by clusters that the value of the cost function is minimal:

\[
\begin{align*}
A & = [K^t, X^t], \\
A & = \arg\min (\text{loss}(X^t)).
\end{align*}
\]

According to the classical clustering method, cluster centers are optimized according to expression (1), and the membership matrix for adjustment is calculated according to expression (3) taking into account the Cauchy distribution assumption. We formulate the clustering algorithm, defined according to the agent-oriented approach, as follows:

1. Determine some initial number of cluster agents $K^t > K$, that is more than the target number of clusters, and set a limit on the number of elements in each cluster $|P_j| = N / K^t$ and choose randomly $K^t$ centers of clusters $\{c_j\}$.

2. Select one of the inter-element distances (6) $|P_j|$ of the closest elements to each cluster, that is, to form cluster agents $P_j^t$.

3. For each cluster, calculate the value of the parameters $\rho(x_{ij} \mid P_j^t)$ distribution and the values of the membership matrix according to expressions (3), and according to expression (1) adjust the cluster centers.

4. To each center of the cluster according to the selected measure $d(x_{ij}, c_j)$ to choose $|P_j^t|$ new agents-elements.

5. For each cluster agent, according to expression (7), determine the value of the cost function (or the average inter-element distance) $\text{cl} \_ \text{loss}(P_j^t)$.

6. To estimate the current quality of clustering by the loss function according to expression (8). In the case of the operation mode of the algorithm in the automatic search for the optimal number of clusters, and the increase in the value of the cost function, stop the algorithm.

7. To select agent-clusters and discard the agent-cluster with the highest value $\text{cl} \_ \text{loss}(P_j^t)$.
8. To determine the new number of clusters $K^{t+1} = K^t - 1$ and the new number of cluster elements $|P^t_j| = N / K^{t+1}$.

9. Return to stage 2, if $K^t > K$.

CLASSIFICATION METHOD BASED ON MULTIPLE LOGISTIC REGRESSION

To solve the problem of multiclass classification in the case of spatially separated data, it is proposed to use a radial basis neural network (RBFN) with multiple logistic regression. The application of the RBFN model for multiclass classification will allow checking the assumptions about the correctness of the cluster definition and testing the model’s ability to generalize.

RBFN structure: $H_0$ inputs for each of the parameters, $H_1$ neurons of the first layer and $H_2$ output neurons. We define the vector of input data for the $k$-th layer of the neural network (or the vector of output data for the $k-1$ layer) as $\vec{Y}^{(k)} = [Y^{(k)}_1, \ldots, Y^{(k)}_{H_1}]^T$, we define the vector of coordinates of the cents of the activation function for the hidden layer as $\vec{c}_j = [c_{j1}, c_{j2}, \ldots, c_{jH_0}]^T$, where $j = 1..H_1$, and the vector specifying the window width of the activation function of the $j$-th neuron of the hidden layer is defined as $\vec{\sigma}_j = [\sigma_{j1}, \sigma_{j2}, \ldots, \sigma_{jH_0}]^T$. Then the activation function for the neurons of the hidden layer will look like this:

$$\varphi_j = (\vec{Y}_p^{(0)}, \vec{c}_j, \vec{\sigma}_j) = \exp\left(-\frac{1}{2} \sum_{h=1}^{H_2} \frac{w_{yh} Z_{ph}}{\sigma_{jh}} \right) \equiv \varphi_{pj},$$

where $Z_{ph} = \frac{Y_p^{(0)} - c_{jh}}{\sigma_{jh}}$, $w_{ij}$ — weighted connection between the $i$-th neuron of the output layer and the $j$-th neuron of the input layer.

Multiple logistic regression [17] is used as the activation function of the output layer, the outputs of which are defined as:

$$\Theta_j = \frac{\exp(\gamma_j)}{\sum_{k=1}^{H_2} \exp(\gamma_k)}, \quad \gamma_j = \sum_{i}^{H_1} \varphi_{ij} w_{ij}.$$

A hybrid algorithm was used for training the RBFN, which includes 2 steps, the repetition of which usually leads to fast training of the network, especially if the parameters are successfully generated [18]:

1) selection of linear network parameters (weights) using the pseudo inversion method;

2) optimization of nonlinear parameters of activation functions (window centers and widths).

If there are $P$ training pairs $(\vec{Y}_p^{(0)}, \vec{d}_p)$, $p = 1..P$ and fixing the specific values of the centers and window widths of the activation functions, we get a system of equations:
\[ \Phi \tilde{w}_i = \tilde{d}_i, \quad i = 1..H_2 , \]
where \( \Phi = [\varphi_{pj}] \), \( p = 1..P \), \( j = 0..H_1 \), \( \varphi_{p0} = 1 \), \( \tilde{w}_i = [w_{i0}, w_{i1}, ..., w_{iH_1}]^T \), \( \tilde{d}_i = [d_{i0}, d_{i1}, ..., d_{iP}]^T \).

Vector \( \tilde{w}_i \) can be determined in one step using pseudo matrix inversion \( \Phi^{-1} \): \( \tilde{w}_i = \Phi^{-1} \tilde{d}_i \), which in practice is calculated using the decomposition of eigenvalues.

At the second stage of the algorithm, when fixing the weights, the excitation signal passes through the network to the initial level, which allows to calculate the error value for the sequence of vectors \( \{\tilde{y}_{0}^{(p)}\} \). After that, there is a return to the hidden layer. The gradient vector of the selection function according to the specific variable cents and window widths is determined by the error value: \( \| \tilde{y}^{(2)} \tilde{d} \|_{L^2} \).

Algorithm for forming the “coverage zone” by radial basis functions of \( k \)-neighbors \( \sigma_{jk}^2 = \Sigma_j = \frac{1}{K} \sum_{k=1}^{K} \sum_{h=1}^{H_0} (c_{jk} - c_{kh})^2 \), \( k = 1..K \), \( K \in [3,5] \) was used to determine the values of the window widths, which helped reduce the training time of the RBFN.

**CHARACTERISTICS INFORMATIVENESS ANALYSIS METHOD**

Since it is proposed to use the RBFN network to solve the classification problem, this model can also be used to find the minimum possible subset of informative variables. The input data set can be represented as a Taylor series, keeping only the terms of the first infinitesimal order. For the variance of an arbitrarily obtained linear function of several random variables, the estimate is valid:

\[ D_{y_i} = (\text{grad} Y_i)^T \Sigma_S \text{grad} Y_i = \sum_{j=1}^{J} \left( \frac{\partial Y_j}{\partial S_j} \right)^2 \sigma_{S_j}^2 + \sum_{j=1}^{J} \sum_{k=1}^{J} r_{jk} \frac{\partial Y_j}{\partial S_j} \frac{\partial Y_k}{\partial S_k} \sigma_{S_j} \sigma_{S_k} , \]
where \( \Sigma_S \) — covariance matrix of variables \( S_1 \); \( S_2 \), \( \sigma_{S_1} \) — standard deviation; \( r_{j1} \) — correlation coefficient between variables \( S_1 \) and \( S_2 \).

Then the standard deviation and variance of the RBFN output can be estimated according to the architecture chosen for it, and from them determine the energy of the signals by the expression [18]:

\[ E_i = \sum_{h=1}^{H_0} \left| D_{Y_i(2)|Y_h(0)} \right| , \]

where \( D_{Y_i(2)|Y_h(0)} = \left( \frac{\partial Y_i^{(2)}}{\partial Y_h^{(0)}} \right)^2 \sigma_{Y_i(0)}^2 + \left( \sum_{n=1,n \neq h}^{H_0} r_{hn} \frac{\partial Y_i^{(2)}}{\partial Y_n^{(0)}} \sigma_{Y_n}^2 \right) \frac{\partial Y_i^{(2)}}{\partial Y_h^{(0)}} \sigma_{Y_h}^2 \).
Then the coefficient of informativeness of the variables (the weight of the contribution of $Y_h^{(0)}$ in to $Y_i^{(2)}$) is defined by the expression:

$$\beta_{ih} = \frac{D_{i|Y_h^{(0)}}}{E_i}.$$ 

**DATA PRE-PROCESSING METHODS**

In machine learning problems, it has become common practice to use data pre-processing methods (normalization, cleaning from anomalies, and dimensionality reduction) to improve the quality of problem solving [19]. Three methods of the scikit-learn, Python library were used for data normalization:

- **RobustScaler** scales parameters with robustness to statistical outliers.
- **StandardScaler** (Z-score normalization). Reduces the mean and scales to unit variance.
- **MinMaxScaler** (min-max normalization). Each parameter is scaled and translated individually by the estimator so that it falls within a given range, for example [0,1].

The detection of unusual elements, events, or observations that are significantly different from the main body of data and do not correspond to a well-defined definition of normal behavior is called the process of anomaly detection [20]. Data cleaning techniques remove values that have been identified as outliers and based on anomaly detection.

Two outlier detection methods from the scikit-learn library were used:

- **Interquartile Range** (IQR). By dividing the data set into quartiles, it is used to measure variability;
- **Isolation forest**. The method uses isolation to find anomalies (how far a data point is from the rest of the data) [21; 22].

The dimensionality reduction process aims to provide a lower-dimensional representation of the original data set while preserving its important characteristics. Separate scikit-learn and PyTorch libraries were used for dimensionality reduction. Three methods were used:

- **T-distributed Stochastic Neighbor Embedding** (t-SNE) [23];
- **Principal Component Analysis** (PCA) the method is based on SVD, it reduces the dimensionality of the data well [24].
- **Autoencoder**. Is a certain type of feed-forward neural network where the input matches the output. It compresses the input data into a bottleneck (lower dimensional data) and then reconstructs the output data from that representation. The bottleneck is the target compact summation or dimensionality reduction of the input data, also called the latent space representation.

**APPLICATION OF METHODOLOGY FOR COUNTRIES DIGITAL DEVELOPMENT DATA ANALYSIS**

The developed methodology was tested to identify the state of digital development of the countries of the world. For the classification (positioning of countries) regarding the level of their digital development, the hypothesis of the existence of
homogeneous groups of countries (objects) according to specialized indices was tested. Indices that fully reflect the state of digital development were selected:
- EGIit — Global E-Government Development Index;
- NRIit — network readiness index;
- ICTit — information and communication technologies development index.

By forecasting independent factors — indicators of digital development based on the model, it is possible to estimate the forecast level of social progress of a specific country. The Social Progress Index (SPI) is a combined indicator of the International Research Project The Social Progress Imperative [25; 26] which measures the achievements of the countries of the world in terms of social wellbeing and social progress. The authors of the study [25; 26] believe that indicators of social development are often considered as an alternative to indicators of economic development. The global e-government development index [26] is an integral indicator that assesses the readiness and capabilities of national government structures in using information and communication technologies (ICT) to provide public services to citizens. The index of network readiness [26] characterizes the level of development of information and communication technologies and the network economy in the countries of the world. Currently, the index is considered one of the most important indicators of the innovative and technological potential of the countries of the world and their development opportunities in the field of high technology and digital economy. The ICT Development Index is a composite index that combines 11 indicators and is used to monitor and compare the development of information and communication technologies (ICT) between countries.

To implement the model, a sample of 115 precedents (observations by country) was collected for 32 variables of the state of social development for each precedent and the 33rd field for the predictive value of the state. The ratio of values of the social progress index SPIt (Social Progress Index) and the average level of income was used to mark the educational sample. All precedents of the sample were distributed according to the respective states:
- “High income” — 45 precedents (I);
- “Upper middle income” — 11 precedents (II);
- “Lower middle income” — 25 precedents (III);
- “Lower income” — 34 precedents (IV).

For this sample, pre-processing of the data was first carried out: normalization and detection of anomalous values. Clustering was performed for the considered economic data, and classification was performed to verify its results. It was decided to use the Kullback–Leibler distance classification method. As a result of its application, an accuracy of 84.3% was achieved, and the value of the flow function was obtained as 0.0117. A matrix of inconsistencies (Table 1) was also constructed to assess the accuracy of the method, as well as graphs of cost function values (Fig. 1) and ROC curves for each of the classes (Fig. 2).

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>II</td>
</tr>
<tr>
<td>I</td>
<td>37</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
</tr>
<tr>
<td>III</td>
<td>2</td>
</tr>
<tr>
<td>IV</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 1.** The matrix of inconsistencies in the classification of data indicators of the digital development of the countries of the world.
After a series of experiments, it was decided to apply the autoencoder method to reduce the dimensionality of the data with 98% information retention, which made it possible to reduce the dimensionality of 32 to 11 state variables for each case. After this application, an accuracy of 86.9% was achieved, and the value of the cost function became -0.04827. A matrix of inconsistencies (Table 2) was also constructed to assess the accuracy of the method and a graph of the values of the cost function (Fig. 3) and ROC curves for each of the classes (Fig. 4).
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**Fig. 1.** The ratio of the number of clusters to the value of the cost function for economic indicators of the countries of the world data

![ROC curve for each class](image2)

**Fig. 2.** ROC curves for each of the classes for these economic indicators of the countries of the world

To carry out multi-class classification with the help of RBFN, the data of the digital development of countries with a reduced dimension, processed by the autoencoder method, were used. To test the ability of the model to generalize, the data were divided into test and training samples in the ratio of 20% (22 precedents) and 80% (93 precedents), respectively. Previously, the data sample was normalized.

### Table 2. The matrix of inconsistencies in the classification of compressed data indicators of the digital development of the countries of the world

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>I</td>
<td>38</td>
</tr>
<tr>
<td>II</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
</tr>
<tr>
<td>IV</td>
<td>0</td>
</tr>
</tbody>
</table>
RBFN will receive 7 state variables that do not have a defined value at the input, and at the output there will be estimates of state variable values — 4 states. The structure of the proposed RBFN has $H_0 = 7$ inputs for each of the parameters, $H_1 = 90$ neurons of the first layer and $H_2 = 4$ output neurons. As a result of training on the training sample, an accuracy of 83.87%, while on the test sample — 68.18%. To display the test results, a matrix of inconsistencies was constructed for the training sample (Table 3) and a ROC curve was shown (Fig. 5), which has a smaller coverage area (i.e., worse classification ability), because part of the data was used for training, which reduced the ability of RBFN to generalization.
An analysis of the sensitivity of the target function was also carried out, i.e. the most informative indicators were determined. The results are shown in Table 4. Based on the results, it can be concluded that a different set of variables is informative for each cluster.

**Table 4.** Sensitivity analysis of the variable clusters objective functions

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of precedents</th>
<th>Sensitive cluster variables</th>
<th>Mathematical expectation of the objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>45</td>
<td>TII, ICT, HCI</td>
<td>85.33</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>TII, ICT, EGI</td>
<td>52.87</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>EPI, HCI, OSI</td>
<td>63.47</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
<td>HCI, EPI, EGI</td>
<td>73.60</td>
</tr>
</tbody>
</table>

All numerical studies were carried out using the computer program “Nonlinear estimation methods in the multicriterion problems of system’s robust optimal designing and diagnosing under parametric apriority uncertainty (methodology, methods and computer decision support and making system)” (ROD&IDS), developed by the authors [27].

**CONCLUSIONS**

The methods of intelligent data flow processing are widely used during the identification of the states of economic objects. The use of new methods will make it possible to supplement the package of available tools for solving current problems with data processing and will make it possible to increase the stability of the methods to the nature of the data and improve the situation with the use of computing resources.

Presented study examines the problem of improving the methods of classification and clustering of countries according to the state of social and digital development. A multiclass classification method based on radial basis neural networks and a data clustering method based on an agent-oriented modification of the c-means method are proposed.
The proposed RBFN uses multiple logistic regression as the last layer for multiclass classification and the training results of an agent-oriented clustering model as input parameters. The peculiarity of the modification of the c-means method is the introduction of elite selection of clusters.

According to the results of the research, the proposed methodology is proposed to be used for the analysis of economic systems to improve the quality of decision-making, but it should be noted that the method requires a qualitatively prepared sample that covers the largest possible space of input parameters for the target classes.
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Анотація. Досліджено питання удосконалення методів ідентифікації економічних об’єктів та їх аналізу з використанням алгоритмів інтелектуального оброблення даних. Використання розробленої методології в економічному аналізі дозволяє підвищити якість управління та може бути основою для створення систем підтримання прийняття рішень для попередження потенційно небезпечних змін економічного стану об’єкта дослідження. Запропоновано удосконалений метод кластеризації даних c-середніх з агентно-орієнтованою модифікацією, для визначення відповідності отриманих кластерів актуальним пропонується радіально-базисна нейромережа та її розширення – для аналізу інформативності змінних стану й отримання підмножин інформативних змінних. Розглянуто вплив застосування стиснення даних за допомогою авто-кодувальника на точність застосування методів. За результатами тестування розробленої методології було доведено зменшення ймовірності неправильної ідентифікації станів економічних систем та отримано зменшення значення помилки третього роду під час класифікації станів об’єктів.

Ключові слова: машинне навчання, цифровий розвиток, нечітка кластеризація, радіально базисні нейромережі, логістична регресія, аналіз інформативності змінних.