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INTELLIGENT OPTIMAL CONTROL OF NONLINEAR
DIABETIC POPULATION DYNAMICS SYSTEM USING
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Abstract. Diabetes is a chronic disease affecting millions of people worldwide.
Several studies have been carried out to control the diabetes problem, involving both
linear and non-linear models. However, the complexity of linear models makes it
impossible to describe the diabetic population dynamic in depth. To capture more
detail about this dynamic, non-linear terms were introduced into the mathematical
models, resulting in more complicated models strongly consistent with reality
(capable of re-producing observable data). The most commonly used methods for
control estimation are Pantryagain’s maximum principle and Gumel’s numerical
method. However, these methods lead to a costly strategy regarding material and
human resources; in addition, diabetologists cannot use the formulas implemented
by the proposed controls. In this paper, the authors propose a straightforward and
well-performing strategy based on non-linear models and genetic algorithms (GA)
that consists of three steps: 1) discretization of the considered non-linear model
using classical numerical methods (trapezoidal rule and Euler—Cauchy algorithm);
2) estimation of the optimal control, in several points, based on GA with appropriate
fitness function and suitable genetic operators (mutation, crossover, and selection);
3) construction of the optimal control using an interpolation model (splines). The
results show that the use of the GA for non-linear models was successfully solved,
resulting in a control approach that shows a significant decrease in the number of
diabetes cases and diabetics with complications. Remarkably, this result is achieved
using less than 70% of available resources.

Keywords: optimal control, differential equation, diabetes, genetic algorithms,
artificial intelligence, intelligent local search.

INTRODUCTION

Diabetes is a major public health problem. Diabetes is a major public health
problem and one of the most dangerous common diseases and is characterized by
high blood sugar [2]. Diabetes is the root of many diseases and costs many lives.
It is a serious chronic disease that occurs when the body does not properly use the
insulin it produces or when the pancreas does not produce enough insulin. There
are three types of diabetes: Type 1 diabetes, Type 2 diabetes and Gestational
Diabetes Mellitus (GDM) [3].

The number of people with diabetes has increased exponentially in recent
times. According to the World Health Organization (WHO) and the Interna- tional
Diabetes Federation (IDF) [1; 4], 463 million people had diabetes in 2019 and this
number is expected to reach 578 million in 2030 and 700 million in 2045 [11; 9].

The mathematical modeling of the phenomenon of diabetes is the subject of
several researchers in different mathematical fields. These include ordinary differ-
ential equations (ODE) that study, for example, the diabetic population as found
in [5-8], there are also research works that study the phenomenon of diabetes by
modeling has partial differential equations (PDE). Likewise, studies on this
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phenomenon are carried out using delay differential equations (DDE), and oth-
ers, for example stochastic differential equations (SDE) and integro-differential
equations (IDE), Fredholm integral equations (FIE) [15-18].

In [18] the authors have given a thorough review of the delay differential
equation models and they are presented with some computational results and brief
summaries of the theoretical results for the cases of the insulin ultradian
oscillation models and the models for the diagnostic tests.

The modeling of natural phenomena is a very successive task to deal with
any phenomenon [40]. In the first modeling of the phenomenon of diabetes, two
types of population were considered, pre-diabetic and diabetic. The authors of [5]
modeled this natural phenomenon as a system of linear ordinary differential
equations of the first degree. Then, in 2007 [10], a modification was made to the
above system. This time, another type of population was considered, namely
diabetic patients with complications.

Several studies were performed for this model, they show that the system is
well defined, also the stability and determination of equilibrium points was done.
Then in the year 2014 [6], the authors is thought to try to reduce the neg- ative
effect of the phenomenon of diabetes, for this they proposed an approach of
optimal control that help to minimize as much as possible the spread of the
phenomenon, focusing on the study of the diabetic population. Three types of
diabetic patients are considered, patients who become diabetic for different rea-
sons, which may be genetic or related to a negative lifestyle. The other two types
are diabetic patients without complications and diabetic patients with complica-
tions. The modeling of the mathematical model is well explained in [6], and the
existence and uniqueness of solution is well shown, also the existence of control.
In the ten years, the studies carried out with this control have shown their ef-
fectiveness in reducing the number of diabetic patients, which shows the success
of this strategy of searching for an optimal control to control this phenomenon. A
dynamic 6-compartment control system was proposed for the study of the
diabetes phenomenon in [11], they divided the population in general as follows:
healthy people H, pre-diabetic patients due to genetics which is denoted by P, pre-
diabetic patients due to lifestyle denoted by E. The other three types are di- abetic
patients without complications and diabetic patients with complications, which
are denoted by D and C respectively. In [11], they paid attention to the fact that
there are several types of consciousness that are directly related to diabetes, there
are genetic influences and bad lifestyle, on the other hand there is the psychology
of the person. For this reason, they proposed optimal controls that take these
influences into account.

In [12], another reformulation of dynamic model of diabetic population was
proposed. They resulted that the factors most related to diabetes or to the fact that
a person becomes diabetic are the genetic factors and a bad lifestyle. To protect
diabetic patients, an awareness program was proposed using media and education;
psychological follow-up was also considered and medical treatment, this time
they grouped patients according to their age through a continuous dynamic
system. They divided the general population into 4 different compartments given
in the following form: pre-diabetic patients due to genetics, pre-diabetic patients
due to lifestyle, diabetic patients with complication and without complication.

In this work we propose a very sample and performance strategy based on
non-linear models and genetic algorithm (GA)s that processes into three steps: 1)
discretization of the considered non-linear model using classical numerical
methods (trapezoidal rule and Euler—Cauchy algorithm); 2) estimation of the
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optimal control, in several points, based on GA with appropriate fitness function
and suitable genetic operators (mutation, crossover, and selection); 3) construc-
tion of the optimal control using interpolation model.

This paper is organized as follows: The second section provides an intro-
duction on the importance of using genetic algorithms to solve optimal control
problems. The third section presents two dynamic control systems, one is the
kernel linear system and the other is the nonlinear system proposed in recent
years, we have given the theoretical summary that has been done on both models.
The fourth section presents the minimization of the objective functions of each
control system of the diabetic population by the genetic algorithm and we
compare the results found by the results of the classical method. Finally, we end
the paper with a general conclusion.

GENETIC ALGORITHM

In [9] Boutayeb et al., in recent years artificial intelligence is invading all fields, it
has also become an essential part of human life. For example, in this work, we
will use the artificial intelligence methods to treat the optimal control problems
associated with a diabetic population [29; 14].

In this article, we deal with a very complicated phenomenon, because several
effects come into play, for example genetic influence, age, lifestyle and others.

Genetic algorithms are artificial intelligence methods and are heuristic
search techniques that are very simple to handle [30; 31]. Genetic algorithms
(GAs) are search optimization algorithms based on three essential operators,
selection, crossover and mutation [21]. In general, GAs were first developed by
Holland and are derived from Darwin’s theory of evolution [20]. In the first step,
a population of initial solutions, called chromosomes, is randomly selected, then
these solutions are evaluated by the objective function or fitness function, if the
solution has a very high performance then this is the solution we are looking for,
otherwise, we move to the crossover and mutation step which generates a new
solution from the initial solution, likewise this solution generated and evaluated by the
objective function, and so on until we find the best solution. Genetic algorithms are
very effective in complex optimization problems more than simple methods,
which sometimes fail to achieve a certain problem due to its complexity [32].

They are used in many research areas and are very useful in real world
applications, because they are very simple and give the best solutions. Classical
optimization methods, which are purely computational methods, start with a
single initial solution and then search for the optimal solution, but the genetic
algorithm starts with an initial population of candidates and then searches for the
best optimal solution in the search space [28].

Optimal control problems are also among the optimization problems that
have been solved by the GA. The real beginning of the use of GA for dynamic
control systems is in the years 1992 by Krishnakumar and Goldberg [22] who
gave a start to GA in a very important discipline of applied mathematics [23; 26; 27].
The main objective of our work is to achieve a significant reduction in the number
of diabetics without complications and with treatable complications, which
involves the search for optimal control to achieve this goal. The dynamic PEDC
model is a non-linear mathematical model representing the evolution of the
diabetic population and the influence of uncomplicated diabetic patients on pre-
diabetics. The advantage of using the GA to solve this type of optimal control
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problem is that we do not need to determine the adjoint values or characterize the
control in any specific way. We only need to treat the problem well and specify
the objective function we need to minimize and its various constraints.

THE MODELS

In this section, we will focus on different dynamic and controlled systems for di-
abetic patients found in the literature that minimize the negative impact of this
phenomenon. First, we will start with the dynamically controlled Kernel system,
which allows the study of diabetic patients without entering their bodies.

The EDC model

In [13] Boutayeb et al. have proposed an optimal control approach modeling the
progression from pre-diabetes to diabetes with and without complications. Three
types of diabetic patients are considered, patients who become diabetic for
different reasons, which may be genetic or related to a negative lifestyle, this type
is noted by E. The other two types are diabetic patients without complications and
diabetic patients with complications, which are denoted by D and C respectively.
We conclude that the diabetic population N is divided into three types such that
N=N@)=E(@t)+C(@)+ D(t) attime ¢:

d’zgt) =1—-(n+B3+BPE®);
dl;t(‘) = BLE(t) - (+B,)D(E) + YC(0);
dfiit) =B3E(0) + B, D) = (n+7+Vv+8)C().

The modeling of the model is explained in [13], the model contains eight
parameters: 7, W, B, Bo, B3, ¥, v and &, which were estimated in [10]. The
control of this phenomenon is the subject of several research works, due to the
fact that this phenomenon has social burdens that should be reduced. For this
purpose the authors proposed to control the transition rate from diabetes with
complications to diabetes without complications.

The controlled model is given by the following system:

@ﬂ—(w(sg+Bl)(l—u(r)))E(r);
e
20— By 1= u()E@) - 4+ Bl ~u@)DO) +1C0) (1)
dC(t)

= B3 (L= u()E@) + B, (1= u()D() = (n+7+v+8)C(),

dt

where u is a control. The objective function we are trying to minimize is given by:
T
J(u)= I(D(t) +C(0) + Au* (t))dt ,
0

where A is a positive weight that balances the size of the terms. U is the control
set defined by:

U ={u/uismeasurable, 0<u(t)<1, ¢t<[0,T]}.
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The goal is to find a control u* in U that minimizes the objective function:
JW*)=minJ(u).
uelU

The system (1) is well defined, moreover theorems 3.2, 3.3, 3.4 and 3.5 in
[13] have shown respectively the existence and uniqueness and the positivity of
the solution, the existence of an optimal control and the characterization of this
control for this system (1).

Characterisation of the control optimal. The principle of maximum
Pontryagin and Hamiltonian has been used to characterize the optimal control,
and the adjoint variables. After mathematical calculations and demonstrations that
can be found in [13], we find that the adjoint variables are defined by:

A= =)A= u")By + (A —A3) B3 +pdy;
) = =1+ Oy = 2)(1 =By + s
Ay =—1+A3 =AYy +2A3(L+Vv+9)

or A;,A, and A; are the adjoint variables With conditions: A,(T)=A,(T)=

=A3(T)=0 and E " D" and C" are the solutions of system (1) and the control is
defined as :

u = min(l,max[O,i[E*Bl(Xz A +E B3y =)+ D By(Ry —xz)]D .

This study, which was conducted over a period of ten years, summarizes that
the optimal control approach is very effective in reducing the effect of this
phenomenon, which is demonstrated in the experimental results found.

The HP EDCCt model

An improvement of the EDC model was proposed in 2020 by Kouidere et al. [11]
noted HPEDC;Cyg. This time by a nonlinear controlled dynamic system. Six

types of populations are considered, people who are healthy H, pre-diabetic
patients due to genetics which is denoted by P , pre-diabetic patients due to
lifestyle denoted by E. The other three types are diabetic patients without com-
plications and diabetic patients with complications, which are denoted by D and C
respectively. We conclude that the diabetic population N is divided into six types
such that N =N (£)=H(t)+P (t)+E(t)+D(¢t)+Cq(¢t)+Cp(¢) at time ¢ :

dH (?)

dt
% =0,H (1)~ (u+P, +B3)P(1):;

=1—(u+6,+6,)H(1);

EW _ 6, 11~ (u+ ) E): o
DO o) + 10 - 0y 20X By 40D
dCy (1) DWEW _ CrDED)

" =B3P(1) +B,D(1) + oy N A
dCs (1)

dt

—(+m)Cr (D)

= 1,D(0) + 1, Cr (1) + s @ — (1 +8,)Cs (1)
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with H(0)>0, P(0)>0, E(0)>0, D(0)=0, C;(0)=20, and Cs(0)=0.

The modeling of the model is explained in [11], the model contains twelve
parameters: 1, 1,0,0,,M,M7,,0, 0y, B1,B5,B3,y,vand &  which  were
estimated in [11]. The objective remains to control the transition rate from
prediabetes to diabetes with complications and transition from diabetes with
complications to diabetes without complications.

The controlled model is given by the following system:

% I~ (u+ 6, +0,)H():
PO _ o, 1) (u+ By +Ps)P(1):
B 6,110~ 4+ (- OWEW:
DO, Pae) + 1 =y (WD - (1 -0y, 2O -
—(L+By +M2)D() +u (H)Cr (2);

LD pay+ 000+ 1 -y 0 2OEO -

—(u+n +u (@), % —(u+n; +u (0)Cr(2);
dC;f” = 1aD(0) + 1 Cp (1) + (- 115 (D)ct % (1 +8)Cs ().

where the controls u,(¢), u,(¢),u5(¢), and C are the proposed controls.
The objective function we are trying to minimize is given by :

J(uyuy,uz,uy) = Cr(Ty)—D(Ty) — E(Ty) +

Ty
+ | [CT (1) — D(r) — E(¢) +§u12(t) +§u§(r) +§u32(t) +%uf(t)}dt :
0

where 4>0, B>0, F>0,and G>0.

The system (4) is well defined, moreover theorems 1, 2, 3, 4, and 5 in [11]
have shown respectively the existence and uniqueness and the positivity of the
solution, the existence of an optimal control and the characterization of this
control for this system (4):

(uy,uy,u3,uy)
0 < Uimin

0 <uppiy Suy(t) Supge <15 (3)
0< U3 min < u3(t) < U3 max < 1,
0< Usmin < l/l4(t) < Usmax <1 /te [O,Tf]

Su () Suppae <1

Characterisation of the control optimal. The principle of maximum
Pontryagin and Hamiltonian has been used to characterize the optimal control,
and the adjoint variables. After mathematical calculations and demonstrations that
can be found in [11], we find that the adjoint variables are defined by:
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M =R +6;+0,) =10, =130,
Ay =Ry (u+PBy +PB3) = AyBy —AsBs,

=1 A+ (1 - (1) - 7~4[v(1 ug(1)) — 0y (1 - u(t))D(”}

—x{al(l s (1) ](v” (1 - At))cﬂﬂ [2(1— 3(t))CT(t)}

®)

4 =1—7L4K(11(1 uz(f))E +(u+B, +n2)ﬂ_

E(t)}

[Bz +oy(1—uy(?) AeNas 4)

5= _1_7“4”1(f)+7bs[_ 0‘2(1—”3(1))%—(#”7]1 +”1(1))} -

2 {m oy (-5 (1)) E(’)}

6 =Ag(L+3).
With the transversality conditions at time T, A(T;)=0, A,(T,)=0,
M(Tp) =1, h(Ty)=1, As(Ty)=—1 and Ag(T;)=0.

Furthermore, for # €[0,7,], the optimal controls uy’, u3, u3 and uj are given by:

uy = mln(l max( (A 5A}b4)C (t)n

hs=hy D(t)E(t)j
B 9

u, =min| 1, max (O, oy X
N

F N
u4—m1n£1 max( (4G ) E(t)D

EXPERIMENTAL RESULTS

W= min(l, max(O, o, x e —As N CT(I)E(I)D ’

In this section, we represent a comparison between the classical numerical
method used to solve the mathematical models proposed in the literature and the
intelligent genetic algorithm method. In the first part we will start with the kernel
model (1) and in the second part we will make the comparison in the nonlinear
model (4).
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In this research paper, we used the genetic algorithm to adjust the different
controls and the different parameters of the system, knowing that it is a powerful
evolutionary algorithm.

The advantage of using the genetic algorithm to solve this type of optimal
control problem is that we do not need to determine the adjoint values or charac-
terize the control in any specific way. We only need to treat the problem well and
specify the objective function we need to minimize and its various constraints.
We present the results obtained by solving numerically the optimality systems (1)
and (4) using the genetic algorithm method. In this control problems, we used the
(GA) to find the most accurate initial conditions for the state variables.

In both models, which we will study, the quality of the controls of each of them,
we have used the same values of the parameters that were used in the work [11; 13].
MatLab was used to write and compile the code, and the following data was used:

Genetic algorithm configuration:

Crossover : multiple;

Crossover : 0.8;

Initialization : random;

Number of iteration: 100 x dim ;

Mutation : gaussian;

Population size : 200;

Selection function : stochastic(uniform).

The choice of the parameters of the genetic algorithm operators (selection,
crossover, mutation) is a difficult task. In our work, our configuration is based on
the following information:

a) Crossover: this step allows the production of new solutions, from the
previous individuals. Each bit is chosen from either parent with the same
probability [35; 36].

b) Mutation: it is sometimes found that all solutions are weak, which means
the crossover operator does not lead to a new gene. The mutation causes random
changes of rate pm in the genes, but this rate should not be larger, to avoid loss of
the principle of selection and evolution [37].

c¢) Population size: the size of the population has a direct influence on the
optimal control capability of our problem. Our choice of this parameter is based
on [38; 39].

Linear EDC model

Let’s start with the linear model (1). The use of single-objective optimization
methods is not obvious on all this type of problem, first of all the understanding
of the phenomenon is essential to put the pseudo-code simple to execute. Sec-
ondly, for a very good choice of the initial population that an important step in the
method of genetic algorithm.

The Boutayeb model (1) parameters: /=2000000; 4=0.02; y=0.08; v=0.05;
8=0.05;B,=0.5;B, =0.1;35=0.5; dim=0 :.1:10; 4=3550000.

The Boutayeb model (2) compartiments initialization: E(0)=66.6x105;
D(0)=102x105; C(0)=55x105.

As the linear case [33; 34], we used least square linear method to estimate
the values of the parameters of the dynamic system of population diabetic and we

found values close to those of the research paper [13; 34], which was based on the
values of the World Diabetes Federation [1; 4].
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Fig. 1. The comparison between the control given by the GA and Gumel methods: a — the control
u given by system (1) using Gumel method; b — the control # using GA

From the Fig. 1, a, we can notice that the use of the Gauss—Seidel type
implicit finite difference method developed by Gumel [19] is give an estimate and
does not give an optimal control u * .

For that we propose to solve this problem with the genitic algorithm (GA),
we can see in the Fig. 2, a, b, ¢ and Fig. 1, b that GA gives an optimal control but
does not give a good effect.
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Fig. 2. The compartment £, D and C with and without control: ¢ — the com-
partment D with and without control using GA; b — the compartment £ with
and without control using GA; ¢ — the compartment C with complications
withand without control using GA
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It can be noticed from Fig. 1, a that the control given by Gumel’s method
takes almost a fixed value which is exactly 1. Of course, this allows a com- plete
control of the dynamics of the phenomenon, throughout the five years, but
consumes the totality of human and material resources. The proposed solution,
based on a nonlinear model and a genetic algorithm, produces reasonable con-
trols with very low cost (in fact, we never need all the resources in a given period
to achieve our goal) (see Fig. 2). Furthermore, the genetic algorithm shows a great
ability to produce controls in only a few iterations.

A nonlinear HP EDC¢C; model

We now turn to the non-linear model (4) which contains 6 compartments. We
have seen that four compartments have been controlled by four different controls.
Our objective is to learn about the controls given by the intillegent method and
their quality.

The model 4 shows that the number of pre-diabetic population by the nega-
tive effect of behavioral factors on diabetic patients and other diabetics £ and D
without complications are those who control blood glucose by diet and exercise
before it is too late, Cr diabetics with treatable complication and Cy diabetics with
severe complications is decreased by the use of controls wuj,u,,u; and uy

respectively. This can be seen clearly in the Figs. 3, a, b, 4, a, b, 5, a, b.

o510 Best: -1.134332+10 Mean: -1.118142+10 S Controls of Kuldere system .
+ Besllilness e 4 . 2/ v 11—
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5t LA / f 3-u
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a Gentration b Time ¢

Fig. 3. The controls of non-linear system: a — objective function of GA; b — the
controls of non-linear system

In genetic algorithm, there exist several types of convergences: a) the con-
structed control sequence becomes very close to the optimal control sought; b) the
constructed control sequence becomes stagnant; c¢) the cost sequence of the
constructed control sequence becomes stagnant; d) the maximum number of
iterations, set by the user, is exhausted. It is impossible to refer to the optimal
control sought because it is not known; therefore the first type of convergence
remains impractical. The second and third type of convergence is directly
influenced by the size of the population, the crossover rate, and the mutation rate;
indeed, a bad choice of these can lead the genetic search to very bad local
minima. The fourth type of convergence is called artificial convergence because
the user is satisfied with a reasonable improvement of the quality of the initial
population especially when the studied phenome is very complex and calls for
several algorithmic components. We opted for the artificial convergence because
the studied system is very complex and the control estimation is part of a very
large research project involving several components. Moreover, we can notice
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that a few iterations were able to achieve a very good estimation; of course, we
can increase the number of iterations to improve the obtained control even if the
one obtained is very satisfactory (see Fig. 3, ).

72 107 i €S with and without contrl i 452 10° CT with and without contrl
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Fig. 4. The compartment (¢) Cr and (b) Cs with and without control given by
system (7) and (10) using GA

In this work, we present two types of models. A linear dynamic model and a
non-linear model. In the first model, we considered a single control on both
behaviors, which does not correspond to human nature, because each diabetic
patient has his own needs. But the second non-linear model takes into account 6
different behaviors, that is, the most possible cases of diabetes, moreover four
controls were considered, which helps us to treat each behavior with its needs. In
conclusion, the dynamic controlled model HPEDC;Cg gives us more infor- mation

because of the diversity of diabetes types, and the control strategy for each type.
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Fig. 5. The compartment £ (a) and D (b) with and without control given by sys-
tems (2) and (3) using GA

In general, we introduced a comparison between the following systems: a)
Gumel and linear model; b) Gumel and non-linear model; and c¢) Genetic Al-
gorithm and non-linear model.

Solved by Gumel method, the linear and non-linear models, the produced
control recommends always the implementation of all disponible resources be-
cause of the formula of the control that implements the operators max-min which
leads to the value 1. Solved by genetic algorithm, the linear and non-linear mod-
els, the produced control is capable to reduce significantly the number of diabetic
and diabetics with complications using less than 70% (mean) of resources (see
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Figs. 1 and 3). In addition, the non-linear system is more suitable to understand
and control the phenomenon under study.

The estimated control are in the hand of diabetologists and it will be
traduced in terms of medication, exercise, and diet.
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CONCLUSION

In this paper we have elaborated a state of the art on the different dynamic
systems with economic function proposed in the literature controlling diabetes in
order to alleviate the socio-economic damage caused by it. Then, we have used of
the best performing local search artificial intelligence methods (metaheuristics) to
solve the kernel model dealing with the common compartments between all these
models. Controlling diabetes is a major challenge, and studies have highlighted
the lim- itations of linear models in describing the complexity of this chronic
disease. Non-linear models, by introducing more realistic terms, have enabled a
better understanding of the dynamics of the diabetic population. However, tradi-
tional methods of order estimation, such as Pantryagain’s maximum principle and
Gumel’s numerical method, have proved costly and difficult for diabetologist
professionals to implement. In this paper, we have proposed an innovative strat-
egy based on nonlinear models and the use of GAs. This three-step approach
discretizes the nonlinear model, estimates the optimal control using GAs, and
constructs the final control using an interpolation model. The results obtained
demonstrated the success of this approach, with a significant reduction in the
number of cases of diabetes and complications in diabetic patients, while using
less than 70% of available resources. Despite the success of GAs in diabetes
control, there are a number of limitations to consider. Firstly, model resolution
time can be a challenge, not least due to the complexity of the non-linear models
used. In addition, the use of integer derivatives may restrict access to certain
relevant information. In future work, it is proposed to explore two avenues to
overcome these limitations, 1) the use of parallelism techniques could speed up
model solution time; 2) the use of fractional equations rather than ordinary
differential equations could be considered.
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IHTEJEKTYAJBHE ONTUMAJIbHE KEPYBAHHSI HEJIIHIHHOIO
CAUCTEMOIO MNONYJSINIMHOI JUHAMIKA XBOPUX HA JIABET I3
BUKOPUCTAHHSAM I'EHETUYHOI'O AJITOPUTMY / A6nemnarud Ens Yiccapi,
Kapim Enp Myrayakins

Amnoranis. [{ykpoBuii n1iabetT € XpOHIYHUM 3aXBOPIOBAHHSM, SIKMM CTPaXKIAIOTh Milb-
HoHHM JTI0Iel y BCchbOMY CBiTi. BUKOHAHO KijbKa JOCIiIKEHb, CIIPIMOBAaHUX Ha KOHT-
poub mpobiemu aiabeTy, i3 BUKOPUCTAHHAM SK JIIHIHHUX, Tak 1 HeMiHIHHUX Moje-
neit. OfHaK CKJIQAHICTD JIHIHHUX MOAeIel He B 3MO031 TIIMOMHHO OMKCATH AUHAMIKY
niabetmynoro HaceneHHs. 11006 oTpumaru Oinmblne Aeraneil mpo L0 JUHAMIKY, 10
MaTeMaTHYHUX MOJICJICH YBEICHO HEINiHIIHI TePMIiHH, IO MPU3BENO IO OUTBII CKIa-
JTHUX MOJIEJEH, sIKi TIOBHICTIO BIAMOBINAIOTH PEaTbHOCTI (34aTHI BiITBOPIOBATH CIIO-
cTepexxyBaHi nani). HalOimbIl 4acTo BUKOPUCTOBYBAHUMH METOJAMH ISl OLIIHIO-
BaHHS KOHTPONIO € NPHHIMN MakcuMyMy [lanTpsireifHa Ta 4YHCIOBHIT MeTOX
T'ymens. OfHak i METOAM MPU3BOAATH O IyXE NOPOroi CTpaTerii 3 TOYKU 30py
MarepiaabHUX 1 JIIOACBKUX PECYpPCiB; KpiM TOro, 1iabeTosord He B 3MO03i BUKOPHUC-
TOBYBaTH (OPMYJIH, peaji3oBaHi 3alpOINIOHOBAHUMH €JIEMEHTaMH KOHTPONIO. 3a-
MIPOTIOHOBAHO BHOIPKOBY CTPATETIiIO Ta MPOAYKTHUBHICT, 3aCHOBaHY HA HENTIHIHHHUX
MoziesIX i reHeTHYHuX anroputMax (GA), sika BUKOHYETHCSl B TpH eramu: 1) auc-
KpeTH3allisl po3MITHyTOI HENiHIIfHOI Mojelni 3a JONOMOIo0 KJIACHYHHX UYHCIIOBHX
MeTtoJiB (npaBwio Tparenii ta anroput™m Eitnepa—Komi); 2) omiHioBaHHS onTHMa-
JIBHOT'O KOHTPOJIIO B KUJIBKOX TOYKaxX Ha ocHOBI GA 3 BiJIOBIJHOIO (QYHKIIEIO MPU-
CTOCOBAHOCTI Ta BiJOBIJHMMH I'€HETHUYHUMH OIepaTopaMu (MyTauist, CXpelry-
BaHHS Ta BiAOip); 3) mnoOymoBa ONTHMAIBHOTO KEPYBaHHS 3a JOINOMOIOIO
iHTepnosLiitHol Moaeni (crutaiiHiB). OTpuMaHi pe3yIbTaTH IMOKa3aly, M0 BUKOPU-
cranHs GA a8 HETmiHIKHEX Mopenei Oyno yCHiIIHO BHPIMIEHO, IO MPU3BENIO 0
KOHTPOJIBHOTO MIiAXO/Y, SIKHil IEMOHCTPYE 3Ha4YHE 3MCHILCHHS KiTbKOCTI BHIAKiB
niabery Ta niabeTHKIB 3 yckinamgHeHHsMH. [IpuMiTHO, IO 1€l pe3ynbTaT JoCATa€eTh-
sl 3 BUKOPUCTaHHAM MeHIue Hik 70% NOCTYITHHUX pecypciB.

KiouoBi cioBa: ontumanbHe KepyBaHHs, Au(epeHIianbHe PiBHIHHA, Aia0eT, Tre-
HETHYHI QITOPUTMH, IITYYHUH IHTEJIEKT, IHTENEKTYaIbHH JTOKAIBHUMH MOIIYK.
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