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Abstract. Mobile edge computing is an important element in ensuring the efficiency
of the 5G network as a whole, as it enables data storage and computing at the net-
work edge. Existing solutions do not fully address the issues of load distribution be-
tween computing nodes, and most solutions do not offer methods for verifying com-
putations and controlling errors. Accordingly, this paper aims to develop an
approach to the organization of mobile edge computing in a 5G mobile network that
would authenticate distribution servers and computing nodes, manage the process of
distributing computing nodes, have a procedure for verifying the correctness of cal-
culations, and take into account the parameters of computing nodes during distribu-
tion. To achieve this goal, we propose to use the developed method. The method of
load balancing and selection of computing nodes for edge computing via 5G allows
for identifying available nodes and distributing computing blocks among them. It
also provides mutual authentication of elements and includes a method of data veri-
fication and error detection for the MEC system. The provided solution allows for
controlling errors during calculations and protecting the server from incorrect data.
These methods are optimized according to minimum network resources and comput-
ing time criteria. These improvements increase the efficiency of mobile edge com-
puting in a 5G network.

Keywords: 5G network, mobile edge computing, task allocation scheme, call flow,
load balancing, task verification.

INTRODUCTION

The new 5G cellular networks are expected to face a sharp increase in mobile
traffic and IoT user demands due to the massive growth in the number of mobile
devices and the emergence of new computing applications. Running resource-
intensive computing applications on resource-constrained mobile devices has re-
cently become a major challenge, given the stringent requirements for computing
time and the limited storage capacity of the devices.

Cloud computing allows you to store and process data on remote servers.
A large number of different applications that generate an ever-increasing amount
of data, which significantly increases network latency, uses them and places
differentiated demands on data security and manageability. Mobile Edge
Computing (MEC) technology can help prevent these problems from getting worse.
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Mobile edge computing has recently emerged as a key technology to over-
come these challenges, as it enables the provision of cloud computing services
such as data storage and computing at the edge of the network. MECs have the
potential to run computationally intensive applications such as augmented and
virtual reality [1]. MEC is also an important component of the Internet of Things
(IoT), as it allows to reduce the power consumption of mobile devices.

Mobile edge computing is a data management technology that involves stor-
ing and processing data close to the source. This allows for faster response to real-
time computing needs and helps to guarantee the availability of information. In
general, MEC is a decentralized computing infrastructure in which some signal
processing, storage, management and computing applications are distributed in
the most efficient and logical way between the data source and the cloud [2]. Mo-
bile edge computing extends the concept of cloud computing by bringing the ben-
efits of the cloud closer to users in the form of the network edge, which provides
lower end-to-end latency.

The goal of the presented work is to organize mobile edge computing in
a 5G network by performing authentication of distribution servers and computing
nodes. It is also necessary to ensure the management of the process of distributing
computing units, including the procedure for checking the correctness of calculations
and taking into account the parameters of computing nodes during distribution.

In this regard, the following tasks were solved within the framework of an
improved approach to the organization of mobile edge computing in the 5G net-
work:

e Development of a method for load balancing and selection of computing
nodes for MEC. The implementation of this method should not require additional
physical elements in the network.

e Developing a method for data verification and error detection, as a com-
puting node may report incorrect calculation results.

e Determining a method of mutual authentication for different types of
equipment in the 5G network for the process of mobile edge computing without
the use of a trusted third party.

At the same time, there are currently no existing technical solutions that
would solve all of the above problems.

ANALYSIS OF EXISTING SOLUTIONS FOR MEC IN THE 5G NETWORK

The problems that arise when organizing mobile edge computing covered in a
large number of publications. For example, [3] describes a typical MEC architec-
ture and its main elements, as well as the problems associated with the distribu-
tion of computing tasks. Paper [4] focuses on the problems of transmission delay
and computation delay with a large number of IoT devices. It also analyses the
possibility of overloading peripheral clouds due to the spatially heterogeneous
distribution of IoT tasks. To address these issues, it use game-theoretic methods
to investigate load balancing problems to minimize transmission and computation
delays in the task distribution process, given the limited bandwidth and comput-
ing resources in the edge clouds.

Work [5] solves a more complex problem of parallel offloading and load
balancing with several shared MEC servers and delay-sensitive load. A similar
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problem is solved in [6], but it proposes a two-level model of task distribution
with delay minimization and computational cost estimation. In [5], a long-term
stochastic programming problem with an average system cost is formulated under
the conditions of stability of the battery level and delay constraints.

Another work by the same authors [7] partially solves one of the problems
studied in proposed research — it helps to create a secure reward mechanism us-
ing blockchain technology that can help to balance the load between computing
nodes.

Some works [8] propose to solve the problem of clustering and load balanc-
ing based on the charge level of computing nodes and geolocation tags.

In addition to the solutions that solve the problem of load distribution be-
tween the computing nodes of the MEC and which are presented in the above
publications, it is necessary analyzing patented solutions separately. For example,
patent [9] proposes a cloud platform with a pool of resources that connects to the
main network via a transmission network. This solution requires a special distri-
bution hub (RRH). In this article, to eliminate this drawback, it is proposed to use
a flat structure divided into zones and use the base station as an arbiter (no addi-
tional equipment is required).

Patent [10] proposes a solution based on the availability of a map that stores
information about the location, computing power and available storage of each of
the computing nodes. The disadvantage of the solution is the need for a dynami-
cally updated map with a list of nodes. This disadvantage can be overcome by
using a broadcast of the request from the MEC server. In this case, the response of
the base station to the computing nodes allows not to use the map, route table or
database — saving network resources.

The patent [11] is devoted to determining the optimal number of required
physical resource blocks during distribution, while the procedure for selecting
computing nodes is not described. In [12], the distribution of computing tasks and
resources is based on reducing the failure rate during handover, but the procedure
for allocating network resources is also not described and there is no data verifica-
tion and error control. The solution [13] offers a centralized implementation of
edge computing, where a central computer or a cloud macro base station will per-
form the main distribution tasks. This requires additional costs. In addition, this
solution uses only delay as a distribution criterion. The patent [14] also requires a
hierarchical structure and does not provide for the identification and authentica-
tion of computing nodes. In addition, this solution lacks data verification and er-
ror control.

The patent [15] describes only the process of creating a session for mobile
edge computing, does not provide solution for data verification and error control,
and does not describe procedures for load balancing and selection of computing
nodes.

Solutions [16; 17] do not provide for security measures (no identification
and authentication). In addition, in both cases, a central database is required. In
[18], it is described how a computing node should be rewarded for a completed
operation, but the data verification procedure is not described and there is no sup-
port for the 5G network, as well as no secure channel for transferring rewards.

To summarize, most solutions for selecting computing nodes and load bal-
ancing use additional physical elements, which requires additional costs. The con-
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sidered technical solutions require dynamically updated maps or databases, which
requires additional network resources and increases the load on the network.
In addition, many of these publications lack authentication procedures for partici-
pants.

PROBLEM STATEMENT

Let us identify the main participants in the process of distributed mobile edge
computing (Table) and their functions according to the approach proposed in this
paper. A similar list of process participants, but with a different set of functions, is
given in [3; 19; 20].

Main participants in the process of distributed edge computing

Participant marking Participant functions and components
MEC Server: gather data flow from one/multiple sensors;
MEC has 5G supported radio II}Od}llG;
run MEC supported application;
MEC Server has identity and billing entity.

Computing Node: process MEC Server Application
Programming Interface (API) call;
@% has 5G supported radio module;
has CPU that support operability of MEC framework;

Computing Node has identity and billing entity.

Cell: assign radio resource, verify identity, sign transaction,
(( )) secure connection;
support computing unit selection;
support peer-to-peer communication;
Base station (Cell) secure and sign transaction MEC Server — Computing node;

The solution of the tasks set in this paper done by simulation and mathemati-
cal modelling for the architecture shown in Table, taking into account the short-
comings of existing solutions discussed in the previous section. In order to pre-
pare the proposed technical solution, a set of input data, a set of constraints,
dependencies between them, and a set of output values were determined. Let us
consider them in more detail.

Let the following data received at the input of the load balancing system for
distributed boundary computing:

n — a set of computing nodes available to the MEC with computing capaci-
ties # and an initial level of trust d;;

d; — initial level of trust in the computing node;
p(x;) — the probability of an error during calculations by the i-th node;

T, — time for the distribution of computing tasks;
Res — the amount of network resources involved in the distribution of tasks;
T, — the expected calculation time;

Tyer — the restriction for the expected calculation time;

V' — the amount of calculations to be performed.
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When distributing computational tasks for execution, it is necessary to en-
sure the minimum probability of calculation error p(n) and minimize the network
resources used during their distribution and processing in computing nodes:
(Res — min), subject to restrictions on the expected computing time (7, < Ty).

A weighted average used to determine the probability of a calculation error:
1 n
pm)=—23 p(x).
i

As a result, the proposed method should provide:
yen(0,n) — a set of devices that perform the calculation of distributed

computing with load balancing based on capacity 7, ;

wen(0,n—y) — a setoff additional devices that will provide redundancy
and reliability of distributed computing;

Ad; — change in the level of trust in the i-th node based on the results of its
work.

The expected calculation time will consist directly of the calculation time
and the time for distributing the calculation tasks defined as:

V
1, =—+T,
p
nr
or considering the set of devices that perform the calculation and the set of addi-
tional devices:

T, = d ” +T,.
Z?}(yi )+ Zi (w; ;)
In this paper, we propose a method for organizing distributed computing that
performs the following steps:
e a broadcast request from the MEC server to perform distributed computing;
e a response from at least

H \: 1 é 1 one computing node to the base
" N H 1 station containing a set of parame-
i| ToT,|[ToT] | | [JoT4 ! E $ i ters (request ID, timestamp, etc.);
':::'-::'-'-:'-'-:'-'-'-'-: ! ! o the base station checks the
! ' ! é | available resources and provides
' P ' ! network parameters for the MEC
ifoTq[ foTy| [ | [[oT§ | ! $ I session of at least one computing
,~oZTIZTITZIIZCCC] I i node, which will allow for further
' \ ; | é i point-to-point connection;
i I | ' ? ' e the MEC server can verify
l|__ffj_ncﬂ EO_T_II_|___|_|_3_\£ A i ! | the results of the calculations by
e H v | means of data validation, mirror-
—> - conlrol .Elh;I é | ing and control code.
—>-data+reward g < ----- LT ; The essence of the method
Fig. 1. Visualization of the principle of the pro- described above showed in
posed method Figs. 1, 2.
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The proposed approach is based on two new methods:

e a method of load balancing and selection of computing nodes for edge
computing via 5G, which allows to identify available nodes and distribute com-
puting blocks among them, as well as provide mutual authentication of elements;

e a method of data verification and error detection for the MEC system,
which allows to control the occurrence of errors during calculations, protect the
server from incorrect data, and prioritize and reward nodes based on the results of
the calculations performed.

Let us consider the principle of the proposed methods in more detail.

METHOD OF LOAD BALANCING AND SELECTION OF COMPUTING NODES
IN A 5G NETWORK

The principle of the load balancing method includes two stages: 1) the authentica-
tion stage and 2) the point-to-point channel establishment and the computation
and verification stage.

The first stage of authentication and channel creation (Fig. 2) involves the

following steps:
(iéi}

Fig. 2. The sequence of actions at the first stage of distributed computing — authentica-
tion and channel creation

1. The MEC server broadcasts a request to perform calculations with the fol-
lowing information:

e MEC identifier (temporary or permanent identifier);

e type of calculation.

2. Each computing node upon receiving paging device, reply to base station
(cell) with:

E= F(Cid > Tlast ’Eid) ’

where (C;;) — identifier of the serving cell (base station); (7),i) — the time-
stamp of the last received slot for performing calculations; (£;;) — network
identifier (temporary or permanent).

3. The base station selects computing nodes and assigns a radio channel:

o selects a computing node based on the received values of £ ;
e assigns a radio channel based on available resources;
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o notifies the MEC server and the computing node of the established infor-
mation exchange channel.

The second stage, where calculations and their verification are performed,
includes the following steps (Fig. 3):

BN
-
N~

i
)
I
i
\

—
{xj cel —> Control channel
é Edge > Dedicated channel

Fig. 3. The sequence of actions at the second stage of distributed computing — per-
forming calculations and verifying results

1. The MEC server and the computing node establish a radio channel. The
radio channel is formed based on the channel configuration parameters that each
participant receives from the base station.

2. The MEC server and the computing node then perform a synchronization
procedure.

3. Based on ETSI, the computing node makes an API call (Fig. 4) and sends
a report to the base station after the computation is complete.

MEC server Comp node Cell
1. Paging

e

2. Paging response {n)

3, Channel configuration ) Unit selectiion

4, Radlolink setup

APl call, Data/stream

________________________ .’

Computin
. Result ) P AiRallzation
Valiidation (

Signing
5. Channel release transactiion

Fig. 4. The sequence of actions during an API call at the second stage

4. After verifying the result, the MEC server reports to the base station.

5. The reward for performing computations is calculated based on the com-
plexity of the operation, execution time, and the amount of disk space consumed.
To provide the compulsoriness of the workflow a blockchain technology is used.
The participants are rewarded proportionally their fitness/ activities.
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As mentioned above, during the second stage, the MEC server must check
the calculations for correctness and errors, and assign a certain level of trust to
each computing node. These procedures provided in the proposed method of data
verification and error detection for the MEC system.

DATA VALIDATION AND ERROR FOUNDING METHOD FOR MEC SYSTEM

Each task that will be processed on the MEC server contains parts that can be per-
formed independently. These parts are added to the task by software developers in
the form of an API call. The results of such external computations carry the risks
of computational errors and various types of attacks. In this paper, we propose a
combined system for verifying the results of work, which includes the analysis of
confidence levels and redundancy.

The proposed method for verifying the results of calculations and finding
errors includes the following steps:

---------------- . 1. The computing device of the MEC server
< Jobs queue \ .
generates an error control code in the form of a

OB i set of low-computing level functions.
i The control code (Fig. 5) is an automatically
’i—sulb ;‘ ——=—'é created task with the same complexity, format
! J- and length of input data as the real task, with the

! only difference being that the MEC server knows
E the exact result, so it can be checked.

i 2. The MEC server distributes tasks between
! the MEC computing nodes with additional redun-

Control code

dancy.
Redundancy (Fig. 6) additionally helps to
avoid mistakes in computing even on trusted de-

o i —  — ———————————

MEC vices. MEC server will apply calculation results
e e 4 and grant rewards only after at least 51% current
Fig. 5. Using a control code to network nodes will present the same results.
check the correctness of calcu- 3. The MEC server updates its trust level af-
lations ter the task is successfully completed (Fig. 7).

___________

________________

- ‘f‘ @ -+ i' Controlcode i
A V7 Y / L MEC |
: lob E é v : -— P
___Mec I\ &*
v ! S
3/3 confirmatians e - L

.. Trusted Untrusted and blocked users
Fig 6. Use of additional redun- u users

dancy to protect calculations Fig. 7. Using the trust level to select com-
from errors puting nodes

Each MEC server has its own “trust level”, depended on the control code ex-
ecution and the results of previously completed tasks. If the results of the check
code execution are correct, the trust level (Fig. 7) for this computing node in-
creases. Otherwise, if the device calculates the check code with errors, the level of
trust decreases until the node is completely blocked.
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ADVANTAGES OF THE PROPOSED APPROACH

The benefits of the proposed approach consist of two parts: the benefits to the us-
er and the benefits to the mobile operator. For the user, the proposed approach
provides:

e FEase of setup: common network identifiers (e.g. IMSI) or blockchain wal-
let number can be used as the user's device identifier.

e Mobility: MEC calculation can be done without bidding for mobile
phones/locations.

o High level of security: The transaction is signed using blockchain tech-
nology. Mutual authentication allows verifying MEC server.

e High reliability: Data verification, mirroring and check code are used to
protect against fraud and detect errors.

o Network operator benefits:

o Network resource economy (compare to existing solutions [9—18]). Dy-
namic map with node list (or another database / route table) does not need.

e Low cost (compare to existing solutions [9-18]): no additional hardware
is required; a software upgrade can resolve this problem.

o FEasy UE selection and MEC load balancing: base station make a decision
based on the set of computing requirements.

o [Increasing Spectral Efficiency: peer-to-peer communication release high
load on cellular network.

CONCLUSION

The proposed approach for distributed edge computing in 5G allows identifying
and authenticating MEC participants, allocating additional resources for MEC
from the mobile network, including preparing point-to-point communications.
The method also assigns computing nodes and balances the load of edge computing
by modifying the messaging protocol between the base station and mobile devices.

The originality of the proposed approach is provided by two methods that
are further improvements to the methods of load balancing, selection of comput-
ing nodes for edge computing in a 5G network, data verification and error detec-
tion for the MEC system. These methods are optimized according to the criteria
of minimum network resources usage and have a time constraint.

The proposed approach allows the MEC server to verify the results of calcu-
lations and distribute data for computation according to the capacity of the com-
puting nodes.

Implementation of this approach allows the service provider to save network
resources and low cost of deployment. It also provides easy load balancing be-
tween computing nodes. This approach is more convenient for the user, as it does
not require the creation of additional identifiers and provides a high level of secu-
rity through the introduction of mutual authentication.
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YI[OCKOHQ.JIEHI/II‘/'I MIIXIT 10 OPTAHIBAIIIQ MOBLJIBHUX
NEPUP®EPIMHUX OBUYUCJIEHb ¥ MEPEXKI 5G / A.A. Acrpaxanues, JI.C. T'no-
6a, O.B. ®enopos, JI.B. [lertsapros, €.0. Pomanko, K.A. Pomaniit

AHoTanisi. Mo6inpHI nepudepiiiHi 004YNCICHHS € BAXIUBIM €JIeMEHTOM 3a0e3me-
YeHHs ePEeKTUBHOCTI Mepexi 5G B LiJIOMy, OCKUTBKH JO3BOJISIOTH 30epiratu AaHi Ta
BUKOHYBaTH o04YHMCIEeHHS Ha repudepii Mepexi. B iCHyl0UnX TeXHIYHHMX pilICHHSIX
JUISL CHCTEM 3B’SI3Ky He B IIOBHOMY OOCS3i BUpIIICHI MUTaHHS PO3IONUTYy HaBaHTa-
KEHHSI MK OOYMCITIOBAILHUMH BY3JaMH; Y OUIBIIOCTI TaKHMX DillleHb HE IPOIOHY-
€TBCSI MeTO]] OaraHCyBaHHS OOYHCIIIOBAJIBHOIO HABAHTAXKEHHS 3 KOHTPOJEM IOMH-
JOK y JACLCHTPali3oBaHiil 004YMCIIOBaIbHIM iHOPacTpyKTypi 3 IHHAMIYHO
3MIiHIOBaHUM HA0OPOM OOYMCITIOBAJIBHUX BY3JiB. METOI0 AOCIIIKEHHS € Po3po0-
JICHHS MiAXOAY IO OpraHi3auii MOOUTbHHX mepuepiiHuX OOYUCICHb Y MOOUIBbHIN
Mepexi 5G, skuii OM BHKOHYBaB IEpEBIpKY CHPaBXHOCTI CEpBEPIB PO3MOILTY Ta
00YHCITIOBANEHHX BY3JIiB, KEPYBaB MPOLECOM PO3IIOIULYy OOYHCIIOBAILHUX OJOKIB,
MaB IIPOLEAYPY HEPeBIpKM KOPEKTHOCTI PO3paxyHKIB Ta BpPaXxOBYBaB HapaMeTpH
00YHCITIOBANIBHUX BY3IB IMiJ] 4ac po3moniny. /st JOCSATHEHHSI METH IPONOHYEThCS
3aCTOCYBaTH METOJ] OaslaHCyBaHHs HABAHTAXKEHHS Ta BUOOPY O0UHCITIOBAIEHUX BY3IIB
[uist iepudepiitHux odunciienb B Mepexi SG, sIkuil 03BOJIsIE BUSHAYUTH HasIBHI BY3JIH
Ta 3AIHCHUTH PO3MOALT OOYHCITIOBAIBHUX OJOKIB MiXK HHMH, @ TaKOXK 3a0e30eUnTH
B3a€MHY aBTEHTH(IKAIIO €JIeMEHTIB iHPPACTPYKTYPH 3 MEPEBIPKOIO JaHHUX Ta MO-
OIyKOM MOMIJIOK [t cucteMu MEC, gkuii ae 3MOTy KOHTPOJIIOBATH TIOSBY TTOMH-
JIOK TIiJ 9ac OOYHCIIeHb, 3aXUINATH CepBep BiJ HEKOPEKTHHUX JAaHMX. YKa3aHHH Me-
TOJ] ONTHUMIi30BaHO 33 KPUTEPIsIMU MiHIMyMy BHKOPHCTOBYBaHUX PECypCiB Mepexi i
MIHIMaJIBHOTO Yacy BUKOHAHHS 004YMCIlieHb. Taki BIOCKOHAJICHHS JO3BOJISIOTh ITijI-
BUILHUTH e()eKTUBHICTH MOOLIBHUX NepudepiiHux obuncieHb y SG Mepexi.

Knrouosi cnoBa: mepexi 5G, MoOimbHI nepudepiiiHi 00UHCICHHS, PO3MOALT 3a-
BIaHb, IIPOTOKOJI OOMiHy, OalaHCYBaHHS HAaBaHTAXXEHHSM, BepH(iKalis 00IHUCICHb.
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