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SHORT-TERM FORECASTING OF THE MAIN INDICATORS
OF THE COVID-19 EPIDEMIC IN UKRAINE BASED
ON THE SEASONAL CYCLE MODEL
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Abstract. The authors of this study propose a method of short-term forecasting of
time series of the main indicators of the COVID-19 epidemic, which has a pro-
nounced seasonality. This method, which has no direct analogies, provides the de-
composition of a general forecasting task into several simpler tasks, such as the tasks
of building a model of the seasonal cycle of a time series, aggregating the original
time series, taking into account the duration of the seasonal cycle, forecasting an ag-
gregated time series, developing an aggregated forecast into a forecast in the original
time scale, using the seasonal cycle model. The solution for each task allows the us-
age of relatively simple methods of mathematical statistics. The article provides a
formally rigorous description of all procedures of the method and illustrations of
their numerical implementation on the example of a real forecasting task. The use of
this method for short-term forecasting of the COVID-19 epidemic development in
Ukraine has systematically demonstrated its effectiveness.

Keywords: COVID-19 epidemic, time series, short-term forecasting, seasonal cycle,
indicators.

INTRODUCTION

Despite the fact that the first works on mathematical epidemiology appeared as
early as the 20s of the last century [1], the COVID-19 pandemic, especially in the
initial phase, created significant difficulties in building high-quality forecasts of
the disease spread based on mathematical models [2—4]. This, along with the
enormous scale of the pandemic, as well as its socio-economic consequences, has
attracted the attention of scientists around the world to the problem of quantitative
forecasting of the development of the COVID-19 epidemic.

Currently, a wide variety of mathematical tools are used to model and fore-
cast the spread of COVID-19, among which the main place is occupied by sys-
temic models of epidemics, including simulation, statistical models and methods
for forecasting time series, methods and models of artificial intelligence (neural
networks and etc.).

LITERATURE ANALYSIS AND PROBLEM STATEMENT

Taking into account the pronounced seasonality of COVID-19 epidemic devel-
opment in various countries of the world, the Box—Jenkins (SARIMA) [5] and
Holt-Winters [6] methods, which take into account seasonal effects, are the most
widely used for statistical modelling of epidemics. SARIMA models are a linear
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combination of series and seasonal profile elements, as well as past forecast errors
considering autoregression. The Holt-Winters method uses the technique of triple
exponential smoothing applied to the main components of a statistical time series:
series level, trend, seasonal component. Both models have their own advantages
and disadvantages.

This, in the absence of the only best approach or forecasting model, taking
into account the principle of multiple models generally recognized in forecasting
theory, leaves room for development and determines the relevance of efforts
aimed at developing alternative approaches to forecasting which more accurately
reflect the specifics of the forecasting object, including features of seasonal cy-
clicity, increasing the level of transparency, formalization and simplicity of the
procedures applied.

The paper proposes a new method that decomposes the general problem of
forecasting into a number of simple problems. These are the tasks of building a
model of the seasonal cycle of a time series, aggregating the original time series
taking into account the duration of the seasonal cycle, forecasting the aggregated
time series and transforming the aggregated forecast into a forecast in the original
time scale using the seasonal cycle model.

PURPOSE OF THE STUDY

The aim of the study is to develop a “direct” method for short-term forecasting of
time series of the main indicators of the COVID-19 epidemic based on a seasonal
cycle model.

MATERIALS AND METHODS OF THE STUDY

The study is based on statistical data from the Public Health Center of the Minis-
try of Health of Ukraine [7], as well as indicators derived from them, which to-
gether characterize the spread of the COVID-19 epidemic in Ukraine over the
entire observation period. This statistical data is a multidimensional discrete time
series with a 1-day increment, which includes univariate statistical series of three
basic indicators (increase in infected, deaths, recoveries), five derived daily and
cumulative indicators (increase in active cases; total number of infected, deaths,
recoveries, number of active cases) and three synthetic derived indicators (disease
spread and mortality, epidemic progression).

To determine the availability and duration of a cycle in the statistical series
of reference indicators, autocorrelation methods were used, implemented in the
statistical software IBM SPSS Statistics, STATISTICA and MS Excel 2019. For
aggregating time series, the corresponding series conversion procedures of the
specified application program packages were used.

The building of cycle models, as well as trend models of aggregated time se-
ries of reference indicators, was carried out using generally accepted methods of
analytical alignment of time series and, in particular, curve-fitting methods using
non-linear optimization methods.

To develop and evaluate indicative forecasts of reference indicators, statisti-
cal series were used that included data from the 36th to the 57th week of the
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entire observation period. Forecasts were built for a period of 1+1 weeks, where

the forecast for the second week is an estimate. Statistical series of reference indi-
cators from the 36th to the 55th week were used as training sequences, and the
next two weeks were used as a verification (forecasting) sequence. The accuracy
of forecasts for all forecasted indicators was assessed using the calculated (fore-
casting) data and data from verification sequences using the MAPE accuracy in-
dicator.

MATHEMATICAL MODELS

In the general scheme of the developed method for short-term forecasting of the
COVID-19 epidemic progress, for each one-dimensional statistical series of the
reference indicator, the following procedures are performed:

— identification of the seasonal cycle in the time series and determination of
its duration;

— building of a general model of the seasonal cycle (seasonal profile of the
time series) or a set of models of seasonal cycles of the time series;

— removal of the seasonal component by aggregating the original time series
with a step equal to the cycle duration, and building a trend model of the aggre-
gated series;

— trend forecasting for the forecast period in the aggregated time scale;

— disaggregation of the aggregated forecast using the cycle model (cycle
models), which is the decomposition of the aggregated forecast into a forecast in
the original time scale.

The calculation of the forecast values of all derived indicators of the
COVID-19 epidemic is based on the forecasts of the reference indicators.

For a formal description of the above stated procedures, we introduce the
following notation:

R ¢ — original multidimensional statistical time series;

n — dimension of the time series Ry ;

I — set of indices of the components of the original time series,
I1={1,...,n};

t — discrete moment of time;

T — length of the time series g;

T, — duration of the forecasting period,

R — forecasting time series of length 7}.;

Let R — n-dimensional vector of COVID-19 epidemic indicators. Then

R=(R",R',R"),

where R* — vector of epidemic reference indicators of dimension 7 ; R’ — vec-
tor of daily and cumulative derivative indicators of the epidemic of dimension 7' ;

R" — vector of synthetic derivative indicators of dimension n".
In this study, the following assumptions have been made:

R*{ATC,AD,AR},
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where ATC,AD, AR — daily increase of infected, deaths, recovered respectively.
R € {AAC,TC,D,R,AC} ,

where AAC — daily increase in the number of active cases at time ¢; 7C, D, R —
total number of infected, deaths and recovered; AC — number of active cases.

RNE {Rta[TC5ICC51P} 5

where R, — infection spread rate; /,. — fatality rate (according to the number
of infected (total cases)); /.. — fatality rate (according to the number of closed
cases); [, — epidemic progress indicator.

The following notations refer to an arbitrary one-dimensional time series
Rg(i), where iel ", where I — a subset of epidemic reference indices
(11 *| =n"). For simplicity, the index i, where it does not generate ambiguity, will
be omitted below:

1. — length of the seasonal cycle time series R (i) ;

k — number of complete cycles in time series R (7);

t'" — sequence number of the seasonal cycle or, what is the same, a discrete
point in time in the aggregated time scale;
t" — sequence number of the observation in the cycle;

Rge(t') — ¢ -th statistical time series of length 7. (series of seasonal cy-
cle elements 7).
R’y — aggregated statistical time series of observations;

T¢ — length of the aggregated time series R’y in the aggregated time scale
(in units of the number of complete cycles, T'g =k );

T; — duration of the forecast period in the aggregated time scale.

Ry (¢') — ¢’ -th normalized seasonal cycle (normalized cycle time series);

M ., — general model of normalized seasonal cycle (seasonal profile of
time series R (7)) — model time series of length 7).

Considering the introduced notation, the formal description of all stages of
forecasting of the reference one-dimensional series R (i), i€/ * is as follows.

Stage 1. Analysis of the time series cyclicity.

1.1. Determining the availability, duration of 7. and the number & of com-
plete cycles in the original time series Rg (7).

This stage is implemented by standard methods of autocorrelation analysis.
Stage 2. Building of the normalized cycle model M .y (i) of the time series.

2.1. Normalization of the levels of the seasonal cycle time series Rg. (i,7)
forall ¢, £'{l,...,T;} .

Normalization is carried out according to the formula:
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rCS(iat'at") !

D es st 1)

where rg(i,t',¢") — t"-th element of the #"-th cycle of the time series R (i);

b

Yoy (@,8',1") =

rey (@,1,1") — t"-th element of the #*-th cycle of the time series R (7).

2.2. Building of a mathematical model of the normalized cycle M ~y (i)
based on 7 observations — the set of all cycles {R'scy (3,¢)} .

The seasonal cycle model M (i) is developed on the elements of the nor-
malized time series of cycles {Rg-y (¢')}, the set of which acts as a repetitiveness.

In the study, a degree / polynomial from the sequence number of the cycle ele-
ment was used as a model of the seasonal cycle, where / < T..

MCN (lt”) = al (t”)l + al_l(t")l_l +...+ al t" + ao,
where ¢"{l,...,T.}; A — parameter vector of the degree 1 polynomial,
A= (ao,...,a[).
The parameters 4 of the M -y (i) model are defined as a solution to an opti-
mization problem of the type:

min > o (rey (62" = 1oy (', 8")* VEE € (L. k)
A
t't

reg ot =ay (" +ap (Y T e ay Y1 0<rey, (68" <1 V",

roy (@,¢") — ¢"-th model cycle element M -y (i) ; &, — significance coefficient of
the #’-th cycle.
In the model, the weight coefficients {oc, }, are set using the logistic func-

tion of the cycle ' sequence number
Stage 3. Building a model of the aggregated series R’ (7).

3.1. Aggregation of the original one-dimensional time series R (i) — for-
mation of an aggregated time series R’ (/) of length 7§ .

The aggregation of the series Rg(i)1s carried out with a step equal to the
duration of the cycle T, using the operation of summing as the aggregation

operation.
3.2. Building a trend model M (i) of the aggregated time series R’ (7).

It is carried out by an arbitrary method of analytical alignment of time series.
Stage 4. Forecasting of the initial time series R (7).

4.1. Development of an aggregated forecast R’z (i) for the forecast time 7.
It is carried out by extrapolating the trend using the M, (i) trend model for
the forecast period 7. in the aggregated time scale.

4.2. Formation of the forecasting time series R (7) based on the aggregated
forecast R’ (i) .
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At this stage, deconvolution of each element 74 (7,¢') of the forecasting series
R’ (i) is carried out using the My (i) cycle model, as a result, each element is

replaced by the time series of the corresponding cycle #* in the original time series
scale, the elements of which are determined by the following formula:

relist) =l i = (41 | x M| ) = = | T | | Ve, te fl,.. Thx k)
TC TC

where [a] — an integer part of the number a.

As a result of this stage, the aggregated forecast series R’z (i) in the aggre-
gated time scale is disaggregated into the forecast series R (i) in the original
time scale.

After forecasting of all COVID-19 epidemic reference indicators, the fore-

cast values of the epidemic derived indicators are calculated in accordance with
the formulas below.

Stage 5. Calculation of the main derivatives (synthetic) indicators of the
COVID-19 epidemic

The daily increase in active cases AAC at each time ¢ is derived from the in-
crease in infected ATC , deaths AD and recovered AR and is calculated by the

following formula:
AAC, =ATC,—AD, - AR, V't
Cumulative indicators 7C, D, R, AC are calculated using the following

formulas:
P=P_+AP, VP,Pe{TC,D, R, AC), .

The Ir+ fatality rate is calculated using the formula:
D
Irc =" TC,

and the Tcc fatality rate — according to the formula:

_Dt
[CC B /Dt _Rt) v

As one of the meaningful tools for monitoring and analysing the develop-
ment of the COVID-19 epidemic, the authors propose an /p, progress indicator,
which is the ratio of fatality rates:

Iee(t D, +R,
)= cc! )[TC([):( ' %Ct v

A physical meaning of this indicator is transparent, reflected in its name and
indicates the traversed path in % of the epidemic progress from the moment of its
emergence to the moment of completion.

Not least informative is the statistical analogue of the reproduction coeffi-
cient R, — the infection spread coefficient R,, which is proposed to be calcu-

Vt.

lated taking into account the seasonality of the time series:

(T,

I=t-T,.+1 m=t-2T.+1

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4 37



A.B. Alyokhin, A.B. Brutman, A.N. Grabovoy, T.V. Shabelnyk

RESULTS AND DISCUSSION

Let us illustrate the implementation of each of the above mentioned stages, using
the example of short-term forecasting of the development of the COVID-19 epi-
demic in Ukraine.

Stage 1. Analysis of the time series cyclicity of the reference indicator.

In the study, to assess the availability and duration of seasonality in these series,
the FORECAST.ETS.SEASONALITY function contained in MS Excel 2019 was
used, which made it possible to detect a seasonal cycle equal to 7 days (see Fig. 1).
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Fig. 1. Daily increase in Infected (ATC), Deaths (AD) and Recovered (AR) from COVID-19
in Ukraine (normalized data)

The proposed method will be further illustrated for the time series of the in-
dicator of the daily increase in infected (ATC).

Stage 2. Building a seasonal cycle model.

As a model of the weekly seasonal profile, a degree 4 polynomial was used,
the parameters of which are determined by solving the corresponding nonlinear
optimization problem. In doing so, the weight coefficients of the actual weekly
cycles were set using the logistic function of the serial number of the cycle.

Stage 3. Building a trend model of an aggregated time series.

In this study, a polynomial no higher than a degree 6 is used as a model of
the aggregated series for illustrative purpose (Fig. 2).
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Stage 4. Forecasting the initial time series.
Extrapolation of the aggregated time series is carried out by substituting the
number of the forecast period into the equation of the y = f(x) (see Fig. 2), and
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disaggregation of the forecast — by deconvolution of the obtained values using
the cycle model.

The results of these procedures for all reference indicators ATC, AD and AR,
as well as the daily increase in active cases AAC are shown in Fig. 3.
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Fig. 3. Actual and forecast values of daily indicators of the COVID-19 epidemic in Ukraine

Step 5. Calculation of derived indicators of the COVID-19 epidemic.
The forecast values of derived indicators are calculated in accordance with the
formulas described above. Their correspondence to the actual data is shown in Fig. 4.
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Fig. 4. Actual and forecast values of cumulative indicators of the COVID-19 epidemic
in Ukraine

Evaluation of forecast accuracy. In order to evaluate the performance of
the proposed method, the accuracy of forecasts has been assessed for the main
indicators of the COVID-19 epidemic in Ukraine using the mean absolute per-
centage error MAPE, as well as a comparative analysis of the accuracy of this
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method with the exponential smoothing methods and SARIMA mentioned at the
beginning of the paper (see Table).

As follows from the data in Table, the estimation results confirm the fact,
well known in statistical forecasting of time series, that different methods deal
with different situations in different ways, and this fact does not allow us to give
preference to one of them in general.

Estimates (MAPE) of the forecast accuracy of the main indicators COVID-19
epidemic in Ukraine, %

N Indicator Weekly forecast 2-week forecast
M, M, M, M, M, M,

1 TC 0.56 0.17 0.14 0.60 0.30 0.10
2 D 0.66 1.01 0.74 1.27 1.17 0.92
3 R 0.21 0.48 0.31 0.22 1.13 0.65
4 AC 1.91 2.00 2.00 2.76 3.22 2.88
5 ATC 12.30 19.28 11.19 10.48 12.83 8.59
6 AD 14.51 10.66 13.07 21.03 8.44 10.02
7 AR 34.28 35.27 39.06 21.20 36.06 29.90
8 AAC 27.70 16.41 17.19 28.85 34.97 31.14
9 Itc 0.16 1.02 0.88 0.70 0.96 1.00
10 Icc 0.45 0.52 0.42 1.26 0.55 0.35
11 Ip 0.34 0.50 0.46 0.57 0.92 0.74

where M;— MAPE of proposed method; M, — MAPE of exponential smooth-

ing; M; — MAPE of SARIMA.

As follows from the data in Table 1, the estimation results confirm the fact,
well known in statistical forecasting of time series, that different methods deal
with different situations in different ways, and this fact does not allow us to give
preference to one of them in general.

It should also be noted that the procedures that implement these methods in
the statistical software IBM SPSS Statistics provide for the generation of a series
of models and the selection of the best among them. In assessing the accuracy of
the method proposed in this study base forecast models were used, and the poten-
tial for improvement of forecast models, which is inherent in the method, is not
utilized. The task of realizing this potential to improve the efficiency of the meth-
od is the subject of further research.

The corresponding calculations were carried out on a systematic basis within
the framework of the activities of the “Working Group on Mathematical Model-
ling of Problems Related to the SARS-CoV-2 Coronavirus Epidemic in Ukraine”
of the National Academy of Sciences of Ukraine during 2020 and confirm the
method effectiveness proposed by the authors of the study.

CONCLUSIONS

The time series of daily growth indicators of the COVID-19 epidemic have a pro-
nounced seasonal pattern.

The method proposed by the authors makes full use of this circumstance and
implements the idea of decomposing the general task of developing short-term
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forecasts of the main indicators of the COVID-19 epidemic into a number of
particular subtasks, for which simple methods of mathematical statistics are
applicable. In particular, the “direct” method of identifying the seasonal cycle
makes it possible to use quite simple mathematical models of an arbitrary form to
describe the seasonal profile of a time series. Aggregation of the original time
series with a step equal to the seasonal cycle duration enables to eliminate the
seasonal component without distorting the information, and the problem of
forecasting the initial time series can be transformed into the simpler problem of
extrapolating the trend model of the aggregated time series with subsequent
deconvolution (using the cycle model) of its forecasting values in daily values of
the corresponding indicators.

Practical use of this method for developing short-term forecasts of the
COVID-19 epidemic progress in Ukraine on a systematic basis has demonstrated
quite satisfactory accuracy of forecasts (MAPE estimates).
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KOPOTKOCTPOKOBE NPOIHO3YBAHHSI OCHOBHUX ITOKA3HUKIB
ENIJEMII B YKPAIHI HA OCHOBI MOJEJII CE30HHHUX IUKJIB /
0O.b. Anpoxin, A.Bb. bpyrman, O.M. I'pabosuii, T.B. [lla6ensauk

AHoTanisi. 3anpOIIOHOBAHO METOJA KOPOTKOCTPOKOBOTO MPOTHO3YBaHHS YacCOBUX
psiniB ocHoBHUX noka3HuKiB eninemii COVID-19, skum nputamManHa BHpaXkeHa ce-
30HHICTh. 3a3HAUEHUN METOJ], IO HE Ma€ MPSMUX aHAJOTiB, Iependavyae IeKOMIO-
3UII0 3aTaBHOTO 3aBJaHHS IMPOTHO3YBaHHS HA PsAJ OLTBII MPOCTHX 3aBlIaHb, TAKHX
SK 1T00Y0Ba MOJIENi CE30HHOTO IUKIy YaCOBOTO Psy, arperyBaHHs BUXITHOTO 4Ya-
COBOTO psily 3 YpaxyBaHHSIM TPUBAJIOCTI CE30HHOTO IUKITY, IPOTHO3YBaHHS arpero-
BAHOI'0 YaCOBOT'O PsIly, PO3TOPTAaHHS arperoBaHoOro MPOrHO3Y B MPOTHO3 Y BUXIIHIN
YacoBiil IIKali 3a JOMOMOTOK MOJENI CE30HHOTO IMKIY, BUPIIICHHS KOXHOTO 3
SKUX JIOIYCKa€ 3aCTOCYBAHHS BIZIHOCHO IPOCTHX METOAIB MaTeMAaTH4HOI CTaTHCTH-
ku. HaBeneHo ¢opmanbHO cTpore omucaHHs BCiX MPOLEAYp METOLy Ta imocTtparii
iX 9HCIIOBOI peanizanii Ha MPUKIAZl pealbHOTO 3aBAaHHs MPOTHO3YBaHHI. 3acTOCY-
BaHHs 3a3HAYCHOI0 METO/Y VI PO3POOIECHHS KOPOTKOCTPOKOBUX NMPOTHO3IB PO3BUTKY
enigemii COVID-19 B YkpaiHi Ha cuCTEeMaTH4HIA OCHOBI MPOJEMOHCTPYBAIIO HOTO
e(EKTHBHICTb.

Kiwouosi ciaoBa: eninemiss COVID-19, gacoBi psian, KOPOTKOCTPOKOBE IPOTHO3Y-
BaHHS.
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