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IDENTIFICATION OF NONLINEAR SYSTEMS
WITH PERIODIC EXTERNAL ACTIONS (Part II)

V. GORODETSKYI

Abstract. The article presents the results of the study, which is a continuation of the
author’s previous research. This paper considers more complex problems in identi-
fying nonlinear systems with periodic external actions. The article shows that the
previously proposed method is applicable when the periods of external actions in the
same differential equation may differ. At the same time, the ratio between the values
of the periods can be both integer and fractional. The conditions under which this is
possible are formulated. These conditions are based on the theorem proved in the
previous work. Part of this study is devoted to the problem of identification of
a chaotic system with an external non-sinusoidal action. To create such an external
action, a function with three harmonic components was used. A numerical experi-
ment confirmed the effectiveness of the algorithm in this case as well.

Keywords: identification, ordinary differential equation, external action, periodic
coefficient, constant coefficient.

INTRODUCTION

As is known, non-autonomous mathematical models are widely used to describe
various physical processes [1; 2]. The construction of such models can be reduced
to the so-called inverse problem [3]. In this case, the model is built on the basis of
information about the output of the system, that is, the problem of system identifi-
cation is solved. In this case, the usual formulation of the problem assumes the
presence in the system equations of additive periodic actions and information
about the structure of the system [4-6]. The task becomes more complex when
the structure of the system is unknown and external actions can be either additive
or multiplicative. At the same time, the number of such actions may be not lim-
ited. The solution of the mentioned problem was proposed in [7]. This study is a
development of the author’s previous work and demonstrates additional capabili-
ties of the method introduced in [7].

NOTATIONS AND SOME PREVIOUS RESULTS

Using the notations from [7], we consider a system of ordinary differential equa-
tions (ODE) of the form

5= e, (01, (1)
=0
i=l..,n; x={x(),..,x,1)}. te[0;t,], t,>0.
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In equation (1), we consider the time functions x;(¢) to be known and the
coefficients c¢;(#) to be unknown. In this case, any of the coefficients can be ei-
ther constant or a continuous time function of a period 7 .

If in equation (1) all the coefficients c; (#) = const, then to find them we can
apply the well-known relation:

C=A"B, ()
where C is the vector of the required coefficients of equation (1), and B is the
vector of values x;(#;), k=0,..,m, A is the matrix of function f;(x(#;)) values,

j=0,..,m.In[7], a theorem was proven according to which relation (2) can be
used to calculate the coefficients of equation (1) if the moments of time 7; are

subject to the relations:
tl :to + T, tz =f0 +2T, ceey tm :to +mT, tO ZO, T>0, tm Ste (3)

and wherein t=7. Based on this theorem, the algorithm described in [7] was
constructed. That is, if conditions (3) are met and t =T, then applying formula (2)
for any ¢, we will obtain the exact values of all constant coefficients of the identified

equation. Therefore, if T=1T7, then for two different ¢, : #,, and 7, the relation

12 .
8j=|c,-j—c[j |- min , 4

must be satisfied, where c,-;- and c,-jz» are the values of the coefficient c;(#) ob-
tained for 7y, and ¢y, , respectively. In order to avoid errors possible for a specific
value of ¢, intervals of f#,, and ¢y, values are used in calculations. The applica-

tion of the algorithm is illustrated in [7] using the example of identifying an equa-
tion with additive and multiplicative periodic actions having the same period.

GENERALIZATION OF THE PROPOSED METHOD

It is easy to show that the method can be effective for solving more complex
problems. Let an equation of the form (1) have two external periodic actions with
periods 7; and 7,, respectively. Let also there exist ¢; and ¢,, ¢;,9, €1,2,3,...

and T <¢,, such that
=L =T, (3

where T is the least common multiple of 7; and 7, . That is, we have period T,

which is common for both external actions. Therefore, the condition of the theo-
rem from [7] is met.

Identification of equations with an integer ratio of periods of external actions

Let us consider the case when relation (4) is satisfied, and at the same time
T/T, €2,3,... or T,/T; €2,3,.... As an example of using the method, consider

identification of a system
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Xp ==Xy — X3,
X'2 =X - dX2, (6)
X3 = C30(1) + ¢33 () X3 + 36 (1) X x3,

obtained on the basis of the well-known Rossler system [8]. The system has the
following coefficients:

d=0.15, c3(t)=0.5+0.4sin| 27 |,
Ty
|2t m
c33(t) =20, c35(t)=5+2.5sin T__E , Iy =25, Ty =4s.
6

It is obvious that for the external actions of the system (6), we have
Ty /Ty =2 . That is, condition (5) is satisfied with Ty =T . Fig. 1 shows the

time series of the variables of the system (6) and Fig. 2 shows its phase tra-
jectories.

T T Y
el
I

),
0 20 40 60 80 100
t
Fig. 1. Time series of system (6) variables

To identify the third equation of system (6), its general structure was chosen
in the form of a polynomial of the second degree:

. 2
X3 =C30(1) + 31 (0)x) + 3 ()% +33(0) X5 + C34(£)x] +¢35(0) X%, +
2 2
+ C36(1)x1x3 + C37 () X5 + 35 ()X X5 + 39 (1) X5 - (7
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Fig. 2. Phase trajectories of system (6)

The results of applying the algorithm [7] are presented in Table 1.
Table 1. The t values for which the & ; value is closest to zero. The first row
shows the t values at which &, takes on the least values. As the row number

increases, the i value also increases

The t values calculated for the coefficients of equation (7) at 5 — min
c30(®) | e31(0) | e32(0) | e33(0) | c34(0) | 35(8) | c36(2) | €37(2) | c33(0) | c30(2)
218 | 475 | 8.00 | 9.10 | 4.00 | 800 | 6.18 | 4.00 | 8.00 | 2.71
431 | 4.00 | 400 | 8.00 | 8.00 | 400 | 0.58 | 8.00 | 4.00 | 8.00
1.88 | 8.00 | 1.81 | 5.30 | 3.91 625 | 6.16 | 1033 | 444 | 8.33
126 | 341 | 798 | 489 | 976 | 395 | 4.09 | 799 | 4.01 | 539
799 | 1.06 | 3.82 | 320 | 578 | 6.07 | 6.19 | 398 | 798 | 648

Ne

DN |WIN|—

In Table 1, the t values that are repeated or multiples are highlighted in bold.
The theorem in article [7] suggests that they can correspond to the real value of
the period. It also follows from the theorem that the presence of such values in a
certain column of the table indicates that this coefficient is constant.

Note that when 1=T, relation (4) must be satisfied. That is, the T values
highlighted in bold (which correspond to the real value of the period) must be lo-
cated in the top row of the table. However, this is not observed for some coeffi-
cients, which is explained by the possible presence of computational errors [7].

As can be seen from Table 1, the least period obtained as a result of the calcu-
lation is 7 =4s . The value of 8s from the table obviously corresponds to 27 .

Now that the period 7 of the external actions is known, it is possible to deter-
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mine the form of all functions c¢;;(#) using the final part of the algorithm [7]. To

do this, we form matrix A and vector B for system (2) taking into account rela-
tions (3) with T=7 and solve system (2) for ¢, values from a certain range.

Thus, we obtain the values of the functions ¢3;(#) at all points in this range.
Fig. 3 shows the time series ¢5(¢), ¢5;(¢), ¢33(f), ¢56(f), obtained as a result of
the calculation at the interval ¢, €0,...,20s . The figure shows time series of coef-
ficients of different types: variables c¢5,(¢) and c54(¢), constant zero c5;(¢), and
constant non-zero c¢33(¢) . The numerical values of the constant coefficients can
be estimated from the form of the obtained time series ¢ ;(7) . More accurate val-

ues can be obtained using their values obtained by solving system (2) for ¢, and
top , for which t=T or t is a multiple of 7', see Table 2 in [7].

1,2 l 0.1
CgO(t) foA |'H‘| f ﬂ f ﬂ « i C3C1(t)
I I ] IR J1 |
> {”1 \!lll\l\’
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Fig. 3. Time series of calculated coefficients of the third equation of system (6). Calcula-
tion was performed using structure (7) of equation

Based on the graphs and estimated values of the constant coefficients, the
zero coefficients can be eliminated. As a result, the structure of the general
equation (7) is reduced to the structure of the third equation of system (6). Since
we know 7T value and have a simplified equation structure, we can re-identify the
equation. Time series of the obtained coefficients are presented in Fig. 4.

Note that according to the calculations (Table 1), condition (3) was satisfied
for t=4s. This value obviously corresponds to the period of external action Ty .

At the same time, as expected, the value of 7;, was not determined as a result of
the calculation. However, after comparing the form of the external action ¢, ()

with ¢5¢(¢) in Fig. 3 or 4, it can be argued that T, =T, /2=2s.
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Fig. 4. Time series of calculated coefficients of the third equation of system (6). Calculation
was performed using simplified structure of the equation

Identification of equations with a fractional ratio of periods of external actions

Let’s consider a more general case when the periods of actions 7} and 7, in the
equation are subject to condition (5) and in this case 7;/T5, T» /T; & 2,3,.... Let the
external actions in the third equation of the system (6) have the form:

. 2mt [ 2mt =
c30(t)=0.5+0.4sin| — |, c34(t)=5+2.5sin| ———|, T, =35, T, =2s. (8)
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Fig. 5. Time series of variables of system (6) with external actions (8)
Time series and phase trajectories of system (6) under input actions (8) are
presented in Fig. 5 and 6, respectively.
Obviously, with ¢; =2 and ¢, =3 we get I, =q,1x =T, T =6s. That is,
relation (5) is satisfied. Then, considering 7 to be the only period of external

actions in the equation, we can apply the theorem and algorithm from [7]. System
(6) with external actions (8) was solved on an interval of 100s with a step of

At =0.01s. According to the algorithm, the initial times ¢y, =0.15s, ty, =0.4s
were selected. The t value was chosen from the interval [t;7.], T, =1s,
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1, =11s . Table 2 presents thet values for which relation (4) is satisfied. As can

be seen from the table, in most of its columns the value t=6s is found (shown in
bold in the table).

Fig. 6. Phase trajectories of system (6) with external actions (8)

Table 2. The same as in Table 1, for system (6) with external actions (8)

N The t values calculated for the coefficients of equation (7) at § — min
T e0@® | (@) | e | o) | e | as) | ad) | oart) | s | cold)
1| 9.81 291 2.00 | 10.02 | 6.00 | 6.00 | 632 | 6.00 | 636 | 2.90
2| 269 | 600 | 8.03 7.29 1.36 | 2.70 | 594 | 998 | 9.99 1.86
3 948 | 489 | 7.62 | 8.18 | 8.05 1.43 799 | 2.59 | 6.00 | 4.49
4| 9.68 | 9.12 | 8.00 1.25 | 2.55 | 691 6.55 147 | 2.61 6.00
51 891 290 | 6.00 1.27 | 10.11 | 7.19 1.96 | 6.01 594 | 3.00

After an analysis similar to that carried out in the previous section and elimi-
nation of zero coefficients, we obtain time series of constant and variable coeffi-
cients presented in Fig. 7.
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Fig. 7. Time series of calculated coefficients of the third equation of system (6) with ex-
ternal actions (8). Calculation was performed using simplified structure of the equation
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If the data in Table 2 are not informative enough to confidently determine
periods of external actions, one can repeat the numerical experiment on a larger
time interval or/and use the results for more than five least 3 values when creat-
ing the table. Such a numerical experiment was carried out for system (6) with
external actions (8), which was solved over an interval of 200s. As a result of
applying the algorithm, the values given in Table 3 were obtained.

As one can see, the data in Table 3 confirm the correctness of the relation-
ship t=7 =065 obtained as a result of the analysis of the data in Table 2. The

values of =125 and t=18s in Table 3 are additional arguments for such a con-
clusion, since these values are obviously the multiples of t=6s .

Table 3. The same as in Table 2, for system (6) with external actions (8). We
used a time interval of 200s and ten t values for which & — min

N The t values calculated for the coefficients of equation (7) at 5 — min
[
| e0() | e31(0) | en(0) | a0 | a0 | as) | aed) | ) | e | o)
1 9.81 291 2.00 | 16.51 | 6.00 | 18.00 | 6.32 6.00 | 14.13 | 2.90
2 | 2.69 6.00 | 8.03 | 10.02 | 18.00 | 6.00 594 | 18.00 | 6.36 | 1948
3] 948 | 18.00 | 7.62 7.29 1.36 | 2.70 7.99 | 12.00 | 16.95 | 17.79
4 | 16.82 | 4.89 8.00 8.18 8.05 | 17.06 | 6.55 9.98 | 12.00 | 1.86
51 968 | 17.29 | 18.74 | 11.40 | 12.31 | 12.00 | 12.90 | 14.05 | 9.99 | 14.91
6 | 891 9.12 | 18.00 | 19.25 | 2.55 | 14.14 | 12.89 | 2.59 | 1745 | 4.49
7 1.96 | 290 | 6.00 | 1550 | 10.11 | 1.43 | 10.88 | 1.47 | 14.97 | 15.00
8 | 11.29 | 1596 | 12.00 | 13.56 | 1.02 | 14.18 | 18.50 | 12.16 | 6.00 | 16.69
9 | 5.20 1.37 7.33 | 15.70 | 19.09 | 18.68 | 19.65 | 16.21 | 18.00 | 6.00
10 | 2.87 9.72 6.72 | 12.50 | 19.39 | 17.94 | 12.32 | 6.01 | 17.98 | 3.00

IDENTIFICATION OF THE EQUATION UNDER NON-SINUSOIDAL
PERIODIC EXTERNAL ACTION

In this section we investigate system (6) with such coefficients:

d=015, 030(t)=0.5, C33(t)=_20,

c36(z)=5+2sin(ﬂ—ﬁj+1.25sin(ﬂ)+o.8sm(@+ﬁj, T=2s. (9
T 2 T T 2

System (6) with coefficients (9) was solved on the interval of 100s with
astep At =0.01s. Fig. 8 shows the time series of system under study and its ex-
ternal action c34(¢) . Fig. 9 shows the phase trajectories of this system.

Our goal was to identify the third equation of system (6) with coeffi-
cients (9). For this purpose, the general structure of an equation of the form (7)

was used. As a result of applying the algorithm, the data presented in Table 4
were obtained. As can be seen from this table, the smallest possible value of the
periodis T =2s.
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Fig. 8. Time series of system (6) with coefficients (9) and its external action Cs (t )
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Fig. 9. Phase trajectories of system (6) with coefficients (9)

Fig. 10 shows the calculated time series of coefficients of different types:

constant non-zero c3,(t), c33(¢), variable c54(¢) and constant zero ¢5,(¢). The

rest calculated coefficients of this equation have time series similar to c3,(?),
that is, they are zero.

Table 4. The same as in Table 3, for system (6) with coefficients (9)

N The 1 values calculated for the coefficients of equation (7) at § — min
T e0® | (0 | en(®) | @) | e | as) | add) | @) | ag®) | e
1| 8.00 | 4.00 1.49 | 8.00 | 10.00 | 10.00 | 2.11 | 10.00 | 8.00 | 10.57
21 923 | 2,00 | 10.00 | 10.00 | 8.00 | 8.00 | 2.75 | 8.00 | 10.00 | 7.56
3 11000 | 924 | 8.00 | 6.62 | 400 | 454 | 277 | 2.00 | 2.00 | 578
4 1 10.31 | 10.00 | 10.67 | 5.67 | 2.00 | 2.00 | 871 | 5.60 | 4.00 | 4.50
51 4.00 | 8.00 | 2.00 | 4.00 | 1097 | 4.00 | 1.63 | 400 | 7.60 | 2.00
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Fig. 10. Time series of calculated coefficients of the third equation of system (6) with
coefficients (9)

After simplifying the structure, re-identification was carried out and the time
series presented in Fig. 11 were obtained. Fig. 11, d shows the calculated time series

of external action c4(#) (line 1) and the original one c;4(f) (line 2). As we can see,
these time series practically coincide, with the exception of points with singularity.

10 |
c§0(t)0.5']' '!,! } ‘ ! |f
0,0
0 4] 10 15 20
t a
12
8

0 5 _10 15 20 0 4 8 . 12 16 20
t ¢ t d

Fig. 11. Time series of calculated coefficients of the third equation of system (6) with
coefficients (9). Calculation was performed using simplified structure of the equation

CONCLUSION

This study examines a number of special cases of using the proposed method for
identifying nonlinear oscillatory systems with external periodic actions. The most
complex part of the identification problem in this case is finding the periods of
external actions. The first part of the algorithm is devoted to solving this problem.
It can be noted that this method makes it relatively easy to find periods of external
actions when identifying systems with an integer value of the ratio 7;/7, or
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T, /T, . If one of these conditions is met, estimating the values of 7} and 7, using
this algorithm does not differ from the case 7, =7, considered in [7].

With a fractional ratio 7;/7, or T,/T;, much longer observations of sys-
tem’s functioning may be required in order to make an estimation.

The study of the system with non-sinusoidal periodic external action demon-
strates that the proposed method is as effective as in the case of sinusoidal action.

A possible prospect for further development of the method could be, for ex-
ample, a study of the dependence of the magnitude of the algorithm error on vari-
ous parameters of the identified equations. It is also of interest to assess the influ-
ence of noise on the result of applying the algorithm.
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IIEHTU®IKALISI HEJITHIMHUX CUCTEM 3 IEPIOAWYHUMM 30BHIIIHIMU
JAISAMU (Yactuna II) / B.I'. Toponenpkwii

AnoTtamisi. [Togano pe3ysbTaTu JOCHIKCHHS, SKE € MPOJOBKCHHSAM TMOMEPEIHIX
JIOCHIKEHb aBTOpa. Po3risHyTo OLIbII CKIaAHI 3aqaui imeHTHdiKaIii HeqiHIHHIX
CHCTEM 3 NEepioAMYHMMH 30BHIMHIMH BrUMBamHu. [TokasaHo, IO 3aIpONOHOBAHHUN
paHille MEeTOJ] TAKOXX 3aCTOCOBHHI, KOJIM NEpioAn 30BHILIHIX il B ogHOMY Iude-
PEHIIaTEHOMY PIBHSHHI MOXYTb BinpizHsTuCS. [Ipy 11bOMy CHIBBiTHOIIGHHS MiX
3HAQUEHHSIMH TIEePioJiB MOXe OyTH K LITHM, Tak 1 qpo6oBuM. CHopMyIbOBaHO YMO-
BH, 32 SIKHX 1€ MOXKJIUBO, 1 sIKi 6a3yI0ThCsl Ha TEOpPEMi, JOBEJICHIH y MonepeHii po-
60ti. YacTHHY IIHOTO TOCHIIKEHHS MPUCBIYEHO NpobiieMi ineHTHdikanii XaoTHIHOT
CHCTEMH 3 BXiHOIO HECHHYCOINAIBHOIO Ji€i0. [l CTBOpPEHHS Takoi 30BHIMIHBOT Ail
BUKOPUCTAHO (YHKIIIO 3 TpbOMa TapMOHIYHUMH CKIamnoBUMH. UncensHHMil excrie-
PHMEHT MiATBEPIUB €PEKTHUBHICTH ATOPUTMY 1 B IIbOMY BHIIAJKy.

KorouoBi caoBa: inentudikanis, 3BuyaiiHe audepeHuiaibHe piBHIHHS, 30BHILIHS
JTist, IEPIOTUYHIN KOCDIIIEHT, CTAHA KOSDIIliEHT.
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