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Abstract. Sequential personalized recommendations, such as next best offer predic-
tion or modeling demand evolution for next basket prediction, remain a key chal-
lenge for businesses. In recent years, deep learning models have been applied to
solve these problems and demonstrated high feasibility. With the introduction of
graph-based deep learning, it has become easier to perform collaborative filtering
and link prediction tasks. The current paper proposes a new method of building a re-
commender system using a graph representation learning framework in combination
with deep neural networks for sequence-to-sequence modeling and statistical learn-
ing for sequence-to-graph mapping. Benchmarking model performance on an online
retail store visits dataset provides evidence of the method’s ranking capabilities.
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INTRODUCTION

First, it is necessary to coin the term “recommender system” to reach a common
understanding of this notion throughout the following work. A recommendation
should reflect the strong relationship between user activities and item relations
[1]. As an example, a user’s preference for a historical documentary is highly cor-
related with dedicating more time to watch another documentary or other educa-
tional program, rather than an action film [1]. These types of relations can be set
explicitly by the group of experts on a level of high granularity or determined in a
data-driven way on an item level.

A recommender system (RS) is a set of statistical models that considers the
certain user’s interaction history, knowledge about this user and each item from
the available interactions, and provides relevant content (recommendation) [2].
Relevancy means an ordering relation of the user’s likelihood to interact with the
set of available items. Hence there exists a broad range of recommender ap-
proaches, such as non-personalized, semi-personalized, and personalized [2]. In
the scope of current work, we focus on the development of the personalized RS,
thus terms “recommender system” and “personalized recommender system” along
with their abbreviations are interchangeable.
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In recent years, personalized RS have achieved significant success across
various real-world applications, including e-commerce platforms, streaming me-
dia, and online retail industries. A particularly notable area of RS application is
the next best offer (NBO) recommendation task, which involves predicting which
item a user will view or purchase after interacting with the platform.

NBO, also known as next best action (NBA) [3], or generalized as next-
basket recommendation (NBR) [4], is a prevalent use case for any enterprise en-
gaged in business-to-consumer (B2C) operations. Marketing teams in such enter-
prises have been implementing NBO/NBA projects for many years. However,
many of these projects fail to deliver the expected returns [3]. This lack of per-
formance can be caused by several factors: the use of traditional methods, failure
to retrain NBO models with new sets of features (resulting in underutilization of
both breadth and depth of available data), lack of effective campaign validation
methods, technological deficiencies, etc.

The advent of machine learning has provided a renewed perspective on
NBO/NBR. There is now an opportunity to utilize these technologies, along with
comprehensive data, to enhance and optimize basket recommendations more ef-
fectively than before.

As an example, by leveraging deep learning approaches, the delivery of per-
sonalized offers and recommendations was significantly enhanced, overall dem-
onstrating improvements in customer engagement. These enhancements can lead
to increased customer satisfaction and loyalty, which ultimately drive higher sales
and revenue for the business [4; 5].

RELATED WORK

The sequential recommendation task and the next best action task aim to produce
such a recommended item set that satisfies the condition of relevance given the

most recent user interactions. More strictly, given user # € U , user session vector
se€S, where S is the collection of subsets of item set S, candidate item set
I el,, and the content-dependent relevancy function R:UxSx1; —[0,1],

d €N, one can formulate the sequential recommendation task as:
= argmaxR(u,s,Id) ,
where R could be any real-valued function, but usually the likelihood function

R(u,s,1%) = p(u,s | 1°(0))
is applied [6].

Since user sessions could be of arbitrary length, the objective of capturing
long-term dependencies between session items and candidate ones is a key one.
To accomplish this task, models based on high-order Markov chains were proposed,
such as context tree models (CT) [6; 7] and Markov chain similarity models [§].

Context trees construct a partition tree for each user session and then define
a high-order Markov chain by traversing this tree [7].

As an alternative, the combination of high-order Markov chains with similar-
ity-based methods, such as sparse linear methods (SLIM) and factored item simi-
larity models (FISM) allows capturing short-term and long-term user-item and
item-item relations simultaneously [8].
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Besides Markov chain models, deep learning models are widely used for
solving sequential recommendation tasks. Among all deep learning architectures,
recurrent neural networks (RNN) are most widely chosen for accomplishing the
sequential recommendation problem, especially long short-term memory net-
works (LSTM), and their modifications, such as bi-directional LSTM [9; 10].
Similarly to Markov chain-based hybrid approaches, LSTM networks are often
used to capture session-level patterns. Thus, to enrich the proposed recommenda-
tions with learned long-term behavioural patterns, rule-based recommender de-
sign is applied [9]. Alternatively, bidirectional LSTM model was leveraged to
infer recommendation rules based on current and previous user sessions [10].

Recently, a relatively new family of neural networks was applied for this
task, called attention networks [11]. Attention networks are ubiquitously applied
in recommendation retrieval tasks, e.g. hierarchical attention networks, that con-
siders inputs of user-item and item-item interactions to predict further user ac-
tions [12] or stochastic self-attention networks to produce next recommendation
candidates [13].

MATERIALS AND METHODOLOGY

For solving the sequential recommendation retrieval task, it is proposed to rely on
graph neural network (GNN) framework.

GNNs are a family of deep neural networks capable to perform inference on
data structured as graphs [14; 15; 17]. During the training process each vertex
vel of graph G(V, E) updates its representation by aggregating features from

its neighbors. This process can be formalized as:

D c{ AR +b(k)J,

ueN(v)
where hv(k) is the feature vector of vertex v at layer k, N(v) represents the neigh-

bors of v, W and »® are the layer-specific weights and biases, and o is a non-
linear activation function.

After choosing the framework, it is necessary to somehow interpret the input
sequences for the network in form of a graph.

It is intuitively understood, that user-item, user-user and item-item relations
could be naturally represented as a graph G =G(V,E,w, f), where V = <U v > is
a set of users and items (i.e. vertices of a graph), £ =((u,i)|lueU,iel) is an
edge set, and f: E — w is a mapping from edge set to edge weights we R .
Thus, geometrical deep learning frameworks, such as graph neural networks
(GNN) are applied to solve recommendation retrieval tasks [16].

Embedding of such graph, i.e. dense vector collection of node relations
could be obtained by processing G through graph convolution network (GCN)
[15] and attention network [14]. As an example, [14] combines attention mecha-
nism with graph convolutional networks [15] to capture embeddings of user-item
graph and produce next item recommendation for a given user.

GCN updates node features by aggregating features from neighboring nodes,
using the following formula [15]:
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k) _ 5(5_%25_%%")%")) ,

where A=A+1 is the adjacency matrix 4 with added self-loops (identity matrix 7 );

(k)

D is the degree matrix corresponding to A4; h""’ represents the node features at

layer £; WM is the weight matrix at layer k; ¢ is an activation function.

By further considering the assumption that user preferences are non-static in
long-term perspective, it is proposed to add to graph G (continuous) time dimen-

sion 1 €R and obtain in such way dynamic graph G(t)(V(t), E® O, f). In

such case, every user session at time ¢ is generated by traversing the graph G\,

However, synthesis of such graph at a step ¢ = 0 is required based on previous
interactions.

For solving the task above, it is proposed to use rule mining algorithms, such
as computing pointwise mutual information (PMI) [18] between each pair of
bought/seen items, FP-Growth trees [19] and TF-IDF metric [20] for selecting the
most relevant item combinations in the context of each session.

Pointwise mutual information for knowledge graph synthesis

Consider a set of user sessions/transactions D = {s;,5,,...,5,,} , where each trans-

action s; is a set of items {ij,,,....; } from a larger set of items 7.

Let p(i) denote the probability of item i occurring in a transaction, and

p(i, j) denote the joint probability of items i and j co-occurring in the same trans-
action. These probabilities can be estimated as follows:
p(l)=H; P(Z,J)=‘|D| ‘

where | D;| is the number of transactions containing item i, and |D; ;| is the

number of transactions containing both 7 and ;.
The PMI between two items i and j is calculated using the formula:

p(i,J) .
p(Dp(j)

Then by introducing the threshold ¢ and indicator function 1py(; ;). , One

PMI(i, j)=log

can construct a knowledge graph G = GV, Edpyy i jyser S ) -

FP-Growth algorithm for rule mining and knowledge graph synthesis

The FP-Growth (Frequent Pattern Growth) algorithm is a widely used method for
mining frequent itemsets in large datasets, particularly in the context of associa-
tion rule learning. The FP-Growth algorithm is more efficient and scalable com-
pared to other rule mining algorithms like Apriori, since it does not explicitly
generate itemsets, but builds FP-Growth tree for this purpose [19].

Consider a set of user sessions D = {s,5,,...,5,,} , the FP-tree G is defined as:

G ={g| g =(Name(g),Supp(g),Child(g))},
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where each node g is a structure storing the node’s name (Name(g)), its support
value (Supp(g)), and a set of references to its child nodes (Child(g)). Items i €
are vertices of the FP-tree. The path from the root gy to a vertex g represents a set
ofitems Fc/.Let G(i)={geG|g =i} be the set of vertices corresponding to

item 7 € [ . The support of item i is calculated as follows:
Supp (i)=Y Supp(g)-

2eG (i)

To construct the FP-tree, items 7 € [ are ordered in descending order of their
support Supp(i). Items with support below the minimum threshold Supp,,, are
excluded from further consideration. For each element in each sorted transaction
in the initial session/transaction database (TDB), the FP-tree nodes are con-
structed as follows:

e [f a descendant of the current node exists that contains the current ele-
ment, no new node is created, and the support of this descendant is incremented
by one.

e Otherwise, a new descendant node is created with support initialized to one.

o The newly found or created node becomes the current node.

Thus, the levels of the FP-tree correspond to items ordered by descending
support values Supp(i), resulting in a specific order for the set of items.

For FP-Growth trees, it is proposed to clip the maximum height of tree at 2,

thus limiting the maximum frequent pattern length to be 2. Then, the graph G
is directly obtained from the frequent patterns of lengths 1 and 2, and the weight
mapping is defined as follows:

w:e— Supp(e).

Leveraging TF-IDF for knowledge graph construction

Term Frequency-Inverse Document Frequency (TF-IDF) is a metric that is com-
monly used to evaluate the importance of a word in a document from a collection
of documents, called corpus. It is widely used in text mining and information re-
trieval to identify significant words in documents [20]. The term frequency
TF(¢,d) is the number of times a term ¢ appears in a document d. It is often nor-
malized to prevent bias towards longer documents:

[it:1ed)|

A A

T d) =177 ed’

where |{t:ted}| is the number of times term ¢ appears in document d, and
‘{f ited }‘ is the total number of terms in document d. The inverse document fre-

quency IDF(# D) measures how important a term is across the corpus:

D
IDF(t,D) = logm .

where |{d eD:ted }| is the quantity of documents that contain the term ¢. Note
that for the IDF (¢, D) it is encouraged to use logarithm of inverse-document fre-
quency, hence rare items will not receive too big values of TF-IDF score.
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After obtaining the latter measures, the TF-IDF score for a term ¢ in a docu-
ment d is retrieved by multiplying the latter quantities:

TF —IDF (t,d,D)=TF(t,d)x IDF(t,D) .
It is proposed to apply the TF-IDF metric to each pair of user sessions items
(i, j) € s and by interpreting the tuple (7, j) as a single term in document u. After
the following operation, by introducing the threshold ¢ and indicator function

lTFleF(i,j)Zg , one can construct a knowledge graph GO = G(V,E,IPMI(Z-’j)ZE,f) .

Graph Neural Network training algorithm

After obtaining such graph G'*', it is proposed to create a deep neural network,
which algorithm of fitting is shown on Fig. 1.

Algorithm 1 Recommendation retrieval network fitting algorithm (single forward and update pass)

Require: u - user vector, S, - set of sessions, s* - next best offer item for session s, Adj (G[U]) - adjacency matrix of a
knowledge graph G'%), T - discrete time, € [0, 1] - neighbor decay factor, E; - item embedding matrix, Ey - users
embedding matrix;

1 Adj, = Adj (G[‘”)
2 ey := Ey (u)

3 fort=0,...,T
4: forallse S,

5 irue = E (8%)

6 A=0

T: for allics

& calculate sum of embeddings of all neighbors of the item i from the graph G'*) and call it X;;
9: i = (1-a)E (i) + aXy;
10: calculate self-attention over E; and call it as;
11: A +— a;
12: pass the obtained matrix A to the multilayer perceptron and obtain the vector epredicted;
13 Calculate the loss between €predicted and €srue

14:  Update Adj,, Er and Ev according to backpropagation algorithm

Fig. 1. GNN training algorithm

The loss function in the context of the proposed algorithm is the cross-
entropy function:

H (epredicted > etrue) = Ee (etrue) ’

predicted
where E,(¢q) is the expected value of random variable g with respect to the ran-
dom variable p.

For the top-k retrieval phase for the given user u and its session s, it is pro-
posed to calculate affinity scores between embedding each item i€/ and re-
trieved embedding representation of the pair <u,s>. In the scope of the current

approach, it is proposed to use the cosine similarity function:
T .
c0s i, /) = -
-1
Warm embedding initialization
Since the proposed GNN operates with the adjacency matrix of a knowledge

graph G and user and item properties’ embeddings E;; an E;, respectively, it
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is crucial to initialize such embedding matrices in a way to preserve the relation-
ship between embeddings, depicted in the original graph. Thus, it is recom-
mended to leverage warm embedding initialization technique before starting
model training.

Warm embedding initialization is the practice of initializing the embeddings
with pre-trained values rather than random values. This technique leverages prior
knowledge to potentially enhance the model’s performance, particularly during
the initial stages of training.

One can pre-compute embeddings by using such natural language processing
(NLP) models as Word2Vec [21], GloVe [22], and FastText [23].

Since it is necessary to depict the relationships formulated in knowledge
graph G, it is proposed to pre-compute embeddings for G using Node2Vec
algorithm [24].

The main idea is to generate random walks on the graph and treat these
walks as sentences, where each node corresponds to a lexeme, e.g. a word or item
identifier.

Node2Vec generates biased random walks starting from each node to ex-
plore the graph. The algorithm introduces two parameters, p and g:

e p is a return parameter, which controls the likelihood of revisiting a node
in the walk. A higher value makes it less likely to revisit the previous node, pro-
moting exploration.

e ¢ is an in-out parameter, which controls whether the likelihood of visiting
nodes is close or far from the starting node. A higher value biases the walk towards
breadth-first search, while a lower value biases it towards depth-first search.

Once the random walks are generated, Node2Vec utilizes the same Skip-
Gram approach of learning lexeme embedding, as in the original Word2Vec ar-
chitecture [24]. The objective is to maximize the following probability of observ-
ing a node’s neighborhood given its embedding:

max » Y logp(v|u),

uelV veN(u)

where V' is the set of nodes, N(u) is the neighborhood of node u, and p(v|u) is
the probability of node v being a neighbor of node #, modeled using the embeddings.

EXPERIMENTS AND RESULTS

Dataset description

For the experiment purposes, the dataset was selected from an e-commerce con-
sumer electronics retail platform. The schema of the data is presented in the Table 1.

Table 1. Dataset fields description

Column name Column type Column description
user_id unsigned bigint user identifier
product_id unsigned bigint product identifier
category_id unsigned bigint item category identifier
event_type string interaction type (view, purchase)
user_session base64 user session identifier
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The dataset for evaluation of proposed method is a two-month snapshot from
an anonymous e-commerce store database and has approximately 69 million re-
cords and 6.5 million sessions (9 GB of raw data).

Models’ configurations

For the sake of qualitative assessment of experiment results, i.e. understanding the
potential benefits of leveraging the proposed approach, it was decided to use
a LSTM-based deep neural network as a baseline model for sequential recom-
mendation.

For the experiment purposes, the following models’ configuration was se-
lected after performing hyperparameters tuning:

e embedding dimension size — 64;

e number of multi-layer perceptron layers — 2;

e prediction per session — 1 item, i.e. next best offer prediction;

e neighbor decay parameter o — 0.5;

e training step — 0.01;

e number of epochs — 20.

For Node2Vec algorithm, the following configuration was set:

e embedding dimension size — 64;

e number of random walk stages — 3;

e window size for skip-grams generation — 10;

e number of negative samples per skip-gram sequence — 5;

e training step — 0.01;

e number of epochs — 5.

For automated knowledge graph generation for different approaches, the
given thresholds for minimum values were selected:

e for FP-Growth algorithm, the minimum support rate was set at 0.05%
(which roughly correspond to be 1 in 3450 sessions);

o for TF-IDF filtering, the threshold for TF-IDF score for each item was set
at 0.3;

o for PMI-based algorithm, the minimum PMI was set at the value of 12.

In order to evaluate the quality of recommendation retrieval, the most popular
ranking metrics Mean Average Precision@k and Negative Discounted Cumulative
Gain@k were chosen along with average training time per epoch in seconds.

Results and discussions
The results of model evaluation over the dataset are shown in Table 2.

Table 2.Model evaluation

Model Avfbf)‘c“l‘le;’er MAP@1 MAP@10 NDCG@1NDCG@10
baseline LSTM 0.2670 0.0389 | 0.0937 | 0.0388 | 0.1217
proposed GNN w. PMI 610.02 0.1442 | 02551 | 0.1444 | 0.2988
proposed GNN w. TF-IDF | 115.08 0.0844 | 0.1622 | 0.0845 | 0.1960
proposed GNN w.
PP Growth 53.920 0.0399 | 0.0887 | 0.0378 | 0.1150
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Overall, GNNs performs significantly better than baseline LSTM, despite
their training time being slower more than 200 times. Such slowdown is caused
by traversing each time the synthesized knowledge graph G. From the compari-
son above one can decide to stick either with TF-IDF option which provides the
compromise in terms of both accuracy and learning time, or experimenting with
PMI clipping for achieving the 4x increase in recommendation retrieval accuracy
in the scope of next best action prediction. Using FP-Growth algorithm for auto-
matic knowledge graph construction wasn’t beneficial nor in accuracy of predic-
tions, offering the same results as the baseline LSTM model, but yet being much

slower.

The evolution of the MAP@1 metric for all models is depicted on Fig. 2.
The evolution of the MAP@10 metric for all models is depicted on Fig. 3.
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On the other hand, the evolution of the NDCG@1 and NDCG@10 metric
for all models are depicted on Fig. 4 and Fig. 5, respectively.
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By examining the results one can conclude that the proposed approach is
feasible to use in the context of the next-best-offer recommendation.

CONCLUSIONS

In the current research the problem of personalized sequential recommendations
was addressed. By conducting a literature review on a given topic, it was discovered
that by leveraging hybrid approaches, including Context Trees and high-order
Markov chains, the problem of sequential recommendation was solved, but with a
severe limitation — order of items to consider depends on order of Markov chain.

By introduction of deep learning and leveraging the ability of (artificial) neu-
ral networks to be a universal approximators, to solve the given problem, deep
recurrent neural networks, namely LSTMs were used, since of their ability of cap-
turing temporal dependencies of arbitrary lengths.

However, RNNs are requiring the data to be only in the form of a sequence,
thus discarding the ability to naturally represent user-user, item-item and user-
item relations as a network. Such a way of representing these relations and captur-
ing them as a knowledge graph, using data mining algorithms, is a key idea of the
proposed research.
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It was also proposed by the current paper to slightly change the mechanics of
an Attention mechanism, to allow capture not only the studied sequence, but examine
associations, presented in a knowledge graph, for each item in the sequence.

By examining different techniques to capture associative similarities be-
tween sets of items, namely TF-IDF, FP-Growth trees and PMI metric, construct-
ing a deep graph neural network with proposed modification of Attention mecha-
nism, and leveraging Node2Vec algorithm to retrieve the embedding matrix of a
knowledge graph, new method for hybrid sequential recommender system design
was introduced.

By benchmarking the models on an anonymous retailer dataset, the evidence
of high precision of GNN models in terms of MAP@#k and NDCG@k for next-
best offer recommendation was obtained.
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TA MEXAHI3MI YBAT'U / ]I.B. Aunpocos, H.I. Henamkischka
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Amnoramnisi. [TociioBHI epcoHaNi3oBaHi peKOMeHaNil, Taki sk IPOTrHO3yBaHHs Ha-
CTYITHOI HailKpaloi nmpono3uiii abo MOJENIOBAHHS E€BOJIIOLIT MOMUTY IS IPOTHO-
3yBaHHS HANlOBHEHHS KOIIMKA MOKYIOK, 3aJIMIIAIOTECS KIOYOBUM 3aBIAHHIM IS
6i3necy. OcTaHHIM 4acoM, 3aJIsl BUDIIIGHHS IIMX MPOOJIEM 3aCTOCOBYBAINCS JIaH-
mrorn MapkoBa Ta MoJeni NIHOOKOT0 HaBYaHHS, 10 [IPOrHO3YBAJIX MOCIiJOBHOCTI
B3a€MOJI{ KOPUCTYBAaUiB 13 TOBapaMu, JEMOHCTPYBAJIH BUCOKY €()eKTHBHICTB. [IpoTe
KJIFOYOBHM HEJOJIIKOM TakuxX Mopeneil Oyjo HeyHidikoBaHe mogaHHs HaOOpiB a-
HHX IS OBFOCTPOKOBOTO Ta KOPOTKOCTPOKOBOI'O MPOrHO3YBaHHHS BMOA00aHb. 3
HOSIBOIO apXiTeKTyp IIHOOKOro HaBYaHHS Ha rpadax Ta MOMKIHMBOCTI iX 3aCTOCYBaH-
Hsl OJIHOYACHO B 3aJavax KonabopaTHBHOI (ijbTpauii Ta MpOrHO3yBaHHS 3B’sI3KiB
Mi 00’ €KTaMH, PO3BUTOK PEKOMEH/IAI[IHIUX CHCTEM OTPUMAaB HOBHIA MOIITOBX. [1po-
[OHOBAHO HOBHil METOJ PO3pOOJICHHS TiOPHIHUX PEKOMEHIALIHHUX CHCTEM, SKHI
MO€IHY€ HaBUAHHS MOJaHb TpadiB 3 MIMOOKMMH HEHPOHHHMH MepeKaMH Ui MO-
JICIOBaHHS Ta MPOTHO3YBAHHS IIOCHIZOBHOCTEH, 3 METOI0 PO3B’s3aHHA 3a/ayl BU-
a4yl TOCIHIJOBHUX IIEPCOHANI30BaHMX peKoMeHpaliH. OTpuMaHi pe3yNbTaTH
OLIHIOBAaHHS MPOIYKTUBHOCTI MOJIETi Ha OCHOBI HabOpy JaHWX BiABiIyBaHb Ta Ky-
niBeJb B iHTEPHET-MarasuHi J0BOIATh MOXIIMBICTh PaH)XKYBaHHs Ta MOTEHLIaN s
BITPOBADKCHHSI Oi3HEcaMK y cdepi po3apiOHOT TOPTriBIIi.

KurouoBi cioBa: pexomennauiiina cucrema, rpadoBa HeHpOHHA Mepexka, MOAaHHS
rpadis.
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