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SYSTEM APPROACH TO THE UNDERGROUND
CONSTRUCTION OBJECTS PLANNING BASED ON FORESIGHT
AND COGNITIVE MODELLING METHODOLOGIES'

N.D. PANKRATOVA, V.A. PANKRATOV

Abstract. The system approach to the underground construction objects planning
based on foresight and cognitive modeling methodologies is proposed. Using the
foresight methodology allows with the help of expert estimation procedures to iden-
tify critical technologies and build alternatives of scenarios with quantitative charac-
teristics. For the justified implementation of a particular scenario the cognitive mod-
elling is used, which allows to build causal relationships based on knowledge and
experience, understand and analyze the behaviour of a complex system for a strate-
gic perspective with a large number of interconnections and interdependencies. The
suggested system approach allows planning of underground objects on the basis of
reasonable scenarios selection and justification of their creation priority.

Keywords: foresight, cognitive, impulse modelling, planning, scenarios, under-
ground construction.

INTRODUCTION

The growth of megalopolises, their populations, expansion of infrastructure are of
the characteristic features of the modern world. Regulation of urban planning in
order to improve environmental standards and safety of life in constantly growing
megacities is one of the most pressing, but insufficiently studied and complex
world problems [1]. It is leads to the search of new places to production facilities,
social and other objects of human activity [2—4]. The space of megacities created
by man in the process of underground construction becomes a new, underground
habitat, which should be comfortable and safe for humans. Risks in underground
space development which is characterized by space-temporal variability are con-
sidered in [5-8].

Various directions of implementing system approach for planning urban sur-
face construction in megacities are known [9, 10]. Analyzing the trends of the
future development of the underground space of megacities are considered the
individual projects of underground urban studies that characterize the directions

'This material is based upon work supported in part by the National Research Foundation of Ukraine
under Grant 2020.01/0247

© N.D. Pankratova, V.A. Pankratov, 2022
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of urban underground construction in the near and medium perspective [11]. So,
In Chicago, the second largest economic center in the United States, it is planned
to build an underground city with a vertical layout, which will have 100 under-
ground floors. As for the underground development, the studies went no further
than general task setting and analysis of research methods [12].

Underground urban planning is a complex system in many aspects. Firstly,
this system consists of many interconnected subsystems and objects. Secondly,
the processes occurring in this system during construction and during operation
are also complex and in some cases poorly predictable, because they are largely
associated with various geological processes. The problems that accompany un-
derground urban development can be attributed to poorly structured problems.

A system approach to the planning of underground urban studies, based on
the methodology of foresight, as a tool for the concept of sustainable development
of megacities was proposed in [13].

The goal of the system approach presented in this paper is to study some
problems of the underground object's viability in extreme and emergency situations.

SYSTEM APPROACH TO THE UNDERGROUND CONSTRUCTION OBJECTS
PLANNING BASED ON FORESIGHT AND COGNITIVE MODELLING
METHODOLOGIES

In this paper the system approach to the underground construction objects plan-
ning based on the mathematical support of foresight methodology with the aim of
scenarios alternatives creating and cognitive modeling to build scenarios for the
development of the desired future and ways of their implementation is proposed.
For realization of this system approach the totality of the properties and character-
istics of the studied objects, as well as the features of the methods and procedures
used to create them taking into account. Based on a comparison of the characteris-
tics of the qualitative analysis methods, the requirements for their application, the
disadvantages and advantages of each of them, researchers of foresight problems
should choose the rational combination of methods, establish the correct sequence
for their use, account the totality of requirements for systems and the features of
the tasks to be solved.

The system approach in the form of a two-stage model based on a combina-
tion of foresight and cognitive modelling methodologies is developed and its
scheme presented in Fig. 1 [14]. The involvement of scanning methods, STEEP
analysis, brainstorming, SWOT analysis, TOPSIS (Technique for Order Prefer-
ence by Similarity to an Ideal Solution) method and VIKOR method at the initial
level of the first stage allows using expert assessment to identify critical tech-
nologies in economic, social, environmental, technical, technological, information
and other directions [15—18]. The basis of this level is the analysis subsystems,
which are connected by direct and feedback links to the monitoring system and
field tests. The quantitative data obtained after analysis and processing are the
initial ones for solving of foresight tasks. The construction of rational alternatives
of scenarios for the development of strategically important underground objects
are expedient to be performed on the basis of a collection of foresight activities.
For this goal, in the process of creating alternatives of scenarios it becomes nec-
essary to involve expert assessment methods, among which are the most com-
monly used methods of analytic hierarchy, Delphi methods and morphological
analysis [19-22].
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In this paper to identify critical technologies the SWOT analysis method is
used. For the purpose of ranking the obtained critical technologies and identifying
the most topical ones, the TOPSIS method is applied [16,17]. The method
TOPSIS of multicriterial analysis (ranking) of alternatives in addition to estimat-
ing the distance from the considered alternative to the ideal solution allows to take
into account the distance to the worst solution. The trade-off in choosing the best
alternative is based on the fact that the chosen solution must be at the same time
as close to the ideal as possible and most remote from the worst solution. The ob-
tained rating makes it possible to take into account the weight characteristics of
critical technologies that are the vertices of the cognitive map when constructing a
cognitive model. According to the VIKOR method, a compromise solution to the
problem should be an alternative that is closest to the ideal solution. Moreover, to
assess the degree of the alternative proximity to the ideal solution, a multicriteria
measure is used [18]. As soon as the critical technologies are identified we cross
to the system approach second level, using the qualitative methods for creation
alternatives of socio-economic systems scenarios [21].

In some cases, when the output information for cognitive modeling is given
in statistical form as separate logical groups, the method of constructing an inte-
grated indicator data is proposed [23]. This enables all groups to aggregate in in-
tegrated indicator data used the proposed method of recovery of functional de-
pendences for discrete preset samples or carry out decomposition integrated
indicator to individual subject groups, followed by decomposition of the logical
sequence characteristics. That is the construction of cognitive maps reasonably
add or remove her vertex, vertex to break a sequence of interconnected nodes.

Formalization the method of constructing an integrated indicator data im-
plies the use of this sequence of procedures:

o the selection of indicator which will characterize the specific area of one
of the directions of sustainable development (economic, environmental, social);

e grouping by specific characteristics of the data sets, which influence the
dynamics, selected at the stage 1 of the indicator formation;

o forming a database for a specific period on the basis of the discrete samples;

e recovery of functional dependencies by the discrete samples;

e analysis of the results based on the recovered dependence.

At the second stage of system approach for the construction of scenarios cor-
respond to selected alternatives, cognitive modelling is involved [24]. which
makes it possible to obtain a valid scenario for decision making. According to the
developed methodology of cognitive modeling for complex systems [24-27],
modeling is carried out in some steps. At the first step of the cognitive modelling,
using the results of foresight methodology, theoretical and practical data on un-
derground urban planning, the cognitive model as cognitive map is developed.
The cognitive map in the form of a sign oriented graph and a functional graph in
the form of a weighted sign digraph are created. At the second step of cognitive
modeling the investigation of the cognitive model properties, methods of analysis
of structural stability and resistance to disturbances, methods of analysis of model
connectivity (simplicial analysis), and graph theory methods are used. The proofs
of numerical stability of cognitive maps based on the representation of values and
perturbations at the vertices of the graph in matrix form are presented [14]. At the
third step of cognitive modeling, to determine the possible development of proc-
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esses in a complex system and to create the scenario development, an impulse
process model (simulation of disturbance propagation on cognitive models) is
used, which allows to create the scenarios of development in the process of dy-
namics and to propose a scientifically based strategy for implementing the priority
scenario [28].

So, at the first step of cognitive modelling the cognitive models such as a
cognitive map — a sign oriented graph (1) and a functional graph in the form of a
weighted sign digraph is created [24—29]

G=(V,E),

where G 1is a cognitive map in which V are concepts, a finite set of vertices of the

cognitive map V; eV, i=12,...k; E= {e;} is the set of arcs €; of the graph,

i,j=1,2,..,m, reflect the relationship between the vertices V; and Vs the influ-

ence of V; on V; in the situation under study can be positive (+1) when an in-

crease (decrease) in one factor leads to an increase (decrease) in another, negative
(1) when an increase (decrease) in one factor leads to a decrease (increase) in
another , or absent (0). The cognitive map G corresponds to the square matrix of
relations A :

1, if V; is connected with V;,

Ag z{aij}z{

0, otherwise.

The ratio a; can take the value “+1” or “~1”. The relation between variables

(interaction of factors) is a quantitative or qualitative description of the effect of
changes in one variable on others at the corresponding vertices.
Vector Functional Graph

®=(G,X,F(X,E),0),

where G is a cognitive map; X is the set of vertex parameters,, is the space of
vertex parameters; F'(X,E) is the arc transformation functional.

At the second step of cognitive modeling, to study the properties of the cog-
nitive model, is used methods of structural stability and perturbation resistance
analysis [24-26], methods for analyzing model connectivity (simplicial analysis
[27, 28]), and graph theory methods [29]. The results of the analysis were com-
pared with the available information on underground construction.

At the third step of cognitive modeling, to determine the possible develop-
ment of processes in a complex system and develop development scenarios, is
using the impulse process model (modeling the propagation of disturbances in
cognitive models) [25, 29]:

x (n+l)=x (n)+ kz_if(xi,xj,ey. )P/ (n)+0,(n), €))

where x(n), x(n+1) are the values of the indicator at the vertex V; at the simula-

tion steps at time ¢ =7 and the next /=n+1; P;(n) is the momentum that ex-
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isted at the vertex v at the moment ¢ = n; Oy, (n)=1{91,95,....q;} 1s the vector

of external pulses (disturbing or controlling actions) introduced to the vertices V;

at time moment #. It allows to consider of modeling process in dynamic.

MODELLING OF UNDERGROUND CONSTRACTION

In the framework of the foregoing, let us call the studied complex system “Natu-
ral-technical geosystem”.

The first step. Cognitive Model Development. Table 1 presents data on the
vertices (concepts) of the hierarchical cognitive model without reference to a spe-
cific territory, in a generalized form. The generalizing concepts (indicators, fac-
tors), independent of the specifics, which can be disclosed and taken into account
in the future when developing the lower levels of the hierarchical model, are us-
ing. Fig. 2 shows a hierarchical cognitive map [/ : “Natural-technical geosys-

tem”. In Table 1 and Fig. 2, the vertices of the upper (first level) are denoted as
1-V, i=5,11,13,15,16.

1

Table 1. The vertices of the hierarchical cognitive map ‘“Natural-technical
geosystem”

Code Vertex explanation Vertex assignment
I1-7, The viability of the underground urban development Indicative
I-V; Disasters, extreme and emergency situations Perturbing
I1-Vs Environmental risks Perturbing
IV Economic risks Perturbing
1-Vs Genetic type and lithological composition of soils Basic
4 Mountain and hydrostatic pressure, seismic impact Basic
v, Surface Load Static Load Index Basic
v, The indicator of the st.atic 1ogd of the surrounding Basic
soil massif
V, Existing underground facilities Disturbing
Ve Estimatedsoilresistance Basic
Vs Aquifers and High Water Disturbing
Vg ReliefTypeandMorphometry Basic
Vo Engineering and geological processes Disturbing
Mo Mining construction technologies Regulating
Vi, The le\{el of comfort 'of work and rest during the Indicative
construction and operation of underground structures
Via Construction, operational, managementrisks Disturbing
4%] Staffqualifications Regulating
Vis Industrial Safety Basic
Vie Quality and construction time Regulating
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V2. Surface Lball Static Load

I-V11. THE VIABILITY OF THE
UNDERGROUND URBAN
DEVELOPMENT

Fig. 2. Hierarchical cognitive map I, “Natural-technical geosystem”

The cognitive model is a simulation model that makes it possible not to con-
duct an experiment on a “living” system, but to simulate its behavior and possible
future development under the influence of various factors, generating new
knowledge about the system. This allows to justify management decisions in
a given situation.

The second step of modeling. Before using the cognitive model to de-
termine its possible behavior, the second step of modeling analyzes the various
properties of the model are fulfiled. In this case, the stability properties of the
model must be analyzed.

The results of the analysis of the model properties obtained using the CMLS
software system [30]. Figs 3 and 4 shows an example of determining the cycles of
the cognitive model /; .

The fig. 3 shows one of the positive feedback cycles, a sign of which is an
even number of negative arcs in it. Fig. 4 one of the negative cycles

Impulse sustainability. The cognitive model I; was not resistant to
perturbations according to the accepted criterion [24]: the maximum modulo M
root of the characteristic equation of the matrix of relations of the graph /; is

|M| =1,82 >1 (must be less than 1).

Structural stability. An analysis of the ratio of the number of stabilizing
cycles (35 negative feedbacks) and process accelerator cycles (33 positive feed-
backs) indicates the structural stability of such a system [24].

The given example of the analysis of the cycles of the cognitive model
showed the variety of cycles of cause and effect relationships that exist in com-
plex systems. There are 68 of them in the analyzed system. Without an appropri-
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ate theoretical analysis, there is a great risk of the human factor in making mana-
gerial decisions, because its consequences may not be obvious due to the
complexity of interactions in the system.

Cycdles. Total: 68. Negatives: 35. Positives: 33. .
S NELUF WO o W T WAL o Ww o W

- (0.0) V3 -> V6 -> V3 work and rest
+ (L) V3->V9->V6-> V3 construction and
- (200V3 -> V10 -> V4 -> VB -> V3

-(3.00V3-> V10 -> V4 -> VI -> V6 -> V3

+ (3.00V3-> V10 -> V6 -> V3

-(200V3-> V8-> V7 ->V6-=V3

+ (LOV3->VB->V7->VI->V6->V3

-(200V3->VB8->V9->Vo-=V3

+ (200 V3 ->I-V5-> V3

(3.0 V3 ->1I-V5-> V6 -= V3

(0.0) V3 -> I-W5-> V9 -= V6 -> V3

- (0.0) V4 -> V10 -> V4

(2.0) V7 -> V8-> V7

(4.0) V11 -> V12 -> V17 -> V18 -> [-V11

(4.0) I-V11 -> V12 -> V17 -> V19 -> V14 -> [-V13 -> I-V11 f
+ (3.0 I-V11 -> V12 -> V17 -> V19 -> V14 -> I-V13 -> V18 -»> [-V11
+ (200 I-V11 -> V12 -> V17 -> V19 -> V14 -> V18 -> I-V11

- (3.0 I-V11 -> V12 -> V17 -> V14 -> I-V13 -> I-V11

+ (2.0 I-V11 -> V12 -> V17 -> V14 -> I-V13 -> V18 -» I-V11

P

+

4

v'| Make other less

V1L THE OF THE
UNDERGROUND URBAN
DEVELOPMENT

Fig. 3. Cognitive map cycles, one of the positive cycles is highlighted

Cycles. Total: 68. Negatives: 35. Positives: 33.

- (3.0) V1 -> V10 -> V4 -> V9 -> V6 -> V1
- (5.00 V1 -> V10 -> V4 -> V9 -> V6 -> V3 -> I-V5 -> V1
+ (3.0) V1 -> V10 -> V6 > V1

- (3.0 V1 > V10 -> V6 > V3 > V4 > V1

+ (6.0) V1 -> V10 -> V6 -> V3 -> V4 -> VO -> V1
Enginegring - (3-0) V1 -> V10 -> V6 -> V3 -> V9 -> V1

//+ geological proce - (500 V1-> V10 -> V6 -> V3 -> ¥8 -> V7 -> VO -> V1

+ (BO)V1->V10-> V6 -> V3 -> V8-> Vo -= V1
‘(/ + (500 V1 -> V10 -> V6 -> V3 -> I-VW5 -> V1
facilities ‘) - (4.0 V1 -> V10 -> V6 -> V3 -> I-V5 -> Vo -> V1
- (LO)V3 -> Va4 -> Ve -> V3
{’ - (20)V3 -> V4 -> V9 -= V6 -> V3
- (20)V3 -> V4 ->= V10 -= V6 -> V3

(0.0) V3 -= W6 -> V3

(-1.0) V3 -> VO -> V6 -> V3

(2.0) V3 -> V10 -> V4 -> V6 -> V3

(3.0) V3 -> V10 -> V4 -= VO -> V6 -> V3
(3.0) V3 -> V10 -> V6 -= V3

(200 V3 -> VB -> V7 -> V6 -> V3
(1L.O)V3 -> VB -> V7 -> VI -> Vb -> V3

v'| Make other less

¥

V5. GENE TYPE B
LITHOLOGICAL
COMPOSITION OF 50!

+ o4

V6. Estimatéd soil resistance

Fig. 4. Cognitive map cycles, one of the negative cycles is highlighted

Analysis of system connectivity, simplicial analysis. Immersed in the study
of the structure of the cognitive model, it is desirable to conduct a simplicial
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analysis of the properties of its connectivity. Such an analysis is carried out in
order to study and understand the topological properties of the model and, accord-
ingly, other connectivity faces of the complex system under study that are not de-
tected in the above algebraic analysis. According to R.H. Atkin and J. Casti, con-
nectedness is the essence of the concept of a large system [27, 28].

The connectivity properties of blocks (simplexes) characterize the “deep”
connections of the cognitive model, the connections of its simplexes, and not just
the vertices, as in the cognitive map. A simplex is formed by each vertex, which
is the reason that some other vertices interact with each other. Figs 5, 6 and 7

show the results of a simplicial analysis of the /; model. Figure 5 shows the
transformed matrix of relations of the graph /; with the dimensions p of sim-
plexes G:)/i of rows (x) and columns (y) indicated in it in the decreasing order;

p=k—1, k is the number of elements in the corresponding row / column, the
dimension of the simplex shows the number of edges connecting the vertices. In

Fig. 6, the simplices ngg) (p=3 means that three edges go out from each

vertex) of the simplex are highlighted for one vertex V. This vertex V} is the
reason for the connection of the vertices V,, V,, V5, V, .Those, vertex Mining

Simplexes analysis

- Infl.f Vo Ve I-Vii V1 I-wWi3 Vis Vi4 V4 Vi0o W15 Vi2 VI V8 I

At T M AR T AFA D WSS ARG WFA T NP AFE MIA T RFAS T NS AEAD s

Dep. p=k1
vie [, o 1 1 1 1 © 1 1 o o ©o © || &
V3 i 1 © © © © © 1 1 ©0 © 1 5
v4 i 1 1 1 ©o 1 © i o o0 © o 5
v7 i 1 1 o 1 © o © o 1 ©o o 1 5
vo i © 1 1 © 1 © © © © ©0 © 4
v2 i 1 1 ©® © © © 1 1 © © © O 4
Vs i 1 © 1 © © © © © 1 © 1 © 4
V15 o o 1 © 1 1 © © 0 o o o 2

- m m 1 m m m m m 1 mn 1 mn . e -
p=k-1 6 6 6 4 4 4 4 3 3 2 1 1 1
a-6.Q6 = 1, (V10}
q = 5. Q5 = 4, {V3}, {V10}, {v4}, {V7}
q = 4, Q4 = 6, {V9, V10}, {V3}, {V4}, {V7}, {I-V5}, {V2}
q = 3. Q3 = 4, {V9, V10}, {V3, V4, V2}, (V7}. {I-V5}
q = 2. Q2 = 3, {I-V15}, {V9, V3, V10, V4, V6, V1, V7. V2, I-V5}, {V17}
q = 6. Q6 = 3, {VO}, {I-V11}, {V6}
q = 5. Q5 = 3, {V9}, {I-V11}, {V6}
q = 4, Q4 = 6, {I-V13}, {V9, V6}, {V18}, {V14}, {I-V11}, {V1}
q = 3. Q3 = 5, {I-V13}, {V9, V10, V6, I-V11, V1}, {V18}, {V14}, {V4}
q = 2, Q2 = 3, (I-V15}, {I-V13, V9, V18, V10, V4, I-V11, V6, V1}, {V14}

Qx=(1464341)
Qv=(3365321)

Fig. 5. Results of simplicial analysis (calculation)
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construction technologies (V),) is the reason that vertices Mountain and hydro-
static pressure, seismic impact (V)), Surface Load Static Load Index (7)), The
indicator of the static load of the surrounding soil massif (V;), Existing under-
ground facilities (¥, ) forming one block are interconnected.

Thus, these vertices are the cause of the simplex in the form of a tetrahedron.
Note that simplexes of higher dimension are not depicted on the plane; only
their “projection” can be conditionally drawn — Fig. 7.

W2, Surface o

Fig. 6. Image of one of the simplices of dimension p = 3

Simplexes form ¢ -connected chains g =1 (connection through a vertex),
g =2 (connection through an edge), ¢ =3 (connection through a plane), etc.,

thus uniting into simplicial complexes K (along the lines — “inputs”) and K y

(columns —“outputs”). Simplexes are g -connected or not in simplexes (they lack
or have connections of simplexes along vertices, edges, planes, m -dimensional
volumes). Simplicial complexes are characterized by the structural vectors Q.

and Qy formed by vertex groups common to different simplexes.

The third stage of modeling. Scenario analysis is designed to anticipate
possible trends in the development of situations on the model.To generate scenar-
ios of the development of the system, impacts are introduced into the vertices of
the cognitive map in the form of a set of impulses. The impulse process formula
has the form (1).

It is possible to introduce perturbations Q of different sizes (normalized) to

any of the vertices, as well as to their combination. In connection with a large
number of theoretically possible variants of introduced disturbances, it is neces-
sary to develop a plan for a computational experiment before excluding pulse
simulation, eliminating at least almost impossible variants.
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-
L

V2. Surface Ljiali Static Load
h ﬂ\\

V12. The level ¢f comfort off
work and rest Juring the

A1 THE TR ITY NE TUE
Simplexes analysis

- Inflf V6 IVIL VO V14 VI8 VI3 V1 VIO V4 VIS VB V3 IVI6

Dep. p=k-l
VIe 1 1 0 1 0 1 1 1 0 0 0 1 |6
V3 1 ¢ 1 0 0 0 0 1 1 0 1 0 5
Vi 1 1 1 0 0 1 0 0 0 1 1 0 0 5
va 1 11 0 1 0 1 1 0 0 0 o 5
15 1 ¢ 1 0 0 0 1 0 0 1 0 1 0 4
V2 1 1 1 0 0 0 0 1 1 0 0 0 0 4

Fig. 7. Image of the projection of one of the simplexes of dimension p=6

Introducing disturbances to the vertices, the decision-maker is looking for
the answer to the question: “What will happen if ...?”

The CMLS software system [30] allows, in the process of pulse modeling
and analysis of the obtained results, to introduce control or disturbing influences
at any modeling step. This allows to change (correct) scenarios in model dynam-
ics, to determine the effects that bring the processes closer to the desired.

The results of pulse modeling in four scenarios are presented.
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Scenario No. 1. Assume good technology is used in underground construc-
tion. To the vertex ¥}, the control action is introduced ¢;q =+1, the perturba-

tion vector Q = {¢q, =0,...q,, =+1,...q,, =0} .

Fig. 8 shows graphs of pulsed processes. For the convenience of visual
analysis of the image, the graphs of pulsed processes in the vertices V,,, I —V,;,
1=V, -V, I-V,, IV are represented by two figures: Fig. 8,a from the

first to the sixth step of modeling and Fig. 8,b from the sixth to tenth step of
modelling. The image of pulsed processes at a larger number of simulation steps
is not necessary, because system behavior trends under these conditions are al-
ready evident.

107— Mining construction technologies 60
- Disasters,extreme and emergency 50
situations 40
= Enviromental risks 30
6| ==== Economic risks 20
== The viability of the undergriound 10
4 urban development 0
== Genetic type and Lithollogical 10
composition of soils
® 2 -20
2 -30
20
£ -40
-50
-2 -60 | — Mining constructiontechnologies
0= Disasters,extreme and emergency
-4 situations
-80| —  Enviromental risks
-6 -90 | === Economic risks
-100 | ™= The viability of the undergriound
8 110 urban development
== Genetic type and Lithollogical
10 158 composition of soils
0,0 1,o 20 3,0 40 50 6,0 6,0 7,0 8,0 9,0 10,0
Steps Steps
a b

Fig. 8. Graphs of pulsed processes, from the first to the sixth step of modeling (a)
(scenario No. 1); from the first to the sixth step of modeling (b) (scenario No. 1)

Modeling scenario No. 1, it is advisable to analyze whether changes in
Mining construction technologies (¥} ) can and in what way affect other vertices
of the cognitive model. As can be seen from the graphs in Fig. 8, positive changes
in V}, can contribute to positive trends in the development of vertices at the top
hierarchical level: up to the 5th and 6th steps of the modeling, the declining trends
of Disasters, extreme and emergency situations (/—V,;), Environmental risks

(I —V,5), Economic risks (/ -V, ), Genetic type and lithological composition of
soils (/ —V5), The viability of the underground urban development (/—V},) is
growing.

All this may indicate that a single positive change in one of the vertices of

the system model may not be enough to exclude the negative impact of risks and
other negative influences.
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Scenario No. 2. Suppose that the possibility of the simultaneous occurrence
of all risks is increasing in the system. Disturbing effects are appearing

q,, =+1,q,5=+1,q,,=+1, there is perturbation vector Q={g,=0,..,q9,, =
=+1,q,s=+L g, =+1,...,q,y =0} .

20 | — Construction, operational, management risk | 0,0
15/=" Environr.ner.\tal risks 25
= Economic risks 50
10 '
-7,5
——————————————————————————————————— -10’0
R e A g e -12,5
Se T T "'..
5 Mt 16,0
@ -~ TSI,
210 ~ . \\. -17,5
= SN T 00
E15 . ' \
e o ™|-22,5| = The level of comfort of work
-20 | ====The viability of the underground "« 250 and rest during the constructidn
urban development . ' and operation of underground §fr...
-25 | mm Disasters, extreme and emergency N -27,5| = staff qualifications \
.30 situations; v |-30,0] = Industrial safety A
= Staff qualifications \ . L \
X -32,5| ===-Quality and construction time
-35| = Industrial Safety \\ = lini truction technoloai N
A0 ==:Quality and construction time -35.0 ining construction technologies \
- -37,5
0,0 2,0 4,0 6,0 8,0 10,0 00 20 40 60 80 100
Steps Steps
a b

Fig. 9. Graphs of pulsed processes: 9,a and 9,b are scenarios No. 2

Pulse simulation results are presented in Fig. 9,a for vertices V,, I -V,

1=V, 1=V, 1=V, Vis, Vis, V1o and Fig. 9,b for vertices V,, V7,V s, V19>V -

The simulation results of the second scenario show an extremely unfavorable
option for the development of situations in the system. With increasing risks all
indicators of the system fall at both the first and second levels of the hierarchy.
This observation forces one to make a decision on the search for the necessary
counteraction to the situations that have arisen.

Consider the third scenario. Suppose improving Engineering and geological
processes (Vy), Mining construction technologies (V),), Staff qualifications

(7}7), Quality and construction time (V},), but there are Disasters, extreme and
emergency situations (1 —V};).

Scenario No. 3. Control actions gqg =+1, g9 =+1, q;7 =+1, g9 =+1,
g3 =+1, the perturbation vector Q={q =0,...,q99=+L,qo=+L...,q;3 =
=+1,..,q17 =+1,...,q;9 =+1}.

The results of pulse modeling are presented in Fig. 10,a for vertices / —V/;,
Vos Vies Vie» L=Viss I=Vigs Vi, Vi, I—=V,, and Fig. 10,b for vertices
V17a VIS’ V19r I_Vu’ VIZ’ V14’ I_V13'
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— Disasters, extreme and emergency situations| 80 | — gaff qualifications

70| =+ Engineering and geological processes = Industrial safety /
= Mining construction technologies 70| = The viability of the underground /
60 | ====Quality and construction time / urban development ,.’
== Environmental risks / 60 | «..-The level of comfort of work and rest /
50 | == ECOnomic risks / during the construction and /
= Industrial Safety ,’ / 50 operation of underground / !
40| ==* Staff qualifications / / == Construction, operational, f !
= The viability of the / i 40 management risk /! !
20 underground urban / / ms Disasters, extreme and s ',"
development / ; 30 emergency situations  / )
20
10
0
-10
-20
-30
-40 -40
0,0 2,0 4,0 6,0 8,0 10,0 0,0 2,0 4,0 6,0 8,0 10,0
Steps Steps
a b

Fig. 10. Graphs of pulsed processes: 10,a and 10, are scenarios No. 3

An analysis of the results of impulse modeling according to scenario No. 3
shows that the introduction of control actions to the vertices of Engineering and

geological processes (V4 ), Mining construction technologies (V) ), Staff qualifi-
cations (V},), Quality and construction time (Vjq ), but there are Disasters, ex-

treme and emergency situations (/ —¥};) can counteract the negative impact of

possible disasters and extreme situations, reducing the impact of economic, envi-
ronmental and technological risks. Thus, scenario No. 3 can be considered favor-
able: industrial safety is increasing.

The simulation results in one more scenario No. 4 is presented. Assume that
Construction, operational, management risks can be reduced. In this case, the im-
pulse actions initiate 6 vertices of the model and the synergistic effect of their
joint action is investigated. The modeling of this scenario of the situations devel-
opment on the model is carried out in order to determine whether it is necessary
or not to strengthen the impact on the system to achieve good indicators.

Scenario No.4. Control actions ¢, =+1, ¢q,, =+1, q,, =+1, q,, =+,
q;=+1, g¢q,=-1, the perturbation vector Q={q, =0,...,q, =+1,q,, =
=+l...,q95, =+, q,=-1,...,q,=+1,..., gy =+1}.

The results of pulse modeling are presented in Fig. 11,a for vertices 1 —V;,
Vos Vigs Vies Viq, Vig, and Fig. 11,6 for vertices V,,, V4, Vis, Vig, Vig, 1=V
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Analysis of the simulation results of Scenario No. 4, which differs from sce-
nario No. 3 by the addition of an impulse ¢,, =—1, simulating the possibility of

reducing Construction, operational, management risks showed the following. The
combined positive impact of six factors on the system leads to the possibility of
the appearance of desirable trends in situations throughout the system. So, there
are tendencies of improvement (growth) of the underground urban development
viability, the level of comfort, work and rest during the construction and operation
of underground structures, Industrial Safety while reducing all types of risk and
reducing Disasters, extreme and emergency situations

Let us compare the simulation results of Scenarios No. 1, No. 2, No. 3 and
No. 4, using the capabilities of the CMLS software system. The results of pulse
modeling at the 10th step of modeling are selected and presented them in the form
of histograms in Fig. 12.

As can be seen from Fig. 12, scenario No. 4 can be considered the best of
those considered, although its results are not too different from the results of sce-
nario No. 3. If you set the task of minimizing the cost of resources for the particu-
lar scenario implementation, then perhaps scenario No. 3 will be the best, with
fewer control actions in the system.

A comparison of the results of scenarios No. 3 and No. 4 with the results of
scenario No. 1, in which the control action is applied to only one vertex, shows
that it is inferior to scenarios No. 3 and No. 4. So, for example, the pulse value at
the vertices of Industrial safety (V10) reaches 30, and according to scenario
No. 3, the pulse value at this vertex is 78, and according to scenario No. 4 pulse
value is 85. If we compare the simulation results of scenario No. 2 with the results
of other scenarios, it is obvious that without countering possible risks, the devel-
opment scenarios of the Natural-technical geosystem system will be extremely
pessimistic.

90| — iabili
20| — Engineering and geological processes Thﬁrﬂgﬁ'gé{glgﬁrﬁ :r:ltderground /
15 T Dlssziitsut;tris(,),nesxtreme and emergency / 80 =+ The level of comfort of work and rest ,~'
 qualificati 7 | 70 during the construction and Y
10| == Staff qualifications operation of underground structyfe
60} _ Construction, operational, !
------------ g X 50 management risk J
.......... S N =«== Environmental risks .,°'
5 40| wem Economic risks ,.'
R L 30| == Industry Safety S
-10 bl g
...\.‘\ \ 20
-15 SN
""""" L 10
-20 o : AN
=- Mining construction technologies '\ ™. 0
25 ... Construction, operational, \\ -10
30 management risk \ ]
== Quality and construction time |20
35 " |-30
-40 -40
0,0 2,0 4,0 6,0 8,0 10,0 00 2,0 4,0 6,0 80 10,0
Steps Steps
a b

Fig. 11. Graphs of pulsed processes: 11,a and 11,b are scenarios No. 4
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12. Histograms of pulse values at the 10th step of modeling according to scenario
1(a), scenario No. 2(b), scenario No. 3(c), scenario No. 4(d)
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CONCLUSION

The modelling of scenarios for possible processes of the events development in
the analyzed complex system is carried out under the influence of various internal
and external disturbances and control impulse effects. The results of the con-
ducted cognitive modeling make it possible to judge that the cognitive models,
which systematize and structure various information about the underground con-
struction system, correspond to the real system and can be used to anticipate the
possible processes of situations in the system under the influence of various dis-
turbing and controlling factors. The developed author's software system CMLS
allows in the process of pulse modeling and analysis of the obtained results to
introduce control or exciting actions at any stage of modeling. This allows to
change (correct) scenarios in the dynamics of creating a model, to determine the
effects that bring the processes closer to the desired. The developed methodology
and tools made it possible to combine the assessment of the impacts and relation-
ships of geological factors, technogenic and structural-functional types for the
study of the underground objects construction.

The proposed system approach to the study of the of underground objects
development based on a synthesis of cognitive modeling and foresight methodolo-
gies can become the scientific and methodological basis for the development of
the “Construction Geotechnology” science and its practical application to study
the problems of underground construction in order to ensure the safety and quality
of human life. The developed system approach is applied to the study of under-
ground construction objects in order to select reasonable scenarios for their future
development.
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CUCTEMHUHM MIIXIJ JO IIIAHYBAHHSI OB’€KTIB IIJI3EMHOI'O
BYAIBHULTBA 3A METOJOJOI'TSIMU INEPEABAYEHHSA TA KOTI'HI-
TUBHOI'O MOJIEJOBAHHS / H.JI. [TarkpaToBa, B.A. [TankpaToB

AHOTAaNis1. 3anpOIIOHOBAHO CHCTEMHHUH MiAXiA A0 TIaHyBaHHS 00’ €KTIB IMiA36MHOTO
OyZIiBHHIITBA HA OCHOBI METOJOJIOTIH Tepen0dadeH s Ta KOTHITUBHOTO MOJIEIIOBaH-
Hs. Bukopucranns Merozmosorii nepeabadeHHs Jae 3MOTy 3a JOIIOMOTOIO IIPOLEIYP
€KCIIEPTHOTO OL[IHIOBaHHS BU3HAYUTH KPUTHYHI TEXHOJIOTIi Ta MO0y yBaTH aJlbTep-
HATHUBH CICHApIiB i3 KUIBKICHUIMHU XapakTepucTukamu. [t oOrpyHTOBaHOI peasiza-
i1 KOHKPETHOTO CIIEHAPiI0 BUKOPHCTOBYETHCS IMITYJIbCHE KOTHITUBHE MOJICIIOBaH-
HS, W0 J03BOJIsiE€ OyayBaTh NPHUYMHHO-HACTIAKOBI 3B’SI3KM HAa OCHOBI 3HAHb 1
JIOCBiZly, PO3yMITH Ta aHaJi3yBaTH IOBEIIHKY CKJIAIHOI CHCTEMH Ha CTPATEridHy
HEPCIIEKTUBY 3 BEJIMKOIO KINBKICTIO B3a€MO3B’SI3KIB 1 B3aeMO3alie)KHOCTEH. 3arpo-
MOHOBAHUM CHCTEMHHUI MiIXiZ O3BOJISE IUIAHYBaTH MiJ3eMHI 00’€KTH HA OCHOBI
BHOOpPY OOIPYHTOBAaHHX CIIEHApiiB Ta OOIPYHTYBaHHS IPIOPUTETHOCTI iX CTBOPEHHSI.

Kawuogi ciioBa: nependaveHHs, iMIyIbCHE KOTHITUBHE MOJICIIOBAHHS, IJIAHYBaH-
Hsl, CIICHAPIi, Mi3eMHe Oy TiBHHUIITBO.

CUCTEMHBIN MOJAXO0]I K INIAHUPOBAHHUIO OB BEKTOB IOJI3EMHOI'O
CTPOUTEJBCTBA HA OCHOBE METOJOJOIMi TPEJABUJIEHUS U
KOI'HUTUBHOI'O MOJAEJUPOBAHMUS / H.[1. [TankpaToBa, B.A. Ilankparos

AnHoTanus. [IpenokeH CHCTEMHBIN MOIXO0/ K TNIAHUPOBAHUIO OOBEKTOB MOA3EM-
HOTO CTPOUTEIHCTBA HA OCHOBE METOMOJIOTHH MPEABUICHUS 1 KOTHUTHBHOTO MOJIE-
JnupoBaHus. Mcnonb3oBaHHE METOAOJIOTHUM NPEIBUACHUS IIO3BOJSAECT C IOMOILBIO
IPOLEAYP 3KCIEPTHOIO OLICHUBAHUS BBIABUTh KPUTUYECKHE TEXHOJIOIHH U IOCTPO-
UTh aIBTEPHATHBBI CLIEHAPHEB C KOJMYECTBEHHBIMY XapakTepuctukaMu. s o6oc-
HOBaHHOH peanu3aluyl TOrO WM MHOTO CLIEHapUs UCIONb3YeTCs UMITYyJIbCHOE KO-
HUTHBHOE MOJEIUPOBAHUE, IO3BOJSIONIEE IOCTPOUTH IPUYHUHHO-CIEACTBEHHbIE
CBSI3M Ha OCHOBE 3HAHMI U OIBITA, TIOHATH M MPOAHANIN3UPOBATH MOBEACHUE CIIOXK-
HOH CHCTEMBI Ha CTPATETHUYECKYIO IEPCHIEKTUBY C OOJBIINM KOJTHIECTBOM B3aHMOC-
Bsi3€il 1 B3auMo3zaBucumocteil. Ilpeanaraemelii cuCTEMHBIN OIXOM MO3BOJISAET IUIa-
HHUPOBATh IOJ3E€MHBIC OOBEKTHI Ha OCHOBE BBHIOOpPa OOOCHOBAHHBEIX CLCHAPHEB U
000CHOBaHHMSI IPHOPUTETHOCTH X CO3JAHUSL.

KiaroueBble cjioBa: NpEABUACHUE, UMITYJIbCHOC KOTHUTHBHOC MOJACIHMPOBAHUEC,
TUTAHUPOBAHUEC, CLEHAPUH, TIOA3EMHOE CTPOUTEIILCTBO.
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HEMHWHYYI 3MIHH B IT IHIYCTPIL. IIATOTOBKA KAJIPIB
B YMOBAX I’SITOI IPOMHUCJIOBOI PEBOJIIOIIIT
(IHAYCTPIA 5.0)

A.L. MIETPEHKO

Anoramnisi. CTpiMKa eBOMIONISI TUPPOBUX TEXHOJIOTil BHOCUTh 3HAa4YHI 3MiHH B CyC-
ninecTBO. HaBKOJMIIHE cepeloBHIle Ta MisUIbHICTD JIFO/ICH CTaroTh Aeialli pisHOMa-
HITHIIIMMY Ta ckiaaHimmMu. CycIiIbCTBO BCTYIAe B HOBHIl €Tal CBOrO PO3BHTKY
mig Ha3Boto [Hayctpist 5.0, opieHTOBaHWII Ha JIOOWHY, Y SIKOMY PEANi3yIOThCs SK
YMOBHU €KOHOMIYHOTO PO3BHUTKY, TaK 1 COLialIbHUX MpoOiieM 3i cepu possar, i mro-
11 3a6e31eYyI0ThCsl BUCOKOIO SIKICTIO JKHTTS. Taka Besnka TpaHchopMallis y HOBHi
THII CyCIIUILCTBA ICTOTHO BIUIMBAE Ha OpraHi3amilo OCBITH K ocHOBH IHmyctpii 5.0.
Po3risiHyTO HEMHMHYYI 3MiHM, IO OXOIUTIOIOTH YCi CYTTEBI €JIEMEHTH OpraHizamii
MEePCOHANI30BAHOT OCBITH 1 MOTPeOYIOTh 00’€IHAHHS 3yCWIb KIIOYOBUX TIpYI,
BKJIIOYAIOYHU YPSIIH, TOCTAYaIbHUKIB OCBITH Ta HaBYaHHSI, IPOMHUCIIOBICTh, JOTIOMIXKHI
CTPYKTYPH, IIHPOKY CIITBHOTY Ta, 1[0 HAafiBaXKJIMBIILIe, CAMHX CTYICHTIB.

Kirouesi ciioBa: [axycrpis 5.0, mudpoBa KOMIIETECHTHICTb, IEPCOHATIZ0BAaHE HABYAHHS,
poBi TEXHOIOT i, TU(POBI TpaHCHopMAIii, TUPPOBE CYCIITBCTBO.

BA30BI OCOBJIMBOCTI IHAYCTPII 5.0

OcranHi 15 pokiB mroacTBO %10 B ymoBax [HaycTpii 4.0, epi nudpoBoi peBoo-
1ii. ['oToBi My 4w Hi, aite HactymHa ITHdycmpia 5.0 yxe TyT. Xoua 6arato BHpoO-
HUKIB BCE II¢ 3alHATI PO3POOJICHHAM METOMIB 1 HOBHUX TEXHOJIOTIHM IUIS ITiIBH-
MeHHS e()EKTUBHOCTI Ta MPOIyKTUBHOCTI — KEPIBHOTO MPUHITUITY, IO JICKHUTH B
ocHOBI [HaycTpii 4.0, — HacTymHUH eran iHIycTpiamizamii Bxke Ha 1mopo3i. THoy-
cmpia 5.0 nonoBHIOE icHyrouy mapaaurmy lamyctpii 4.0, BUCBITIIIOFOYM JOCIHI-
JOKCHHSI Ta 1HHOBalii SK pymiitHi cunu miepexomy 10 CTiMKOi, OpiEHTOBaHOI Ha
JIOAWHY, Ta CTabUIBHOI €BpoIeiicbKOi MpoMHUCIOBOCTI. Bapro mam’statu, mio
6mu3pko 90% MOTOYHMX AAaHUX, AKi ICHYIOTH Y CBiTi, OyJl0 CTBOpEHO JHIIe 3a
OCTaHHI JBa POKHU.

3rigHo 3 6azoBuM JokymenToM €C [1] citii BUPI3HUTH TaKi KIIFOYOBI TOJIOKEHHS:

e [IpomucnoBicTs B €BpoOIli TOBUHHA CTaTH MPUCKOPIOGAYEM 1 CTUMYIISITO-
pPOM 3MiH Ta iHHOBAIlill y JOCATHEHHI COITIANIbHUX IUJICH, IO BUXOIATEH 32 MEXI
CTBOPEHHS Ta 3pPOCTaHHS KITBKOCTI pOOOYMX MiCIIb, OO CTATH CTIHKMM JKEPEesioM
MIPOIIBITaHHSI, TOMIIAI0YH JOOPOOYT MpaliBHUKA B IEHTP BUPOOHUYOTO IIPOIIECY.

o [ludposaizamist Hagae ramysi 6e3mpereaeHTHI MOXIUBOCTI. Po3pobiieH-
Hs IHHOBAaIlIMHUX TEXHOJIOTIH, OPiEHTOBaHE Ha JIOAWHY, MOXE IiABUIIUTH CTik-
KiCTh raiy3ei i 3poOuTH iX OUTBII CTaIMMHU.

e JIpomMHCIIOBICTh IOBUHHA BKJIIOYUTH Ta 3alHITH CUJIIBHY JIAEPCHKY POJb
y epexoni 1o Green transition. /[ bOro HEOOXIMHO PO3POOUTH WUKAIUHI HPO-
yecu, 10 JO3BOJISAIOTH TIOBTOPHO BUKOPHCTOBYBATH, IEPEHANPABIIITH Ta IepepoO-
JSITA TIPUPOJHI PECYPCH, 3MEHIIYBaTH KUIBKICTh BiIXO/IB Ta BIJIMB Ha HaBKOJIH-
mHe cepenoBuile. CTIMKICTh O3HA4Ya€ CKOPOUYCHHS CIIOKMBaHHA €Heprii Ta
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BUKH/IIB TTAPHUKOBUX Ta3iB JJI1 YHUKHEHHS BUCHAXKCHHS Ta Jerpajamii mpupos-
HUX pecypciB, a OTke, 3a0e3nedeHHs] ToTped CHOTOMHIIIHIX MOKOJiHb, He Hapa-
KAy Ha HeOe3MeKy NoTpebu MallOyTHIX reHepamii.

[epexig mo Inmyctpii 5.0 notpedye niit y wimid HU3Li cdep. HemocraTabo
JIUIIE PO3BUBATH 1 BUKOPHUCTOBYBAaTH OKpEMi IMepeloBi TEXHOJIOTIi (XMapHi TeX-
HOJIOTii, 3aco0u 30mpanHs W aHamizy Big Data, kpayacopcuHr, 6ioTexHOIIOTII,
Oe3mizioTHi aBToMo0imi, 3D-apyk, kpunroBamoTH i TexHoiorii Blockchain, in-
tepHeT peueit (IoT), mryunuit inTenext (IL) Ta iH.), HeoOXigHE IX IHTETPOBAHE
KOMILJICKCHE HOEOHYGAHHA 8 KOMCHIN 2a1y3i ma 6 ycix couianbHux cezMeHmax,
AKi paJuKambHO 3MIiHSAThH IIJi raly3i eKOHOMIKH W CYCIIBCTBO B IIOMY, 3MO-
KyTh BUPIIIATA HEMOJXKJIUBI HaTemep MmpoOeMHu, 3pOOHBITH TOBCIKICHHE JKUTTS
O1TbII KOM(OPTHHUM 1 CTIHKUM.

30KkpeMa 3HAYHO 3MIHIOETHCSI HOBA POJIb rally3eBOTO MpaliBHHKA [HmycT-
pii 5.0. CroromeHHa 3pocTarova 3ajJeKHICTh JIFOJICTBA Bl aBTOMATH3AIlIl Ta MITYyY-
HOTO 1HTEJIEKTY TIOPYIIWIIA JIesiKi €TUYHI MUTaHHs. BBaxkaeThbcs, HaIpUKIAl, 1O,
SK 1 IPOMUCIIOBI peBoFOII, sKi BinOymucs 10 nboro, lHaycrpis 4.0, MOXIHMBO,
3irpana CBOIO pOJb y IMMOCWJICHHI HEPIBHOCTI Cepes JIF0ACH, OCKIIbKA HAOITBITH-
MU OcHediniapamu Bix Hel € HeBeNHMKa Ipyna iHHOBATOPiB, MOCTayalbHUKIB Ta
IHBECTOPiB, 200 THUX, XTO KOHTPOJIOE IHTEIEKTYAIbHUHN KaIliTal Y IpUPOIHi pe-
cypcu. B ymoBax Iumyctpii 5.0 mpaiiBHHK pO3IIISIAETHCS HE SIK «BapTICThY, a K
«IHBECTHUI[IHA» TO3MIIIS JUIS KOMIIaHii, 110 J03BOJIIE€ KOMIIaHii Ta MparliBHUKOBI
po3BuBarucs. lle o3Hauae, MO poOOTOMABENH 3allikaBIEHWH B IHBECTYBaHHI Yy
KOMITETEHTHOCTI, 310HOCTI Ta OJaromoyyydst CBOiX CITIBPOOITHUKIB JJIsI AOCST-
HeHHsI 1X 1inedl. Takuit migxin Qye BiIpi3HAETHCS B MPOCTOTO BPiBHOBAKEHHS
BHTpaT Ha poOouy cwiy 3 (DiHAHCOBHUMH TOXOJaMH: JIOACHKHAN KamiTayl OiIbII
HIaHY€TbCA 1 LiHY€TbCsA. MOXKHA y 3B’SI3Ky 3 IIMM HPOLUTYBAaTH Te€HEPaTIbHOTO
mupektopa Tesla Imona Macka, sikuii ckazaB, 0 HaJIMipHa aBTOMaTH3AIlisl B OT0O
KOMIIaHii «0yjia MOMHJIKOIO» 1 IO «JIFOACH HETOOIHIOKTHY.

BaxnuBa nepemymoBa lagyctpii 5.0 y ToMy, W0 mexnonozia cayxcums
N00AM, a He Hagnaku. Y TIPOMHCIOBOMY KOHTEKCTI I1e 03HA4a€, 110 TEXHOJIOTI,
[0 BUKOPHUCTOBYETHCS Y BUPOOHUIITBI, aJaNTY€ETHCS 0 MTOTPeO i pi3HOMaHITHOCTI
MIPOMUCIIOBUX POOITHUKIB, 3aMICTh TOTO, 1100 BOHHM MPUCTOCOBYBAIKCS JIO TEX-
HOJIOTiH, IO MOCTIHO PO3BUBAIOTHCA. Y TpalliBHUKA Mae OyTH OiIbIE MOMKIIH-
BOCTEH, a poboUe cepeIOBUIIe Mae CTATH OUIBII IHKITIO3UBHUM. J[i1st 11bOr0 po0i-
THHUKH TIOBHHHI OpaTH aKTUBHY y4acThb Yy PO3pOOJICHHI Ta BIPOBaKEHHI HOBHX
MIPOMHUCIIOBUX TEXHOJIOT1H, BKIIFOUaroun podoToTexHiky Ta I1II.

[NoreHmian poOOTOTEXHIKHY 1€ JaIEKO HE BUUEPIaHO, 0COOIMBO il Yac BU-
kopucranHs 11, Texuomorii Ha ocHoBi 111, a TakoXk IHCTpYMEHTH @ipmyanbHOT
ma 0onoenenoi peanvHocmi MOXYTh BUKOPHUCTOBYBATHCS U TOTO, 00 CIIps-
MOBYBATH CITiBpOOITHHKA JI0 BUKOHAHHS OiIBIN CTELiaNi30BaHUX 3aBIaHb. To0TO
BiJIKPUBAIOTHCSI MOXKIIUBOCTI IS 3aTy4eHHS OLTBIIOl KITBKOCTI JIIOe 10 pobo-
YOT0 CEepEeIOBHINA NMUIIXOM CITBIIPAIi JIOIUHU 3 poOoTamMu Ha poOOYOMY MicIi
3aMiCTh TPOCTO 3aMiHU POOITHUKIB poOOTaMH, SIK TO BigOyBaeThCs MiX Yac
CBOTOZICHHOI CyIinbHOi aBTOMaTtu3amii. IHmyctpis 5.0 mae 3a mery 00’emHaTH
HalKpaie sK i3 TUPPOBOro, TaK 1 3 JIOJICHKOTO CBITY, MOEAHYIOUH YYyOBI 3/aT-
HOCTI KOTHITUBHOTO OOPOOJICHHS, MIBUJKICTh Ta YHIBEPCAIbHICTH POOOTIB pa3oM
3 IHTEJIEKTOM, BHHAXIIJIUBICTIO Ta KPEATHUBHICTIO JIIOACH, 30CEPEDKYIOUNCh Ha
cuHeprii Mix roapMu Ta L1

daxiBIi YKpaiHu BKe Telep MaroTh 3MOTY JETaNIbHIIIE 03HAHOMUTHCS 3 HO-
BUMH BUKIHKaMu [HmycTpii 5.0, sSKmo cnpoOyoTh 3a10BOJILHUTH KOHKYPCHI BU-

MOTH HOBOI miporpamu «['opu30HT-EBponay, sSKa rmoJana akTHBHO MPUHMATH MPO-
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€KTHI 3asBKU 32 Pi3HUMU npioputeramu [2]. BigcoTok 3 HHUX, XTO PO3yMi€ThCS B
3alPOIIOHOBAHMUX HAIpsIMax MPOTpaMH i 3JaTHUH cOpMyBaTH MPOEKTHI MPOMO-
3WIii, TOPIBHUIBHO HWXYWH, HiXK OyJIO B YacH MONEPEIHHOTO TEHIEpPYy 3aIlUTiB
quist iporpamu «["opuzoHT 2020%, sika 0a3yBanacs Ha MOTpedax 1 MOMIJIMBOCTSIX
Iagyctpii 4.0.

BHUMOTI'H /10 IIU®POBOi KOMIIETEHTHOCTI ®AXIBIIIB B YMOBAX
IHIYCTPII 5.0

PiBeHb KOMIIETEHTHOCTI € ITI¢ OJHWM 3 BOKIMBUX YHHHUKIB I [Hmyctpii 5.0.
[loTpebn y KOMIOETEHTHOCTI PO3BHBAIOTHCS TaK CaMmo MIBHIKO, K 1 TEXHOJIOTII.
€Bporelicbka POMUCIOBICTh OOPEThCS 3 HECTAuCl0 KOMIIETEHTHOCTI, a OCBITHI
Ta HAaBYAJIBHI 3aKJIaZy HE B 3MO3i 33/I0BOJFHUTH el monuT. Lle crocyeThes sk
eKCIIEPTHOTO PIiBHS, TaK 1 3araJbHUX BUMOT 1O U (PPOBOI KOMIIETEHTHOCT.

VY Ilporpami migBumeHHs kBamidikarii €C mepeadadeHo HU3KY MOTITHIHHX
iminiatuB. A came, B oHOBieHOMY [Ilnani Oiti y cany3i yugpoeoi oceimu
(2021-2027) BukmameHo OadeHHs €BpOIMEHCHKOT KOMICIi 11010 BHCOKOSIKICHUX,
IHKJTIO3UBHUX Ta JOCTYITHUX CHCTEM OCBITU Ta HaBYAHHS, IO BiIIOBIJAIOTh €IOCI
nudpoBux TexHomnorii [3]. Moro 1sa npioputeTy CIpAMOBaHi HA CIPUSHHS PO3-
BUTKY BHUCOKOC()EKTMBHOI €KOCHCTEMH ULU(PPOBOi OCBITH Ta MiABUIICHHS
U POBOT KOMITIETEHTHOCTI [UTsi uppoBoi TpaHchopMariii. MOKIUBUM BHXOJI0M
i3 1i€l HEBIAMOBITHOCTI KOMIIETEHTHOCTI MOXe OyTH HOBHI IMiJXiJ IO PO3BUTKY
TEXHOJIOTii. TEeXHOJNIOTiF0 MOXKHA 3pOOUTH OUIBIN IHTYiTHBHO 3pPO3YMiJOK Ta
3pYYHOIO IS KOPUCTYBaya, 00 MpalliBHUKaM He Oyiy MmoTpiOHi crierianbHi Ha-
BHYKH JIUIA i1 BUKOpUCcTaHHA. KpiM Toro, HaBYaHHSI MOYKHA PO3BHUBATH OJHOYACHO
3 MI€I0 TEXHOJIOTI€I0, THM CaMUM TapaHTYIOYH, IO HasBHI KOMIIETEHTHOCTI
HaWKpalie BiAMOBIAaTUMYTh BUMOTaM JI0 KOMITETEHTHOCTI y Taly3i.

VY 2013 p. €Bponeiiceka komicist myomikye Digital Comptences (DigComp 1.0) i
B 2016 p. octanHio Bepcito LludpoBoi crucTeMu KOMIETEHTHOCTI TSl TPOMaJIsTH
(DigComp 2), po3pobieHy BigAijioM JIOACBKOTO KamiTady Ta 3aiHATOCTI
(O6’enHanmit qocHimHUIBKAN 1eHTpP) ['eHepanbHOTO TUPEKTOpaTy 3 MUTaHb 3a-
HHATOCTI, COLIAIbHUX MHUTaHb Ta 1HKIIO3IT €Bponeiicbkoi komicii [5]. Kirouosi
KOMIIOHEHTH HU(POBOI KOMIIETEHTHOCTI BH3HAYEHO MIOAO 3HAHb, HABUYOK Ta
YMiHb, HEOOXITHHUX JUIsl BOJOAIHHS HU(POBOIO KoMITeTeHTHIcTIO. [li3Hime Bepcil
2.0 ¢peiiMBopka HamaHO 21 KOMIIETEHINIFO, SKi BU3HAYATh § piBHIB KBamiikarlii
(nBa 6a3oBi, JABa cepenHi, Ba MEPEIOBI i ABa BUII PiBHi), 3rpYIOBAHUX Y 1’ SATh
chep KOMIETESHTHOCTI (TaOIHIIs).

DigComp monomarae JItoJsM 3 HEAOCTaTHIMUA LU(GPOBUMHU HAaBUYKAMHU BU-
3HAYaTH HAWBaXKJIUBIII HABUYKH JUIS MTOKPAICHHS CBOTO OCOOHMCTOrO Ta mpode-
CIHHOTO JKUTTS 1 BiJICTIAKOBYBaTH CBill mporpec. AHAIOTIYHO IIyKadi poOOTH
MOXYTh BU3HAUUTH Ta MOSCHUTU CBOIO HU(PPOBY KOMIIETEHTHICTh ¥ CBOIX pe3lo-
Me. Born MoxyTh 6e3nocepeslHh0 BUKOPUCTOBYBATH IHCTPYMEHTH 1 METOIUKH
caMooIliHoOBaHHS, ki HaBeaeHo B DigComp. binpme Toro, poboTomasii Ta mo-
CTayaJbHUKH POOOYMX MiCIb MOBHHHI BHKOPHUCTOBYBAaTH IIEBHY «MOBY», II00
JOTIOMOTTH OMKCATH HABUYKH JIJIsl CBOTX BaKaHCIH JJISi CTBOPEHHSI OMUCY POOOTH.
LudpoBa koMIeTeHTHICTh mependadae BIEBHEHE Ta KPUTHYHE BUKOPUCTAHHS
TEXHOJIOT1H iH(pOPMAaLiHHOTO CYCIILCTBA ATl pOOOTH, BiANIOUMHKY, CIIIKYBaHHS
Ta PO3BUTKY CYCIIUILCTBA JUISI HACTYITHOTO PiBHSL.
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Cdepu mudposoi komnerenTHocti y DigComp 2.0

KoMmnerenTHicTh

Cdepu koMneTeHTHOCTI

1. Inpopmariis
Ta nudposa
TPaMOTHICTb

1.1. ITepernsan, momyk i ¢pineTpanis gaHUX, iHGopMaNii Ta HUPPOBUIL
KOHTEHT

Dopmyniosants iHpopmayiiiHux nompeod, nouwyx Oanux, iHgopmayii|
Mma KOHMeHmy y yugposux cepedosuyax, 30itiCHeHHs 00cmyny 00 OaHuXx,
inghopmayii ma Konmenmy i MOJICIUGICINb NEPEMIULYEAMUCS MIJIC HUMU.

1.2. OuiHIOBaHHS JaHKX, iHpOpMALii Ta IPPOBOTO BMICTY

TopisnanrbHuil ananiz ma KpumuuHe OYIHIOBAHHS OOCMOGIPHOCMI 1
HaodiliHocmi Odcepen OaHux, iHgopmayii ma yugpoeoeo KOHMeHMY.
Ananis, maymauenns, nepegipka  OOCMOGIpHOCMI ma  Kpumuuhe
OYinI08aHHA OaHUX, iHghopmayii ma yughpoeozo konmenmy.

1.3. Ynpasnints JaHuMU, iHGOpMALIi€ro Ta HUGPOBUM BMiCTOM

Opeanizayis, 30epicans ma ubdip OaHux, inopmayii ma KOHmMeHmy
vy yugposux  cepedosuwgax. Opeanizayis ma  00pobnenus  ix
Y CIPYKMYPOBAHOMY CepedosULlyi.

2. CrinikyBaHHS
1 criBmparis

2.1. B3aemogist 3a JOMOMOTO0 ITUPPOBHUX TEXHOJOTIiH

B3aemooia ma oonomoza wupoxomy cnekmpy yupposux mexmonoeiti
ma po3yMinHs, 5AKi 3aco0u yupposoeo 36’sa3Ky 00peyHi 0Nl 0AHO20 KOH-
mexcmy  (Wooo KYIbMYPHUX, COYIATbHUX, CHeYupiuHux 2eHOepHUX
siOMIHHOCMEL MOWO).

2.2. O6MiH 3a 10TIOMOT 00 IM(PPOBUX TEXHOJIOTIH

Buxopucmanns 6ionogionux yugposux 3acobie¢ ma mexnonoiu s
00MiHy Oanumu, ingopmayicio ma yudposum koumenmom. [isivHicms 6
SKOCHIE NOCEPEOHUKA, 3HAHHSI IPAKMUYHUX MEeMOOI8 ROCUIANHS Ma ampuOyyii.

2.3. 3anmy4eHHs rpoMajisiH 10 HU(PPOBUX TEXHOIOTIH

Yuacme y ocummi cycninecmea winAxom sUKOPUCAHHS 0epPIAHCABHUX T
npusamuux yugposux nocaye. Ilowryx moxrciueocmi camos00CKOHANEeHHS
ma 3anyyeHHs 2poMadsiH 00 GHCUBAHHS BGIONOBIOHUX YUPPOSUX
MexHOoN02I.

2.4. CniBnpans yepe3 HupoBi TEXHONIOrTT

3acmocyeanns yu@posux mexnono2ii ma IHCMpYMenmié 0.
Ccnienpayi, CinbHO20 CMBOPEHHS Ma PO3GUMKY YUPPOBUX PeCYPCie ma 3HAHD.

2.5. MepexxHuii eTuKeT

3uanus npasun noeedinku ma Hoy-xay wjoo0o KOpUCmyeanHs yugpo-
BUMU MEXHON02IAMU MaA 83aEMOOIL Y yugposux cepedosuwax. Adanmayis
cmpamezii  KOMyHiKayii ni0 KOHKpemHy ayoumopiio ma 6paxyeaHHs
PI3HOMAHIMHOCME KYIbMYpP I NOKOIIHb Y YUDPOBUX cepedosutyax.

2.6. Ynpasninas nudpoBoro ifeHTUdIKALIIE

CmeopeHnusi OOHIEl uu OeKibKOX YUuPposux ioeHmuyHocmel ma
VIPAGNIHHI HUMU, YMIHHS 3aXUCMUMU 6]1ACHY Penymayilo, npays 3 0anu-
MU, CMBOPEHUMU 3a OONOMO2010 OEKIIbKOX YUPposux 3acobis, cepedosuy
i cepsicis.

3. CTBOpeHHS
uudpoBoro
KOHTEHTY

3.1. Po3poGiennst uuppoBOro KOHTEHTY

Cmeopennss ma peoazyants yugpoeozco KoHmenmy y pizHux ¢gop-
Mamax, camo8upaicerHs Yyugposumu 3acooamu.

3.2. InTerpauis Ta IOBTOPHE PO3pOOIEHHS IU(DPOBOrO KOHTEHTY

3mina, ymouneHnHs, 600CKOHANIEHHA Ma inme2pyeanHs iHgopmayii ma
KOHMEHMY 6 ICHYIOUUX MACU6ax 3HAHbL ONS CMBOPEHHs HOBUX,
OpuciHanbHUX i OOPEeYHUX 3HAHb MA KOHMEHM).

3.3. ABTOpCBHKI IIpaBa Ta JileH3ii

Posyminna moeo, six asmopcvke npaso i niyensii nOWUpIOIOmMsbCs Ha
OaHi, inghopmayiio ma yugposuii konmenm. CmasienHs 00 NiPamcbLKo20
npozpamuozo 3abesneyenHs ma KOHMeHmy.

3.4. IlporpamyBaHHs

Inanysanns i po3pobienHs nocaio06HOCMI 3pO3YMIIUX THCMPYKYiil
07151 0OYUCTIOBATIbHUX CUCHeM O 8UpiuienHs nesHoi npobremu yu 0
BUKOHAHHA KOHKPEMHO20 3A80AHHS.
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Ipooosoicenns mabauyi

KoMneTeHTHICTH Cdepu koMneTeHTHOCTI

4.1. 3axucHi IpucTpoi

3axucm npucmpois ma yugposozo Konmenmy, po3yMiHHA pU3UKi6e ma
3aepo3 y yughposux cepedosuwax. 3HanHa 3ax00ie be3neku ma 3axucmy i
HANLeICHUM YUHOM YPAXYBAHHS UMO2 00 HAOTUHOCMI Ma NPUSAMHOCM.

4.2. 3axucT nepcoHAIBHUX JTaHUX Ta KOH(DIIeHIIHHOCTI

3axucm nepconanbHux OaHux ma nPUEAMHOCMI y yughposux cepedo-
suwax. Posyminna moeo, saK Kopucmyeamucs ma O0OMIHIOBAMUCS IH-
@opmayicro, saka 0036014€ GCMAHOGUMU  0COOY, 3i  30epedceHHAM
Modcaueocmi saxucmumu cebe ma iHwux 6i0 wkoou. Posyminna moezo, wo
yugposi cayscou xopucmyromocs «llonimuxoio xongioenyiinocmiy ons
4. bezneka inghopmyeanns npo me, K UKOPUCTNOBYIOMbCS NEPCOHANbHI OAHL.

4.3. OxopoHa 370poB’s Ta 0JIaronoIyqdst

Yminna ynuxkamu pusuxie ons 300pos’s i 3aepo3 ons QizuuHo2o ma
NCUXONO2IUHO20 ONAONONYUYA 3A4 KOPUCMYBAHMA YUDPOGUMU MEXHO-
nociamuy. Yminna saxucmumu cebe ma iHUUX 810 MONMCIUBUX Hebe3neK y
yugposux cepedosuwax (Hanpukiad, 6i0 Kibep3ansiKyeauHs). 3HaAHHA
Yupposux mexHonoziti 01 3ab6e3neveHnss coyianbHo20 01A20NONYYs ma
coyianvHoi inmezpayii.

4.4. 3axucT HaBKOJMIIHBOIO CEPEOBUILA

Ycsioomnenusn eniusy yupposux mexnono2ii ma ix KOpUCmysarHsa Ha
HABKOIUWHE cepedosuiye.

5.1. Po3B’s13aHHS TEXHIYHHUX MTPOOIEM

Busienennss mexuiunux npobnem nio uac excniyamayii npucmpois i
KOPUCMYBAHHI YUDPOBUMU Cepedosuamu ma po3e a3anus ix (8i0 nouty-
Ky HecnpasHocmell 00 po38 13aHHs CKIAOHIMUX Npodaem).

5.2. BusHaueHHst moTpe0 i TEXHOJIOTTYHKX 3aX0/IiB pearyBaHHs

Oyintosanns nomped, GusHaAueHHs, Gi0OIp MaA BUKOPUCTNOBYBAHHS
yugposux 3acobig 1 MONCIUBUX MEXHOIOSTUHUX 3AX00i6 peacy8anHs O0/is
3a00601eHHA yux nompe6b. Hanazodxcysanns ma npucmoco8ysanus yug-
Posux cepedosuny 32i0H0 3 ocobucmumu nompebamu (Hanpuxiao, Ois
3abe3neueHHs: 00CMynHoOCmi).
5. Bupinienus 5.3. TBopue BUKOpPHUCTaHHS IU(PPOBHUX TEXHOJIOTIH

npobiem Buxopucmogysanna yugposux 3acodie ma mexnonoeiti st CmeopeH-

H5 3HAMb | GHECEHHS HOBAMOPCHKUX 3MIH ) npoyecu ma npooyKyiro.

Inousioyanvna i korekmuena yuacme y ni3HAGAILHOMY ONPAYIOGAHHI
3 Memoio pO3YMIHHA i PO38 A3AHHA KOHYENMYaibHux npodiem i npoonem-
HUX cumyayii y yughposux cepedoguujax.

5.4. BusBneHHs nporanut y nudposii koMneTeHmii

Po3yminns moeo, @ siKux acnekmax yu@posy KomMnemenmuicms 0coou
HeoOXiOHO nidsuwumu abo OHO8UMU. YMIHHA RIOMPUMYBAMU [THULUX y
po36umKy ix yughposoi komnemernmuocmi. Towtyx moxciugocmi 0st camo-
PO36UMKY mMa NOOATbUWIO020 HAGUAHHSA, He eiocmagaiouu 6i0 npoyecy
esonoyii yughposux mexHonro2ii.

Ha 6a3i xomnerenmiii DigComp 3 HeBenmukuMu mMomudikarismu y 2016 p.
CTBOPEHO iHCTpyMeHT T Ha3Boro PIX10 mist BuMiproBaHHA Ta cepTudikarmii mud-
POBOi KOMIIETEHTHOCTI TpOMaJIsH, iHiniHoBanuii MiHicTepcTBoM ocBiTi ®PpaHIIii
[7]. Cooroani Oynp-sxuii ppaHKOMOBELh MOKE BUKOPHCTOBYBAaTH MOTO ISl OLi-
HIOBaHHS PiBHS H(PPOBOT KOMIIETEHTHOCTI.

[Minxin mo omiHOBaHHSA, 3acTocoBanuii tuiardgopmoro PIX 10, 6a3yerhcst Ha
3aBJaHHAX 1 Peali3yeThCsl OHJIAHH-IPOLEaYPaMH, IKi KOPUCTYyBadi BUKOHYIOTh Y
BJIACHOMY TEMIIi Ta Yaci, MPAaKTUKYIOYHCh Ta MEPEBIPAIOUN CBOIO IMTH(DPOBY KOM-
NETEHTHICTh y JIOCUTH irpoBiii MaHepi. [IpukinagoM Moxke OyTH 3aBIaHHs, KOJH 3
METOIO MePEeBIPUTH, YU KOPUCTYBa4 0BOJOAIB moHATTsIMH «Komis» Ta «IIpuxoBa-
Ha KOIIis» 3 enekTporHoi momrtu, PIX 10 mpomnonye oMy BimmpaBuTu Oe3moce-
PEIHBO €JIeKTPOHHMM JIMCT Ha MEBHY alIpecy, yKa3aBIlH CIeLialbHI AaHi B MOJSIX
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«Komism» Ta «IIpuxoBana koris». HeBaxImMBO 9r BiH BUKOPHUCTOBYE CBiif HOYTOYK
abo tenedoHn, OOT MepeBipUTH UM HACIPABAL BiH HaiClIaB €IEKTPOHHOTO JIMCTA Ta
MiATBEPANB CBOIO BiTIOBI/Ib.

Crin Bim3HaunTH, 110 gocBixm @panrii OyB Bukopucranuit €C [8] 1 Ykpai-
HOI0, 30KpeMa, y miarotosui [locranoBu KMY Ne 167-p Big 03.03.21 «/Ipo cxsa-
nenns Kownyenyii po3sumxy yu@posux Komnemewmuocmeu 8 CYCHIIbCMEGI
Ykpainu ma 3ameeposicenns niany 3axo0is wooo ii peanizayii» [9]. [Ipu mpomy B
2021 p. agantoBana pamka DigComp UA myis rpomMansH BKJIIOYae 5 BUMIpiB, 26
KOMITETCHTHOCTEH Ta 6 pIBHIB OBOJIOMIHHS KOXHOIO KomrreTeHitiero [10]. Jlomamo
HynboBHI BuUMip «OCHOBH KOMH’IOTepHo'i TPaMOTHOCT». CKoqueHH;I piBHIB
1 (ppoBOT KOMIIEHTHOCTI IS prau{mB 3a PaXyHOK BUJTY4CHHS HAWBHUILKX 3 HUX
BUJAETHCS HEBUIPABAAHUM, 00 3a1<p1nn}0€ BizicTaBaHHA BiTum3HAHOI [T iHmycTpii
Bifl 3apyOikHOI i HE CIpHsie MiATOTOBLI 10 BIpoBaKeHHs [HaycTpii 5.0.

HEOBXI/JIHI 3MIHH B OCBITI

HudpoBi KOMIETEHTHOCTI — HE €AMHI KOMIETEHTHOCTI, SIKi OyIyTh aKTyalbHH-
MU JUI IPOMHUCIOBUX POOITHUKIB Ha MiANPHEMCTBaX MailOyTHBhOTO. BeecBiTHil
BUpOOHNYNH (Gopym Bu3HAUMB 10 OCHOBHMX HAaBHYOK, SKi OyIyTh MOTPiOHI B
MaliOyTHHOMY BUPOOHHMIITBI. JIMBHO, ajie JIUIIC YOTHPHU 3 HUX HAJIekKaTh A0 mud-
POBHX KOMIETEHTHOCTEH: «yudposa epamomuicms, wimyunul inmeniexm ma ana-
JMUKa 0anuxy, «poboma 3 HOBUMU MEXHONOIAMUY, «Kibepbe3nexkay ma «yeadic-
Hicmb 00 Oanuxy. IHII KOMIIETEHTHOCTI — 1€ HACKpi3HI KOMIIETEHTHOCTI,
TIOB’SI3aH1 3 MEOPYUM, RIONPUEMHUUBKUM, ZHYYKUM [ HEYHEPEOHCeHUM MUC-
JIeHHAM.

Kommanii MO>XyTh 1 IOBUHHI BilirpaBaTu OifbII Ba)KIKMBY pOJIb B OCBITI Ta
HaBYaHHI NEPCOHANY, OCKUILKA BOHHM MAlOTh JIOCBiJ, 3HAHHS, a TaKOX MPAMUI
3B’SI30K 3 TEXHOJOTiSIMH. BOHM 3HAIOTh, SIKMX KOMIIETEHTHOCTEH HE BHCTauae, a
sIKi Oy Iy Th MOTPiOHI B MallOyTHHOMY .

Ocgita 5.0 mouMHAETHCS 3 JFOJCH, a HE 3 TEXHOJIOTiH. 1T Meta Oe3nocepe-
HBO CTOCYETHCSI KOHKPETHUX PE3yJIbTaTiB, SIKAX JIFOMU TOBHHHI OCATTH B pe-
3yJNbTaTi KOHKPETHOTO JOCBiy HaBuaHHsA. MoBa He #e mpo 3a0e3medeHHs KOX-
HOTO CiTyXada HOYTOYKOM YH TUIAHIIETOM, TIPO TMOKPALICHHSI iH(pacTpyKTypH Ta
3B 43Ky YU MPO p03p06neHH51 IU(pPOBHUX I 1H0prMeHTlB i HnaTq)opM a fide namo-
Micmb RpO ni02OMOGKY IHMENeKmyanbHo, COUiAIbHO MA eMOUIIIHO CUIbHUX
ocobucmocmeit, siKi TypOyIOTBCS TIEPEIYCIM TIPO OCOOUMCTICHHUM PO3BUTOK 5K 3a-
raJIbHOT METH Ta CBOE 310poB’si. [10TiM 11yTh BIAMOBIIHI CTpaTEriuHi, METOIHYHI
Ta meparorivyHi migxoau. OcraHHi, cepe] iHIIOTO, BKIOYAOTh CIIOCOOU TTOBEPHY-
TH CIyXadaM MOTHBAIIII0, TBOPYICTH Ta pamicTh HaB4aHH:. [{udpoBe obmagHaHHs,
iH(ppacTpyKTypa Ta wiaTGopMu BCe 1€ MOXKYTh MaTH BUPIIIAILHE 3HAYCHHS TYT,
OITHAK BOHH € (haKmopamu, a He Memoio.

Ocgira 5.0 30kpema Bkitouae [4, 12]:

* BU3HAHHSA JIIOJICHKHUX SKOCTEH LEHTPAILHIUM KOMITIOHEHTOM OCBiTH, BU3Ha-
YeHHS] KOMIIETEHTHOCTEH Ta poJieH, AKi HalKpalle BUKOHYIOTh JIIOAX (HalpuKial,
OB’ s13aHi 3 IHHOBAIIHHICTIO, TBOPYICTIO, KPUTUIHUM MHUCICHHSIM, aHATITHIHUMHA
3MI0HOCTSIMH, IU3aHHOM, CIIBUYTTSIM TOILIO) Ta KyJIbTHBYBAHHS 1X;

* ypaxyBaHHS HE JIMIIE MOTped PUHKY/KOMMaHii (MOXIUBICTh IpalleBIalll-
TYBaHHJ), a 1 MOTPeO CYCIiIbCTBA Ta CITyXadiB;

* TIPOTIOHYBAaHHS «3arajilbHOi OCBITH», MAalO4M Ha yBa3i 3arajibHy KapTUHY
TOTO, SIK OCBITHS MPOIO3UILIisl BIUCYETHCS B 3aTajbHy TPAEKTOPil0 HABYAHHS, PH-
HOK TIpalli Ta PO3BUTOK Y CBITi;
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* PO3TIISAAHHS CITyXadiB SIK areHTIB 3MiH 1 iX aKTHBHE 3aJy4eHHS JI0 PO3po0-
JICHHS Ta BIPOBA/)KEHHS HABUAIBHUX MPOTPAM;

* HaBYAHHS CJIyXadiB IaM’STaTH PO CBOIO B3aEMOJII0 3 TEXHOJIOTISIMHU, 30K-
pemMa mpo Oe3IeKy Ta eproHOMIKYy BJIOMa, B HaBYAIIBHOMY 3aKJaji Ta Ha poOoTi,
po HEOOXiOHICTh MATPUMYBATH rapHe (i3WdHE Ta MCHXiYHE 3A0POB’S Ta MOXK-
JIUBI HACTI KA HaIMIPHOTO/HEHAICKHOTO BILIMBY TEXHOJIOT1H, BKIIIOUAIOUH TE, 5K
MOJKHA 1X YHUKHYTH;

* MATOTOBKA CJIyXayiB A0 HAaBYAHHS MPOTATOM YCHOTO JKUTTS, IIEPEKOHAHHS,
110 OCBITHS IPOTO3HMIIiS PO3BUBAE 3/IATHICTh Ta TOTOBHICThH CTYACHTIB 10 Oe3re-
PEPBHOTO HABYAHHS MPOTSITOM YChOT'O MTPOQECIIHOTO KUTTS;

* 3a0e3medueHHsT CBOOOAN IiyIell HaBYaIBHOI MPOTpaMM Ta Pe3yJIbTaTiB Ha-
BYaHHS Bij 3BUYAHUX paMOK KBamiikarliii, mo0 BIpOBaIUTH BiINOBiTHE TEp-
COHAJTI30BaHe Ta 0COOMCTE HABUAHHS.

Sk MoxHa 1poro mocsraytu? Ilepexin go Oceitu 5.0 BUMarae IiTicHOI OCBIT-
HBOI TpaHchopmarii Ta mependavae Taki enemeHTy [4]:

® cmpameziio: TIEPEeBU3HAYCHHS KITFOUOBUX IJIEd Ta KOHKPETHUX 3aBJaHb
OCBITHIX Mpomno3ulliii y koutekcti OcBitu 5.0 (MOXe, HaBITh MEPEIIKY CIeIiab-
HOCTEH);

® cnisnpayro: MITPUMaHHS TPAKTHUK, SIKI BUXOAATH 32 MEXi THUIOBHX iH-
CTHTYLIHHUX MOZEJeH CHiBMpalli, 30KpeMa CTBOpeHHS e()eKTHBHHX HaBYALHHX
€KOCHCTEM, [Ki 3aIy4aloTh YCi KIIOYOBI TPYIM 3aIliKaBJICHUX CTOPIH (OKpeMHX
ocib Ta rpoman);

® 3uicm: BU3HAYCHHS, PO3POOJICHHS Ta BIPOBAIKEHHS KOHTEHTY, SIKHU Bi-
JINOBIJIA€ €IEMEHTY CTpaTerii (BKIIOYArUM aJeKBaTHHI OallaHC TEXHIYHUX 1 HE-
TeXHIYHUX JUCITUILTIH, TPUIUISIOYA OCOOJIMBY YBary MHUTAHHIM €THKH, COIliajh-
HO{ iHTerpaIlii, pi3HOMaHITHOCTI Ta CTAIOCTI TOIIIO);

® HasuanibHe cepedosuuye: CTBOPCHHS HABYAIBLHOTO CEPEIOBHUINA, SIKE Hali-
KpaIuM YMHOM BiIIOBia€ KOHKPETHUM IUIAM €JIeMEHTa CTpaTerii (HarmpuKiam,
HiAXOOM, 110 CTUMYJIIOIOTh MDKANCIMIUTIHAPHY Opi€HTAIiIo0, JU3aiiHepChKe MHUC-
JIeHHS, KOMaHIHUH AyX, KOJEKTUBHE BUpIMIEHHS MpPoOIeM, MOBENIHKY PHU3HKY,
eKCIIepUMEHTATbHI MiAXO0IN TOIIO);

® Mexawizmu peanizayii: BU3HAUYEHHS 1HCTPYMEHTIB, SIKi HalKpalie MiIxo-
IATH JUTA JOCATHEHHS ITUIEH eJeMEeHTa CTpaTerii, caMe TYT TEXHOJOTII0 MOXKHA
BUOMpaTH a00 He BUOMpATH SIK HAHOUIBII BiIMTOBIAHUN MeXaHI3M JOCTaBKU;

® OYiHIOBaHHA MA GU3HAMHA: IOCIIIKEHHS Ta PO3pOoOJeHHS BiANOBIAHUX
(hopmanbHUX Ta He(hopMaITbHUX cOCO0IB OIIHIOBaHHs Ta BUu3HaHHA 1u1st OcBith 5.0;

® 3abesneyents aKocmi: PO3POOJIEHHS KOHKPETHHX KPUTEPIiB SKOCTI IS
Ocgitu 5.0 Ta Ge3nepepBHII MOHITOPHHT SKOCTI.

Sxa ponp €C Ta HalliOHANPHHUX YPAMIB? YPAIHU BiAIrparoTh KIFOYOBY POIb y
npocyBanHi koHuenuii Ocsitu 5.0. MOXJIMBI KOHKPETHI 3aXO0AH:

® CIICIiaJIbHO CTUMYIIOIOTH 1HIIIaTHBH CBOEYACHOT'O TIEPEXOLY CYCIIILCTBA
no minHocTel [Haycrpii 5.0;

® CIPUSIOTh PO3BUTKY BHUCOKOE(PEKTHUBHOI MU(POBOI OCBITHBOI €KOCHUCTE-
MH, 30KpeMa, 3aMiCTh TOTO, MO0 CTABUTH TEXHOJIOTIi B IIEHTP OCBITHHOTO MOPS-
Ky IEHHOTO, BUPIIIYIOTh MHUTaHHA HUPPOBOiI TpaHcdopMalii Ha AOCSITHEHHS Oa-
JKAHUX Pe3yNbTaTiB HAaBYAHHS JUISl JIIOJICH;

® 330XOYYIOTh IHIIIATHBY MO0 BHU3HAYCHHS Ta TIOMTUPECHHS IIEPEIOBOTO
JIOCBily IUTSL KOXKHOTO 31 3rajianux Buile enemenTtiB Ocsitu 5.0;

® 330XOUyIOTH IHIIIATUBU ILOAO PO3POOJCHHS 3arajJbHUX PEKOMEHIALiH
JUISL TIOCTaYaIbHAUKIB OCBITH Ta HABYAHHS OO pO3pOOJICHHS Ta BIIPOBAIKCHHS
Ocgiti 5.0 i CTUMYTIOIOTH IPUAHSTTS IIUX PEKOMEHIAIIN;
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® 330XOUYYyIOTH IHILIATHBU ILIOJ0 MOHiTOpI/IHFy, aHaJi3y Ta 3amoOiraHHs
«IIOraHUM TPAKTHKAM» LH(DPOBOI OCBITH, sKi NPU3BOJATH 11O SHIKCHHA MOTHBA-
1i1, 3HWKEHHS MPOAYKTHBHOCTI Ta np06neM 31 3OPOB’SIM CITyXadiB;

® PO3pOOIIIOIOTE pEKOMEHAAlil UId MOCTayaJIbHUKIB OCBITH Ta CIIyXadiB
100 3aXKMCTY JaHUX 1 KOH(IACSHIIHHOCTI Ta IHIIMX aCTEKTiB HU(POBOT CTHKH;

® MPHUIUIAIOTH OCOOJIHMBY yBary CTBOPEHHIO 3JI0POBOTO CEpeIOBHINA B Ha-
BYAJIbHUX 3aKJIajJax, IX TEXHIYHOMY OCHAIICHHIO Y 3B’sI3Ky 31 CTPIMKUM 3pPOCTaH-
HSIM BUKOPUCTAHHS TEXHOJIOTH;

e BHPINIYIOTh BUKJIMKH Ta MOXJIHBOCTI manaemii Covid-19, mo mpu3sena
J0 Oe3mpeneneHTHOT0 BUKOPUCTAHHS TEXHOJOT1H, 30KpeMa B LIJAX OCBITH Ta
HaBYaHHS.

BUCHOBKH

VY 3B’s13Ky 3 OCOOJMBOCTSIMH €KOHOMIYHOTO PO3BHTKY YKpaiHH 3araibHe BIPOBa-
JDKEHHSI U(POBUX TEXHOIOTIH BiNOYBaNOCh 1 BifOyBaeThCs HE MOCTYIIOBO, a
cTpubKonoAiOHo. B YkpaiHi TUIbKkHM movanu 3BUKaTH 10 TepMiHa [amyctpii 4.0,
YBIBIIM HOTO HElaBHO B 0a30Bi gokymentu [9, 10, 14, 15], o BU3HAYAKOTH PO3-
BUTOK JIepKaBH Ha HACTYMHI 5—15 poKiB, BKIIIOYAIOUH 3aX0[H 3 aJanTalii A0 HO-
BUX YMOB OcBitH [16, 17]. A TyT cBiT Bxke posmouaB Oyayearu Iamyctpiro 5.0 i
3HOBY JOBEACThCS HA3[OTaHATH 1 Iepe3aBaHTayBaTHCs, Xo4 [HaycTpis 5.0 — ue
CYCIUIBCTBO, SIKE BUPINIyE Pi3HOMAHITHI COLIANbHO-TEXHIYHI TPOOIEeMH, BUKOPU-
CTOBYIOUH Pi3HI IHHOBALii, sIKi CTBOPEHO B €MOXY MpoMucioBoi [nayctpii 4.0.
OcCHOBHI BUCHOBKH Mpo Haciiaku [amyctpii 5.0 ans iHkeHepHOi OCBiTH, sIKi
3MOrJM O IOTIOMOTH YHIBEpCHTETaM IEPEOCMHCIUTH CBOIO OCBITHIO Ta JOCIiA-
HHULBKY JisUTBHICTH, epen0avaroTh YBeACHHS HOBHX, a HE MPOCTO YIOCKOHAe-
HHUX KOMIIETEHTHOCTEH, SIKI MOKHA BU3HAUYHUTHU K 00 ’€OHAMI KOMREMEHMHOCH
(fusion skills) 3 mocuiieHHss OOMiHY 3HAHHSMHU, JIOABMH, 1ACSIMU 1 TEXHOJOTIAMU
MK yHIBEpCHTETaMH Ta IXHIMH HapTHEpaMu B CIIOCiO, SKUi OLbIIe y3roIKy€eThCs
3 HACTYNIHUM TepeBaHTAKEHHSIM 10 HOBOTO THITy cycminbcTBa [13]. YHiBepcuTe-
TH HallKpallle NpaioloTh K PyIii EKOHOMIYHOTO Ta COL[iaIbHOTO PO3BUTKY, KON
BOHU CHCTEMAaTHYHO OOMIHIOIOTHCSI 3HAHHSMHU 31 CBOIMU IapTHEpPaMH B MPOMHC-
JIOBOCTI, 3 aKaJeMidHOi CIIIILHOTH Ta B ypsii, HAPUKIIAJ, 3 SBHAM HaMipoM
TMOKPAIUTH COIlialbHI pe3yJIbTaTH iHXKeHepii i3 BpaXyBaHHAM OadeHHs THITY
CyCHlJ‘IBCTBa Ta JKUTTA, AKE CBOIM HAIPALIOBAHHAM CTBOPIOIOTH iHiIiaTuBHI, Ta-
JIAHOBHTI Ta €KOJIOTIYHO BiANOBialbHI Cy4acHi iHXEHEPHU 1 iHKeHepu MaiOyT-
Hb0ro. TobT0 yHIBEpCHTETH 3a0€3MIeUyIOTh IEPEXPECT, Ha SKOMY (bszLaMeHTam;—
HI HayKOBI JOCII/DKCHHS Ta OCBITa NEPETHHAIOTHCS OE3MOCEpenHbO i3 CYCHIJ'ILHO
BXJIMBUMU IIPOrpaMaMy Bil IPOMHUCIIOBOCTI, ypsiiB, HEYPSIOBUX OpraHi3alii.
Po3BUTOK 1 BIpoBaKeHHS 00’ €IHAHUX KOMIIETEHTHOCTEH MOTpeOyIOTh CITi-
MBHAX JOCTIKEHb Y MEKAX Ta MK HAYKOBUMH AMCLMILTIHAME (Tajy3sMH) —
a0o0 HaBiTh BIOKUAAHHS i€l AMCLUIUIIHM SK OpraHi3auiiHOro NPUHLUIYY YHiBep-
CUTETCHKHUX IOCHIIPKEHb — 1 30MpaHHs CHIJIBHUX KOMaHA Ul MPOBEACHHS IO-
CIIKEHb, SIK1 € npoOieMo-opienmosanumu, a He TUCIUTUTIHAPHUMH, 1 3a7Ty4aroTh
MIPOMHUCIIOBUX Ta aKaJeMiYHHX TMapTHEPIB i CHiBPOOITHHUKIB, OCKIIEKH BOHH € BaXK-
JMBHMMHU JUIsI PO3BUTKY Ta BIPOBAKCHHA 00’ €JHAHUX KOMIleTeHTHOcTeH. KoHue
HeoOXiaHI HOBI mpodeciiiHi KypcH, IO BapifoioTh Bil IUGpoBoi TpaHchopMarii,
CTIHKMX MU(PPOBUX IHHOBAIINW O HACTIAKIB IITYYHOTO IHTEIEKTY I Oi3HECY i
MO>KJTUBOCTI 1HTEJIEKTYaJbHOI aBTOMATH3AIlil Ta MPUHHATTS PIllleHb, «OJOKYCH-
Hiikarii» y BUpOOHUTIH Ta JIOTICTHYHIN TPOMUCIIOBOCTi, KBAHTOBUX OOYHMCIICHD.
Ane mo06 migroryBaTé (axiBIliB 0 IMBHUAKUX TEXHOJIOTIYHHX 3MiH, KJITIOYEM €
TaKOX 30CEPEDKEHHs IIiJl 4ac HaBYaHHSI Ha TBOPYMX 3II0HOCTIX JIOAWHM, HA
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JIOACHKUX HABHYKAaX, TAKMX SIK KOMYHIKaIlis, JIiJIEPCTBO Ta BUTPUBAIICTh, a Ta-
KOX Ha I[IKaBOCTi, PO3YMiHHI Ta HABUYKaX YUTaHHA. T0OTO TyMaHiTapHa CKJIa0-
Ba OCBITH NIOBHHHA OyTH 3HaYHO MOCHJICHA 1, MOXKE, TPAIUIliiiHe NiJICHHS CIIemia-
JTHHOCTEH Ha TEXHIYHI 1 TyMaHiTapHI Bimilije B MHUHYJE. Y CBITi, JI¢ TEXHOIOTIi
IHTeTpoOBaHI Maike B KOXKHY YaCTHHY CYCIUIBCTBA, Iei MmiaXin Oinbine He Oyne
npakTuyHUM. CTyIIEHTH TIOBHHHI OBOJIOJITH HOBHUMH 00’€THAHUMH HaBHYKAMH,
00 BU)KUTH B CYCIHINIBCTBI, IO 3MIHIOETHCS, 1 00 KEPYBa#ATH IUMHU 3MiHAMHU. Y
MaiilOyTHROMY, Ha AyMKY (paxiBiiB SmnoHii, sika BUIepemxae iHIII KpaiHH CBITY B
noOynoBi cycminbcTBa [HIyCTpii 5.0, OyAe mepeBakaTu cUCTeMa OCBITH, B AKii
TaKi MpeAMETH, K MaTeMaTHka, HayKa IMpo JaHi Ta MPOrpaMyBaHHS, € 0a30BUMH
pa3oM 3 TaKUMH MIpeaMeTaMH, K dhiocodis Ta MOBH. «SIKmo B BUBYaeTe (Hi3u-
KY 3a CTCIIiaJIbHICTIO, BU TTOBUHHI TaKOX BUBYATH TYMaHITapHI HAyKH, 00, KOJIH
BH 3iTKHETeCS 3 (PUTOCOPCHRKMM UM €THYHUM IHTAHHAM Yy Balliii MalOyTHiH
Kap’epi, BU MOTJIM OW ITOETHATH CBOi HAYKOBI 3HAHHA 3 eTHKOIO» [18, 20].

Jl1is HaBYaHHS CTYICHTIB HOBITHIX KOMIIETEHI[IM Ta BAOCKOHAIIOBAHHS PiB-
Hi X MHCIICHHS BHWHHKae TMOTpeba y BHCOKOKBATi(iKOBAHMX BHKJIaJadax-
BuxoBaTelsx 5.0, sKi 3MaTHI HABYUTH CTUMYIIIOBATH M 3aCTOCOBYBATH JIOJCHKHMA
IHTEJeKT 1 MHCICHHS y TIpoleci CHUTbHOI poboTH poOoTIiB 1 Jromed B
KOMIT FOTEpPHOMY CcepeloBHINi. Taki poOOTH IHKONHM Ha3WBaIOTh KOOOTaMH
(Cobots, Collaborative Robots) [19], a BuxoBaTeni B nepconanizo8anomy peicumi
(K IHTIACHKI MyIpi «Typy») OyIyTh TOTyBaTH (DaxiBIiB KOMIT IOTEPHOTO CeperIo-
BUIIA, y SIKOMY MAIIWHHU 3 KOTHITHBHOIO JOCKOHANICTIO MOXYTh TPAIfOBAaTH Y
CITIBIIpaIli MiX cOOOI0 Ta CIBIIpaIi 3 JOILMU. A XTO i SIK OyJle TOTYBaTH CaMHUX
BuxoBarenent?! Ski 3ycuis Tpeda MpUKIacTy ISl TOro, 00 BUKJIAAa4i B €OXY
MPOMHUCIIOBOT peBoJtolii 4.0 nmpuadain KOMIETEHIiT, HEOOXIHI JIJIs MiATOTOBKU
¢axiBuiB cycminberBa [HaycTpis 5.0?7 ki OCHOBHI KOMMETEHIII] JIIOAWHU, HEOO-
XigHi i crisopari 3 HI1?

3po3yMisio, mo ocHOBOIO IHmycTpii 5.0 € mepconami3zoBana ocpita 5.0 [21].
Ilepen TemepinTHiMA BHKJIaJadaMH TIiJ 9ac BEIUKOTO Iepe3aBaHTaXEHHS 10 HO-
BOT'O THITY CYCIIJIbCTBA ITOCTAE 3aBaHHSI a00 OTPUMAHHS BiJIIIOBIIHOT MEpEMiaAro-
TOBKH IO ITI€] PEBOJIIOIINHOI 3MiHH, a00 MpHUiHATH 3peueHHS. [IponoHyeThes
MPOBECTH BiIMOBIJHY AUCKYCIIO 3 IIbOTO MPUBOJLY Ta MPUILIUTH il Cepiio3Hy yBary.
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Abstract. The rapid evolution of digital technologies is bringing significant changes to
society. The environment and human values are becoming more diverse and complex.
The society is entering a new phase of its development called Industry 5.0, a human-
centered one that realizes both economic development and entertainment with social is-
sues where people can enjoy a high quality of life. Such a major transformation of the
new type of a society significantly affects the organization of education as the basis of
Industry 5.0. The paper examines these inevitable changes, covering all the essential ele-
ments of personalized education and requiring the combined efforts of all key stakeholder
groups, including governments, education and training providers, industry, support bod-
ies, the wider community and, most importantly, students themselves.
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digital transformations, digital society.

HEWU3BEKHBIE U3MEHEHUSI B IT MHAYCTPUHU. NOAI'OTOBKA KAJIPOB B
YCJOBUSX MNOATOU MNPOMBIIIJIEHHOU PEBOJIIOIIMA (MHAYCTPUSA 5.0) /
A.N. Tlerpenxko

AnHortanusi. CTpeMHTeNIbHAs 3BOTIONHS HU(PPOBBIX TEXHOIOTHI BHOCUT 3HAYUTENIbHbIC
W3MEHEHHs B JKU3Hb 001IecTBa. OKpy)aromas cpea 1 AeSTeNbHOCTb JI0CH CTaHOBATCS
Bce Oouiee pa3HOOOpa3HBIMH K CIOKHBIME. OOIIECTBO BCTYMAaeT B HOBBI 3Tam CBOETO
pa3BuTHs 10 Ha3BaHueM MHgycTpust 5.0, KOTOPHIH OPHEHTUPOBAH HA YEJIOBEKA U B KO-
TOPOM PEATU3YIOTCS KaK YCJIOBHUSI SKOHOMUYECKOTO Pa3BUTHS, TAK M COLMAIBHBIX IPOOIEM
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co cdepbl pa3BiIeUeHHUs, U JTIOAM 00ECIEeUNBAIOTCS BBICOKMM KauecTBOM JKM3HH. Takas
Ooubliasi TpaHc(opMaIys B HOBBI TUII OOIIECTBA OKA3bIBACT CYIIECCTBEHHOE BIIHMSHHE
TaK)Xe Ha OpraHm3alnio o0pa3oBaHus Kak ocHOBbI Uuayctpuu 5.0. PaccMoTpeHbl Hews-
Oe)KHbIE M3MEHEHHsI, OXBAaTHIBAIOIINE BCE CYLICCTBEHHBIC 3JIEMEHTHI OpraHU3aluy IIep-
COHAJIM3UPOBAHHOTO 00pa3oBaHUs W TpeOyroue OOBECAMHEHHS YCHIMH KITIOYEBBIX
TPYIII, BKJIIOYAst IPABUTEIBCTBA, MOCTABIIMKOB 00pa30BaHUs M 00yUYEHHsl, TPOMBIILICHHOCTb,
BCIIOMOTATENBHBIE CTPYKTYPbI, O0IIIECTBEHHOCTb H, YTO CAMOE BOXKHOE, CAMHX CTYJICHTOB.

Kuarouessie ciioBa: Uuaycrpus 5.0, uudpoBas KOMIETEHTHOCTb, EPCOHATM3UPOBAHHOE
o0yueHue, MI(POBBIE TEXHOIOTUH, UPPOBEIE TpaHCHOPMALUH, IIUPPOBOE OOLIECTBO.
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Abstract. The study is dedicated to modern topic: the analysis of conditions
that lead to distortion of the time and space coordinates which results from
the general theory of relativity. The main goal of this research is to prove
the hypothesis regarding distortion of time and space using nuclear fusion
model. For this purpose the simulation instrument is used to imitate a mov-
ing proton that hits an electron of a hydrogen atom. The methodology of
simulation is based upon calculation of the probabilities of elastic scattering
and charge exchange of a proton with a target electron. The distortion is
modeled by the functions that relate time and space logarithmically for dis-
torted time and exponentially for distorted space. Such geometry construc-
tion is described by the Schrodinger equation using the electron wave func-
tion. Then the probability of charge exchange is calculated as the squared
coefficient of this wave function in the negative side of the geometry that is
divided by the sum of the squared coefficients of all the terms of the equa-
tion. Thus, the calculation result shows that the calculated probability of the
charge exchange is high when the time and space are not distorted. How-
ever, when time and space are distorted it decreases, and the probability of
elastic scattering is growing. The achieved result also indicates that the dis-
crete energy levels of electrons in hydrogen atoms shift when the distortion
of time and space occurs in the nuclear fusion.

Keywords: general theory of relativity, nuclear fusion, distortion of time and space,
charge exchange.

INTRODUCTION

In our previous research [2—8], we have found that a rotating ultra-heavy mass
that distorts time and space produces anti-gravity. Anti-gravity is another gravity
that holds the opposite sign, + or —, of the physical properties (energy intensity
and angular momentum) from those of normal gravity. Then we predicted that
anti-gravity should expand the size of the Universe. In addition, we developed the
concept of the flying craft having a disk-shaped body for interstellar travel. The
explicit images of the ultra-heavy mass that distorts time and space are a black
hole and a nuclear fusion reactor as they continue producing heavier nuclei by
fusing the lighter nuclei such as hydrogen, deuteron and tritium. By our previous
research we have so far completed the numeric simulation of a rotating ultra-
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heavy mass by applying the general theory of relativity with the mathematics of
the 4-dimensional tensors. However, the distortion of time and space is still an
unproven hypothesis.

A research question remains: whether the nuclear fusion relates to the distor-
tion of time and space, or not. To answer this question, we used an approximation
method. First, we have prepared an input dataset that simulates the infinite
4-dimensional time and space, by replacing them with the finite discrete values.
Then we set a geometrical placement of an electron in the field of two fixed pro-
tons with a separation in two-dimensional coordinates. With this setting, we cal-
culated the probabilities of the proton’s elastic scattering and its charge exchange
by the approximation method of quantum mechanics [9, pp. 95-97]. The prob-
ability of charge exchange leads to the fusion of the proton and the hydrogen-
atom. Also, we simulated the distortion of time and space by the same method of
our previous research [2—8], which was based on the general theory of relativity
[1 pp. 32-36]. Finally, by comparing the calculated probabilities with and without
the distortion of time and space, we examined the relation between nuclear fusion
and the distortion of time and space.

METHOD
Probabilities of charge exchange and elastic scattering by a moving proton

We have simulated a fusion of two hydrogen-atoms. But, to simplify the simula-
tion, we calculated the probabilities of moving proton’s charge exchange and its
elastic scattering with a target electron of a hydrogen atom. (Note: the moving
proton is called incident proton.) The reference [9, p. 95] sets a system of an elec-
tron in the field of fixed two protons. According to the reference, we set the fol-
lowing linear operator that is called Hamiltonian, considering the proton and the
hydrogen atom as two interacting quantum mechanical system:

H=—%V,2— 11 - 11 +%_$sz. (1)
r——R| |r+—R
2 2

It is an operator that forms Schrodinger’s equation shown below with wave
roo

. . . 1 .
functions, ¢(r,R), and X(R). It consists of five components. First, _EV 2 is

for the kinetic energy of electron where electron’s mass is 1 in atomic units, and
2
) op(r,R ) .
where Vrz is an operator that makes (%) , and @(r, R) is a wave function
r

. . 1 .
of electron’s coordinate » and proton’s coordinate R. Second; —EV & s for

the kinetic energy of the moving proton and V% is an operator that makes

0X(R)
OR
the mass of the proton. (Note: MV ,X(R) is the momentum p of a proton, and

[V XR)T
M

2
j , where X(R) is a wave function of the proton coordinate R. M is

p2/ 2M s the kinetic energy of a proton; then is the total kinetic

energy of two protons.) The other three terms of (1) are for the potential energies:
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1) potential energy of hydrogen atom with the target electron in its initial po-
sition
1
r— 1 R
2

2) potential energy of hydrogen atom with its electron after charge exchange

1

r+lR
2

B

b

3) potential energy of hydrogen’s proton

1
+—.

R
The potential energy of the target electron 1) induces the proton’s elastic
scattering, and the potential energy of the target electron 2) induces its charge ex-
change with the incident proton. The proton’s potential energy 3) induces both
elastic scattering and charge exchange of the slowly moving incident proton.
Because the proton is moving slower than the hydrogen atom’s electron,
—%V R2 , is called the slow subsystem H, of the Hamiltonian, and

1_ -, 1 1

_Evr_ -

r——R
2

1. .
7 +—, is called the fast subsystem /; of the Hamil-
r+—R
2

tonian. Then (1) becomes as follows:

Here H, plays the role of potential energy while H, plays the role of ki-

netic energy in the Hamiltonian (1). Then the following Schrédinger’s equation
gives the solution of the problem:

1 1 1 1 1
Ho,(r,R)X(R) = —EVE— - +——HVR2 ¢, (1, R)X(R) =

r_1R} 1| R
2

r+—R
2

= (Hl +H2)(pn(rsR)X(R) :En(Pn(raR)X(R) .

Henceforward we focus on the potential energy H; of Schrddinger’s
equation:

H,¢,(r,R)X(R)= —%vf— 1 +% ¢,(r,R)X(R) =

r—lR‘ !
2

r+—R
2

=H1(Pn(raR)X(R)=8n(Pn(raR)X(R)’ (2)
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where ¢, (7, R) X(R) is the solution known as a wave function and ¢, is the ei-

genvalue of the potential energy. The wave functions are continuous, but the
equation (2) leads to the discrete eigenvalues that define the energy states of the
hydrogen atom as the suffix »n gives discrete numbers, 0, 1, 2..., that define the
discrete energy states of the hydrogen atom with an electron. Hence, the hydro-
gen-atom has a discrete energy spectrum in its atomic structure, while the slowly
moving proton has a continuous energy spectrum.

Then the coefficients of the Schrodinger equation are calculated as solution
of the problem of an electron in the field of two fixed protons with separation
(distance) of R, as shown in Fig. 1 in a flat x—y coordinate system. Here, r
gives the distance between the origin O of the coordinates and an electron, which
is indicated in the plane polar coordinates. Here, (1/2)R, and —(1/2)R are the
locations of two protons on the x-axis; and, » —(1/2)R is the length of the vector
between the proton located at (1/2)R and the electron, and »+(1/2)R is the
length of the vector between the proton located at —(1/2)R and the electron, in-
dicated in plane polar coordinates.

Y
e

1 r 1
— r——R

r+2R >

< » X
_lR 0 lR
2 2

Fig. 1. Coordinates of two protons and an electron (modified from [9], p. 89, Fig. 21)

The Hamiltonian (1) is symmetric (» — —r) with respect to interchange of

the incident particle (a slowly moving proton) and target particle (an electron of
the hydrogen-atom). Here, the interchange of the particles means that the proton’s

+ charge changes to —. Then symmetric and anti-symmetric functions (pf (r,R)

and @ (r,R) are introduced. When the nucleons are far apart, the electron will be

localized near one or the other proton, therefore we have:

1

1 1
®%“(r,R)-— — | DY | r——R |+ D2 | r+—R ||, 3
n ( )R—>co \/E|: no( 2 j no( 2 ]:| ( )

where L{CI)Q (r 1 Rjiq)Q [r +1Rﬂ are hydrogen-atom’s wave functions
2 U 2 I
[8, p. 96].
The initial condition of the simulation is that the electron is attached to the
proton at + R/2 of x-coordinates. It means that the wave function of the electron
is initially:
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CI)=(D%[F—%RJ. (4)

Here, <I)nQ(r —1/2R) means that (pg is a function of »—1/2R, that is the
initial position of the electron, which is located at a distance from the coordinate
+1/2R to the electron e in the upper-right hand of Fig. 1. Here 1, means the elec-
tron’s initial state among its n energy states (4).

The uncertainty principle of quantum mechanics doesn’t determine the exact
position of an electron in a hydrogen-atom, but it only calculates the probability
of the electron’s position as the squared coefficients of Schrédinger’s equation (2)
that describes the system of the proton and the hydrogen-atom. Then in (2), the
coefficient of ®(»—1/2R) is for the proton’s elastic scattering, and the coeffi-
cient of ®(r—1/2R) is for the charge exchange (the capture of the proton by the
hydrogen-atom). In this simulation, an electron’s position is somewhere between
two symmetrically placed hydrogen atoms, while their protons’ positions are
fixed at the +1/2R, and —1/2R on the x-axis. Then these two protons are set in
Fig. 1 to calculate the coefficients of a slowly moving proton and a hydrogen-
atom of Schrodinger equation (2).

First, the position of the electron is at +1/2R of x-coordinates in Fig. 1. It
means the elastic scattering of the slowly moving proton because the electron of
Fig. 1 stays at the electron’s initial position with the hydrogen-atom’s proton that
is fixed at +1/2R. On the other hand, the move of the position of the hydrogen-
atom’s electron from +1/2R to —1/2R means the charge exchange (the hydro-
gen-atom’s electron changes its sign from + to —) by the interaction between the
slowly moving proton and the hydrogen-atom’s electron [9, p. 84].

Therefore, the coefficient of —+@n(r,R) of (2) gives the amplitude of

r——R
2

the elastic scattering of the proton; and, the coefficient of —+¢n (r,R)

r+—R
2

gives the amplitude of the charge exchange. The coefficient of + R/2 gives the
amplitude of both of the elastic scattering and the charge exchange to be made by
the hydrogen atom’s proton.

INPUT DATA FOR THE NUMERIC SIMULATION

If time and space are distorted (dependent on each other), the electron’s plane po-
lar coordinate » must be dependent on time. However, it contradicts the uncer-
tainty principle of quantum mechanics because the location of the electron cannot
be determined at any time by the principle. Then for the purpose of our numeric
simulation, we compromise this contradiction by defining the kinetic energy as a
constant term. The hydrogen-atom’s electron may change its position from its
initial position at +1/2R of x-coordinates, to the position of the charge exchange,
—1/2R, but the simulation doesn’t calculate when it occurs, but only the
probabilities of the occurrence.
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Then we assigned 24 discrete values for the coordinates of » and R as
shown in Fig. 2.

X — axis

Fig. 2. Coordinates » and R without the distortion of time and space

In our simulation, symmetric and anti-symmetric functions (pf (r,R) and

0, (r,R) are substituted by the symmetric geometry of two hydrogen atoms as the

mirror images on the both-sides of the origin O, as shown in Fig. 3. We assign
the value of R by the empirically measured radius, 25 pico-meters, of hydrogen-
atom [10]. Because two hydrogen-atoms are placed next to each other in Fig. 3,
we assign 50 to the value of R. If charge exchange happens, the electron’s plane
polar coordinate, r, changes its position from the initial position, + R/2 of x-
coordinates, to the position of the charge exchange, —1/2R . Then the relation
between » and R is as follows:
R
r (2] +x°, ®)

where x is the distance from the origin O toward —1/2R and toward +1/2R, and
the origin O is at 0 on the x-axis, —1/2R is at -12 on the x-axis; and, +1/2R is
at +12 on the x-axis. The electron is initially attached to the proton at +1/2R of
x-coordinates (5); and then it will be attached to the proton at —1/2R of
x-coordinates after the charge exchange.

Electron’s porition after charge exchange v Electron’s initial position

r+—R

[

A

b | =

Fig. 3. Position of the electron and its coordinate
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As stated by (3), the nucleons are far apart; therefore, the electron will be lo-
calized near one or the other proton. However, it doesn’t mean that R in this simu-
lation should be far apart to infinity, but it only justifies the wave functions of
hydrogen-atom that distinguish the initial state of the wave function

1 . 1
CI)nQ0 (r - ERJ and the wave function (Dgo (r + ER) after the charge exchange.

Then we set sine curves as the wave functions ¢, (7,R) of (2). And we set
two frequencies, w; and w, as shown in Fig. 4, for simulating the lower energy

state (the lower frequency) and the higher energy state (the higher frequency) of
the electron of the hydrogen atom. These sine curves are the functions of » and

R, which ¢,(r,R) require.

sin w; sin w,

sine

J L ® s ox 2 9 N ® B B 0 A

X — axis
Fig. 4. Sine curves with lower frequency w, and the higher frequency w,
If » and R are dependent on ¢, » becomes distorted distance p, while ¢ be-
comes distorted time t as shown in Fig. 5 and Fig. 6. In Fig. 2 shown above, r

and R are distance without the distortion. However, in Fig. 5 and Fig. 6, r and p are
time and distance showing the interaction with each other. They are calculated by:

T=t+ f(r); (6)
p=t+g(r), (7

where, f(r) and g() are given functions of » [9 p. 34]. We set them as shown be-
low, logarithmic distortion, and with exponential distortion:

f(r)=logr,
g(r)=e".

distorted r
m

b :\{3 & ks = R o i L © o o
X — axi1s

Fig. 5. Distorted coordinates of the electron’s position (p) with interaction of time and space
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We assume that logarithmic distortion for distorted time (6) and exponential
distortion for distorted space (7). We think that distorted time should not vary ex-
ponentially, because distorted time coordinates should give the basis (less variable
than exponential) of the 4-dimensional time and space even if they interact with
space.

To calculate (6) and (7), we assigned a time coordinate ¢ on the x-axis from
+12 to -12, as the electron’s initial position is at +12. According to (7), R is also
affected by ¢, but it doesn’t change as much as r does as shown in Fig. 6.

BE+21

BE+21

4E+21

distorted r
(%]
m
i

2E+21

1E+21

':I T T T T T T T T T T T T T T T T T T T T T T T T
KU % B YR T a9 LR S T 4
X — axis

Fig. 6. Distorted coordinates of the proton’s position (R) with interaction of time and space

For the distorted » and the distorted R, we used the same wave function
(sine curve) as shown in Fig. 4.

ALGORITHM OF THE SIMULATION

The probability of charge exchange was calculated by the equation shown below:
1
Hy0,(r, R)X(R) = —Evf(pn (r,R)X(R)—

0,(r R)X(R) %X(R) .@®)

- Cl(;J@n (r,R) X (R)— Cz(mJ

r—(1/2)R

For this numeric simulation, we defined that —lV 2(p (r,R)X(R)+
2 r n

1 : : .
+ EX (R) is a constant term (let’s put it as 7), and it is not affected by the geometry

for the potential energy of the system in Fig. 1. Then we can use the matrix algebra
shown below to calculate the coefficients, C; and C,. Also, we don’t need X (R)
henceforward, because (8) becomes independent from R . Then (8) becomes

1 1
Hy,(r,R)=T- {— C{m]%(’”ﬂ) - Cz[m} (pn(raR):|_

=T - {— Cl(;J sinw-C, (;J sin w} . ©)
r—>1/2)R r+({1/2)R

44 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 1



The proof of hypothesis regarding distortion of time and space using the nuclear fusion model

When the reference [9] was published in 1969, a personal power computer of
today was not available; therefore, it further described the algorithm in mathe-
matical forms with calculus. Also, it suggested that the squared module of the
coefficient C, of —[1/(r+(1/2)R)]¢, gave the probability of charge exchange
[9, p. 86]. In this research we used a personal computer to calculate the coeffi-
cients, C; and C,, with the matrix algebra shown below.

First, we set a two-column matrix X,

_—lsinw —sinw=[X1 Xz],
r+(1/2)R r—(1/2)R

and a two-row vector made of two coefficients, C; and C,:

now, (9) becomes as follows:
Hl(Pn(r?R) =T-Xc= T_(CIXI + C2X2) .
Then we set the boundary conditions to solve the problem:

oH, 9, (r R _
oC '

n

For example, in case of n=1, we have:

o[ H R
[1“’5—5” = 2H,0, (R RY-X) = 0.

Then
X'Heo,(r,R)=0,

where X' is a transpose matrix of X .

On the other hand,

Ho,(r,R)=T-Xc;
therefore,
X (T-Xc)=0.
Then, we can write:
X' Xe=XT.
Therefore, the coefficients are calculated by the equation:

c=(X'X)'X'T,

where (X'X )_1 is the inverse matrix of X'X . In this simulation, we set T as

a 25 row-vector of unity (one), therefore the calculated coefficients are not abso-
lute probabilities, but relative probabilities to the unity 7 . We think that it is suf-
ficient to assign unity to 7 , because the goal of this simulation is to calculate the
probabilities by means of relative squared modules of the coefficients. The calcu-
lated coefficients are proportional to the eigenvalues of the hydrogen atom.
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RESULT

Fig. 7 and Fig. 8 show the calculated probabilities of the charge exchange and the
elastic scattering of the slowly moving proton to the target electron. The prob-
abilities shown in these figures are the calculated results that don’t take distorted
time and space. Table 1 shows the calculated values of these figures. The prob-
ability of the proton’s elastic scattering is calculated by the squared coefficient C;
divided by the sum of the squared coefficients of C; and C,, and the probability
of the proton’s charge exchange is calculated by squared C, divided by the sum

of the squared coefficients of C; and C, .
Probability

1,200E+00

1,000E+00 -

8,000E-01 4

6,000E-01 4

4,000E-01

2,000E-01 4

0,000E+00

Proton’s elastic scattering Proton’s charge exchange

Fig. 7. Calculated probabilities of elastic scattering and change exchange with sin w,
(without the distortion of time and space)

Probability
1,200E+00

1,000E+00 -

8,000E-01 4
6,000E-01 4
4,000E-01

2,000E-01 4

0,000E+00

Proton’s elastic scattering Proton’s charge exchange

Fig. 8. Calculated probabilities of elastic scattering and change exchange with sin w,
(without the distortion of time and space)

Table 1. Calculated probability without the distortion of time and space

Parameter C; for C, for
elastic scattering charge exchange

102 j 10l

Coefficient 74 1,252 1073 6,220 104
W, 7,733-10 -6,068-10

. ‘4 . 71

Squared coefficient i 1,568 1075 3,868 1071
W, 5,979-10 3,682:10

104 101

Probability /4 4,051 104 9,996 1071
W, 1,624-10 9,998:10

Note: The probability is a squared coefficient divided by the sum of squared coef-
ficients
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Fig. 9, Fig. 10 and Table 2 show the result of the simulation with the dis-
torted time 7 and distorted distance p. The probability of the charge exchange is
lower than the probability without distortion shown in Fig. 7, Fig. 8 and Table 1.
Instead, the probability of elastic scattering appears and reaches the same prob-
ability of charge exchange. It is also noted that the values of the coefficients of
the equation shift from those without distortion of time and space. It means that
the eigenvalues of Schrédinger equation (2) shift, i.e., the discrete energy states of
the hydrogen atom also shift.

Probability

6,000E-01

5,000E-01

4,000E-01

3,000E-01

2,000E-01 -

1,000E-01

0,000E+00 T

Proton’s elastic scattering Proton’s charge exchange

Fig. 9. Calculated probabilities of elastic scattering and change exchange with the
distortion of time and space (sin w,)

Probability
6,000E-01

5,000E-01 -

4,000E-01 4
3,000E-01 -
2,000E-01 -

1,000E-01

0,000E+00 T
Proton’s elastic scattering Proton’s charge exchange

Fig. 10. Calculated probabilities of elastic scattering and change exchange with the
distortion of time and space (sin w,)

Table 2. Calculated probability with the distortion of time and space

Parameter Ci for C, for
elastic scattering charge exchange
o | W | Leme e
Squared coefficient Z; 421:;(5)2182 ‘2‘2;(5)2 igz
oy || ol

Note: The probability is a squared coefficient divided by sum of the squared coefficients.

CONCLUSIONS AND RECOMMENDATIONS

The result of the simulation shows that the proton is captured by the hydrogen
atom by the charge exchange at the beginning of nuclear fusion when the mass is
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not yet heavy and when time and space are still independent. However, as the fu-
sion process proceeds and time and space are interacted, the elastic scattering of
the proton appears. It means that the nuclear fusion reaches saturation at some
point of the process with the distorted time and space.

The experiment of nuclear fusion may verify the distortion of time and
space. In our numeric simulation, the coefficient of the charge exchange differs
between the cases with and without the distortion. It means that the discrete en-
ergy states of the electron in the hydrogen atom should also vary because the so-
lution of discrete eigenvalues of Schrodinger equation (2) shifts from the case
without the distortion to the case with the distortion. (The wave functions such as
sine curves are continuous, but the equation (2) leads to the discrete eigenvalues
that define the energy states of the hydrogen atom). Also, if the increased proton’s
elastic scattering is observed in the experiment, it verifies the distortion of time
and space.

Therefore, if a laboratory experiment of nuclear fusion detects the shift of
electron’s energy states of the hydrogen atom and/or increase of the proton’s elas-
tic scattering, it will confirm the distortion of time and space in nuclear fusion.

REFERENCES

1. P.AM. Dirac, General Theory of Relativity. New York: Florida University, A Wiley
Interscience Publication, John Wiley & Sons, 1975, 69 p.

2. Y. Matsuki and P.I. Bidyuk, “Theory and Simulation of Artificial Antigravity”, I[EEE
2" International Conference on System Analysis Intelligent Computing, October
2020, Kyiv, Ukraine. doi: 10.1109/SAIC51296.2020.9239195.

3. Y. Matsuki and P.I. Bidyuk, “Numerical Simulation of Gravitational Waves from a
Black Hole, using Curvature Tensors”, System Research&lInformation Technology,
no. 1, pp. 54-67, 2020. doi: 10.20535/SRIT.2308.8893.2020.1.05.

4. Y. Matsuki and P.I. Bidyuk, “Simulating the Rotation of a Black Hole and Antigrav-
ity”, System Research & Information Technology, no. 3, pp. 124-137, 2020. doi:
10.20535/SRIT.2308.8893.2020.3.09.

5. Y. Matsuki and P.I. Bidyuk, “Simulation of a Rotating Strong Gravity that Reverses
Time”, System Research & Information Technology, no. 3, pp. 7-16, 2021. doi:
10.20535/SRIT.2308.8893.2021.3.01.

6. Y. Matsuki and P.I. Bidyuk, “Numeric Simulation of Artificial Antigravity upon
General Theory of Relativity”, Advances in Science, Technology and Engineering
Systems Journal, 6(3), pp. 45-53, May 2021. doi: 10.25046/aj060307.

7. Y. Matsuki and P.I. Bidyuk, “Numeric Simulation of the Waves from Artificial Anti-
gravity upon General Theory of Relativity”, Advances in Science, Technology and
Engineering Systems Journal, 6(5), pp. 158-166, October 2021. doi:
10.25046/aj060518.

8. Y. Matsuki and P.I. Bidyuk, 4 COURSE IN BLACK HOLE SIMULATION: Applica-
tion of the general theory of relativity. LAP LAMBERT Academic Publishing, Oc-
tober 2021, 84 p.

9. A.B. Migdal and V. Krainov, Approximation Methods in Quantum Mechanics. New
York, Amsterdam: W.A. Benjamin Inc., 1969, 146 p.

10. J.C. Slater, “Atomic Radii in Crystals”, J. Chem. Phys., 41, 3199, 1964. Available:
https://aip.scitation.org/ doi.org/10.1063/1.1725697

Received 05.01.2022

48 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 1



The proof of hypothesis regarding distortion of time and space using the nuclear fusion model

INFORMATION ON THE ARTICLE

Yoshio Matsuki, ORCID: 0000-0002-5917-8263, National University of Kyiv-Mohyla
Academy, Ukraine, e-mail: matsuki@wdc.org.ua

Petro 1. Bidyuk, ORCID: 0000-0002-7421-3565, Institute for Applied System Analysis
of the National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Insti-
tute”, Ukraine, e-mail: pbidyuke 00@ukr.net

AOBEJEHHS THHIOTE3U CTOCOBHO BIAXWJIEHHS YACY I TIPOCTOPY
HA OCHOBI MOJIEJII AAEPHOI'O CUHTE3Y / . Manyxi, I1.1. bintok

AnoTanisi. JlociiDkeHHS IPUCBSIYEHO CydYacHIH TeMaTHIli: aHaJli3y yMOB, SIKi IIpH-
3BOJSTH JI0 CHOTBOPCHHS KOOPAMHAT 4Yacy i MpOCTOpy, — SIBHIIA, 10 € HACIIIKOM
3arajbHOI Teopii BITHOCHOCTI, TOOTO KOJM Yac i MPOCTIp CTaI0Th B3a€MO3aJICKHUMHU.
Jlns aHanizy BUKOPHCTAHO IHCTPYyMEHTapiil iMiTamifHOro MOJEIOBAaHHS 3 METOIO
imiTarii pyxy mpoToHa, sSIKHil BIapsi€ eIeKTPOH aroMa BOJHIO. MeTomooris Moze-
JIIOBAaHHS IPYHTYEThCS Ha OOYMCICHHI HMOBIPHOCTEH MpPY)KHOTO PO3CIIOBaHHS i
oOMiHy 3apsmaMH TPOTOHa Ta IJIBOBOTO €JEKTpOHAa. Take CHOTBOPEHHS
MOJIETIOETHCS (QYHKUIAMHE, AKi 3B’SI3YIOTh JIOTapU(PMIYHO KOOPIUHATH Yacy i Mpo-
CTOpY y BHIAJKy CIIOTBOPEHHS 4acy i €KCIIOHCHLIHO Yy BHIAIKy CIIOTBOPECHHS
npoctopy. I'eomerpiro miei B3aemonuii onucano piBHsHHAM [llpexninrepa 3 BHKOpH-
CTaHHSM XBWJILOBOI (YHKIIi enekTpoHa. IMOBipHICTE OOMIiHY 3apsaoM OOYHCIEHO
IiIeHHSM KBazpara KoedilieHTa XBWIbOBOI (yHKIIT Ha CyMy KBajapaTiB
Koe(illi€HTIB yCiX wIeHiB pIBHSIHHA. Pe3ysibTaTH pO3paxyHKIiB IOKa3yIOTb:
iMOBIpHICTh 0OMiHY 3apsiIOM BHCOKA, SIKIIO Yac i IPOCTip HE MAIOTh BiIXUJICHb, aje
KO 4Yac 1 MpOCTip CIIOTBOPIOIOTHCS, BOHA 3MEHIIYEThCS 1 30UIBLIYETHCS
HMOBIpHICTh MPYKHOTO po3citoBaHHA. OTpUMaHUil pe3ysnbTaT CBITYHUTH PO TE, IO
IUCKPETHI PiBHI €HEprii eeKTPOHIB aTOMIB BOIHIO 3MILIYIOThCS Y BUMAAKY, KOIH Y
HPOILIECI SIEPHOrO CHHTE3y BUHHKAE CIIOTBOPEHHS 4acy i MpOCTopy.

KurouoBi ciioBa: 3aranbHa Teopist BIAHOCHOCTI, sIIEPHUIl CHHTE3, CIIOTBOPEHHS Ya-
cy 1 mpocTopy, OOMiH 3apsaaMu.

JOKA3SATEJBCTBO TUIIOTE3bI OB MCKAXEHHUHA BPEM]%HI/I n
IMPOCTPAHCTBA HA OCHOBE MO/IEJIA SAIIEPHOI'O CUHTE3A / . Many-
ku, I1.W. bumrok

AnHoTamus. VccrnenoBanue MOCBSIIEHO COBPEMEHHON TEMaTHKE: aHAIM3y YCIOo-
BUH, KOTOpBIE IPUBOJAT K NCKAXXEHUIO KOOPAWHAT BPEMEHH U NPOCTPAHCTBA — SIB-
JICHWsI, 4TO SIBJISICTCS CICICTBHEM OOIIEil TEOPUN OTHOCHTENILHOCTH, T.€. KOTAa Bpe-
Msl U TIPOCTPAHCTBO CTAIOT B3aMMHO 3aBUCUMBIMHK. [IJIsI aHanu3a HCIOIb30BAHO
MHCTPYMEHTApUl MMHTAIlMOHHOTO MOJAENUPOBAHUS C LENbI0 MMHTALUH JBHXKECHHS
MPOTOHA, KOTOPEIH yaapsieT 3JIEKTPOH aToMa BOAOPOAA. MeETOMO0NOTHS MOJEIHpPO-
BAHHMS OCHOBBIBACTCS HA BBIUMCIICHUH BEPOSATHOCTEH YIPYTOTo paccessHus 1 0OMeHa
3apsijaMy NIPOTOHA U LEJIEBOTO JIEKTpoHa. Takoe HCKaKeHUe MoAenupyercs (QyHK-
IUSMH, KOTOPBIC CBSI3BIBAIOT JIOTAPU(PMUUECKH KOOPJMHATHI BPEMEHU M IIPOCTPaH-
CTBa B CJIyyae MCKAXXCHUS BPEMEHU U SKCIIOHCHLUAJIBHO B CIydae UCKaKEHHs Ipo-
cTpaHcTBa. ['eomerpus 3TOro B3aumozelcTBUs onucaHa ypaBHeHueM lllpenunrepa
C UCIIOJIB30BAHUEM BOJHOBOH (D)YHKLMH 3JIEKTpOHA. BeposTHOCTh 0OMeHa 3apsnoM
BBIYHMCIICHA JIEJICHHEM KBaapaTa KO3(DQHIMEHTa BOJHOBOW (YHKIMH Ha CyMMY
KBaJIpaToB KOA(P(UINCHTOB BCEX WICHOB ypaBHEHUs. Pe3ynbTaTsl pacdeToB IMOKa-
3BIBAIOT, YTO BEPOATHOCTH OOMEHA 3apsIIOM BEICOKA, €CIIH BPEeMsI I IPOCTPAHCTBO HE
UMEIOT OTKJIOHEHHH, a €CIIM BpeMsI M IPOCTPAHCTBO HCKAXAIOTCS, TO OHA YMEHBIIA-
€TCsl M YBEIMUHMBACTCSI BEPOSTHOCTD YIPYroro paccesHus. [lomydeHHBI pe3yabrar
CBHJIETEJILCTBYET O TOM, YTO JUCKPETHBIC YPOBHHU JHEPTUH IEKTPOHOB aTOMOB BO-
JI0poJia CMEIAIOTCS B CiIydyae, KOT/ia B MPOIECCe SEPHOrO CHHTE3a BO3HUKAET HC-
Ka)kKeHHe BPEMEHH U NIPOCTPAHCTBA.

KiroueBble c10Ba: 001ast TeOpUsi OTHOCUTEIIBHOCTH, SIICPHBIN CHHTE3, HCKaXKCHHUE
BPEMEHH U IPOCTPAHCTBA, epe3apsiaKa.
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Abstract. Cultural values have long been the objects of crimes, among which the
export from the state stands out. Falsification hides artworks from customs control
and its detection requires a long examination using a variety of methods of analysis.
This article discusses the task of verifying painting’s authenticity during customs in-
spection. A two-stage procedure is proposed, which includes a quick check based on
the analysis of painting’s images and a longer museum expertize. To implement the
image analysis, it is proposed to use an intelligent decision-making system, which is
based on a classifier that implements the k-nearest neighbors algorithm. A set of fea-
tures to describe painting’s properties is formed, metrics for calculating the similar-
ity measure on objects in the course of classification is proposed. To train an algo-
rithm, a dataset is proposed, which includes paintings by world and European artists,
as well as Ukrainian painters from different centuries.

Keywords: intelligent decision-making system, automatic classification, k-nearest
neighbors, customs examination, paintings.

INTRODUCTION

The rapid rates of art market growth and constantly increasing demand for works
of fine art have led to the fact that the problem of authenticating works of art has
become extremely urgent for all market participants: art museums and galleries,
auctions, collectors and individuals, and for states customs services.

Works of fine art have long ceased to be just an expression of the artist’s
ideas and intentions; they often function as payment means and objects for profit-
able investments. For this reason, the paintings of famous masters have become
associated with criminal activities — forgeries, embezzlements, illegal transporta-
tion across state borders. The canvases of famous artists are especially widely fal-
sified. Falsifiers not only inflict enormous material damage on states, paintings
owners, but also spiritually devalue the works of great masters of painting, which
poses a threat to the economic security of states [1]. Falsification of works of fine
art means the production of counterfeit painting objects and their sale to obtain
material benefits. Depending on forger qualifications, used techniques, technical
means and materials in painting, there are fakes of different complexity — from
simple (copying) to super forgeries, to establish which authenticity is extremely
difficult even for specialists.

Expertize procedures are used to establish the paintings authenticity, or at
least to determine the degree to which they are classified as “cultural value” or
“national wealth”. There are two types of expertise — customs and museum ex-
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pertise [2]. The purpose of the customs examination is to ensure economic secu-
rity in the country. Customs expertise is strictly structured and has a hierarchy of
goals, where dating is at the top, and rest of data obtained is additional and basic
for the conclusion whether this work belongs to the appropriate category.

The ultimate goal of museum expertise is to establish the authenticity and
authorship of a painting. Currently, four main methods of authenticating pictures
are used: forensic, attributive, technological, complex [3].

The forensic method includes: studies of author’s signature on the picture;
examinations of painting author fingerprints; research of handwritten notes, signa-
tures, imprints of seals (stamps) on reverse side of the picture; analysis of prove-
nance reliability (the work ownership history from creation moment to present).
Currently, the concept of provenance has expanded: it also includes a list of
checks or invoices proving the fact of purchasing an item for a certain amount,
expert assessments, history of participation in auctions, reproductions in books
and catalogs, participation in exhibitions, as well as any references in relevant
literature.

The attributional method consists in studying the art form details to find out
the specifics of master individual style.

The technological method is implemented using various technical means of
analysis: microscopic, X-ray spectral, macrophotography, as well as photography
in ultraviolet and reflected infrared rays, etc. In the technological method of re-
search, all elements of picture are analyzed: base, soil, paint layer, etc. From the
obtained data, it is established that at various stages of his career, what certain
primers, paints, varnishes, brushes the artist used. The results show that each artist
has his own manner of “painting”, his own special technique, and style. To in-
crease reliability of making a decision on the paintings authenticity, a complex
forensic, technological and art history expertise is used [4]. The practical use of
complex examinations for paintings authentication requires not only involvement
of highly qualified experts groups equipped with the necessary technical means,
but also significant financial and time costs. A systematic solution to this problem
is possible based on intelligent video analytics, machine learning methods and
computational intelligence.

Taking into account the effect of time factor, we can say that the customs
examination should be more efficient to ensure a quick decision on the possibility
of exporting art object outside the state. Museum expertise is not so strictly lim-
ited in time, since it is not performed at border crossing points. Obviously, for
customs examination, the choice of methods used is rather limited in terms of
speed: these are variants of technological method based on photographing works
of art in different lighting conditions (studio, infrared, ultraviolet, X-ray), macro
photography. The rest of technological methods, as well as forensic, art history
and attributive expertise cannot be promptly performed under conditions of cus-
toms control. Therefore, a two-stage procedure for establishing the authenticity and
authorship of paintings is proposed (Fig. 1).

In this work, the first stage of the examination will be considered — the cus-
toms one, which is proposed to be implemented using one of technological meth-
ods, namely, photographing works of painting with high resolution under studio
lighting conditions.
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Stage Expertise type Expertise methods

| Custom Technological (photographing)
Forensic

Art history

1 Museum Attributive
Technological (chemical, spectral analysis etc.)

Fig. 1. Scheme of a two-stage expertize procedure for establishing the authenticity and
authorship of paintings

ANALYSIS OF AREAS OF RESEARCH AND STATEMENT OF THE PROBLEM

Currently, research in this area is carried out in several directions. One direction is
more focused on the creation of new and improvement of existing devices that
allow the analysis of materials and substances that forms an object of art [1-6].

Another area is directly related to technologies of image digitization and
their analysis using statistics, signal processing, machine learning [7-10].

Deep neural networks, which have recently become popular, have also not
remained outside the attention of scientists who are developing means for com-
paring, identifying, and authenticating pictures. The most effective were convolu-
tional neural networks due to their ability to distinguish a large number of hetero-
geneous features in images [11-14]. A number of interesting solutions were found
during the use of generative networks [15-18].

This work is devoted to the problem of automatic identification of cultural
values, in particular, paintings using the intelligent decision support system
(IDSS) [19]. A system oriented to work in real time must have high speed and
high accuracy in solving the classification problem. For this, an approach based
on the weighted k-nearest neighbour’s algorithm is proposed, since for deep learn-
ing networks it is necessary to re-train if the value database is replenished by at
least one object.

METHODOLOGY
Formally, the classification problem can be presented as follows. There is a set of
n objects

I =iy iyseemsiyyonsiy }> [ =111,

each of them is characterized by a set of m features

F= {fl’fZ"“’fqa'“’fm}’ q =1,_m.

Features take values from a certain set

Mol Uy

C[fq]:{c{fq],cgfq] e Cp ]}a h=1..p,

geeey
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where p is the number of possible discrete values of each feature.

One feature f; is the target, its values for an objects set / make up a vector

clrl = Cr. The classifier G learns by examples to establish relationships of

the form
G(F(D)=Cy,

calculating the approximated values of the target feature éT such that the differ-
ence between the specified and approximated values will be minimal:

d(Cy,Cr;) — min .

A trained classifier allows calculating target attribute values for new objects
Loy = {ips151425---5 1n this way:

G(F(Inew)) = CTNew :
When identifying works of painting, the classification problem can be solved
for several target attributes [11]:
— determination of painting artistic style with target attribute Crg,, ;

— determination of picture genre with target attribute Crg,,e
— defining the author with target attribute Cry,;q; 5
— determination of picture creation time with target attribute Cry;,,, -

Obviously, the dataset used to solve the problem must include the appropri-
ate attributes. If the artist’s name is an attribute required for such datasets, then
defining and marking up an art style requires the participation of highly qualified
art historians. The markup of the painting genre is an even more difficult problem,
so this attribute may not be present in all datasets, what should be taken into ac-
count when developing an intelligent decision-making system.

In this paper, it is proposed to solve the problem of classifying paintings by
the attribute of creation time Cyyy,,,. (Fig. 2).

Feature Time:

Extraction ‘ Classifier -1880—1890

Fig. 2. Nllustration of a painting classification system

As noted in [8], when marking up data, art critics often use information
about the author’s belonging to a particular artistic style — this increases the ac-
curacy of identification. Therefore, it is possible to single out global and local
characteristic features necessary to recognize the painting author and, accord-
ingly, the time of the painting (Fig. 3).

Global Local Time:
Feature # Feature q Classifier # :
Extraction Extraction 1888-1890

Fig. 3. Scheme of paintings classification based on global and local features
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During their creative activity, many artists have changed the artistic manner
of writing, moved from one style to another, so the use of signs that can character-
ize the artistic style will be useful. In the datasets that are currently used in the
development of automatic classification systems, the following styles are most
often considered: abstract expressionism, baroque, constructivism, cubism, im-
pressionism, neo-classical, pop art, post-impressionism, realism, renaissance, ro-
manticism, surrealism, symbolism [8]. In this work, the artistic style will be con-
sidered as one of the auxiliary attributes.

FEATURE EXTRACTION

To describe the general properties of a painting, data on color and structural prop-
erties inherent in the entire image are most often used. To form sets of such data,
many different algorithms and descriptors are used: wavelet transforms, Radon,
Hough, Fourier, Chebyshev transforms and their combinations [7]; Gabor filters;
Local Binary Patterns (LBP); SIFT detectors [20]; textural features; first 4 mo-
ments; multidimensional histograms; edge statistics features, etc. [8]. In particu-
lar, it is by the first 4 moments and by edges, the Impressionists’s works can be
classified unambiguously. Contour markers convey information about brush
strokes style that is specific to each artist, which makes Impressionism, stand out
in comparison with other styles.

Surrealist paintings can be described more informatively with the help of
contour and object statistics, which reflects the presence of significant “empty”
areas in their works.

In [7] it is noted that the use of color data in descriptors compilation in-
creases the classification accuracy by 18,1%. However, researchers most often
work with color data in RGB representation, since this color space describes sig-
nals from image capture and displaying devices. In this work, it is also proposed
to use the CIELab color space [21], since it is focused on the unambiguous de-
scription of visual stimuli in accordance with human vision.

Thus, the following set of global picture descriptors is proposed:

1. Local Binary Patterns (LBP) [22] for describing texture properties. In this
work, an LBP implementation is used within a neighborhood of 20 pixels and
with a radius of 2 pixels.

2. Color modification of LBP to describe the color properties of the texture.
LBPs are calculated in R, G, B and CIEL, CIEa, CIEb color channels. The results
are combined using concatenation to form a multivariate histogram for each image.

3. The first 4 points — mean, standard deviation, skewness, and kurtosis,
calculated in the directions of 0, 45, 90, 135 degrees. Moments are calculated
along the “stripes” in the image in several specified directions. A 3-bin histogram
is plotted for each obtained data vector.

4. Tamura’s textural features are roughness, contrast, directionality, linear-
ity, roughness and regularity.

The texture roughness characterizes main details dimensions that form
the image. Its estimate is based on average values calculation within
neighborhood of pixels:

b(i. i
Ak(x’y) = Zz%a

J
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where b(i, j) is brightness of pixel with 7, j coordinates; k is neighborhood size;
the texture roughness is then

E (x,y)= A, (x,y)— 4, (X, ), X' #x.
The texture contrast is estimated based on fourth moment p, relative to

mathematical expectation and variance o> within neighborhood:

(e)
Ck ()C,y) =T 095 °
(0L4)0’25

Hq

where o, =—- — kurtosis.
c

The texture directivity is estimated based on quantized edge directions histo-
gram Hdir (a) :
2
Dk(x’y) =1- rnpeakxz Z(a - ap) Hdir(a) >
p acwy

where 7 is peaks number; a, — peak angular direction; » — coefficient

peaks P

that depends on quantization of angles levels a,,; a, = arctanA— calculated with
34
Pruitt contour detector.
Linear similarity L, (x,y) is evaluated as average coincidence of edge direc-

tions that match in pixels pairs separated by a distance along the edge direction in
each pixel.
Texture regularity is a generalized feature defined as
Rk (x’ y) =1- r(Gcoarseness + Ocontrast + Gdirectionaliz‘y + Glinelikeness) >
where © are standard deviations for each

feature.
Roughness summarizes contrast and roughness of texture as follows:

(e

coarseness > > contrast > Gdirectionality > Olinelikeness

Roughness, (x,y) = E; (x,y) + Cr(x,y).

5. Radon transform features, calculated for angles of 0, 45, 90, 135 degrees
and then combined into 5-pocket histograms.

6. Haralik’s textural features — contrast, correlation, entropy, energy and
homogeneity. They are calculated based on the contingency matrix

L # R el =i A =7

Pi. ) = [(pr.py) el |(pr =) A (P, J)]’
#1

where p,, p, are pixels belonging to image.

Then contrast will be defined as
Cy () =X = j)* p(ij)
i,J
the correlation is as follows:

i—p)(J—u)p@,j)

Corry(x,y) = Z (
i,j
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entropy:
Entropyy (x,y) =Y. > p(i, ))1og, p(i, ),
i J
energy:
Energyy (x,y)= 2.3 p(i.j)* .
i J
7. Palette redundancy [9]:
Hmax — HRGB

MB :H—,

is maximum image entropy, which for 8-bit color coding is

max

where H, ..

8x3=24; Hp;p — entropy calculated for individual R, G, B channels.

It is proposed to describe features of individual areas of image, individual
details using local descriptors, which include:

1) euler’s number, minimum, maximum, median, mathematical expectation,
variance for each object;

2) SIFT descriptor, built for gray level images, and images in RGB and
CIELab color spaces.

The result of local features selection are descriptors in form of multidimen-
sional vectors.

CLASSIFICATION OF PICTURES IMAGES

A wide variety of artistic techniques, styles, colors that artists use when creating
paintings, leads, when developing an intelligent decision-making system, to the
need to implement such a classifier that will be highly adaptable as new samples
become available, and will also allow objects to be compared using a large set
very dissimilar features. In [7], a comparison of such classification methods as
weighted k-nearest neighbors method and SVM was made. The comparison
showed that weighted k-nearest neighbors method provides an increase in classi-
fication accuracy by about 15-20% compared to SVM.

Weights determination

To calculate weights, it is proposed to use two basic approaches:
1. Assigning weights in accordance with information gain criterion, which is
calculated on class-based entropy basis for attribute values:

C
WE(J[Z) = _zpc logZ(pc) ’

c=1
where p,. is number of objects with a feature value f; and that belonging
to class c.

2. Assignment of weights in accordance with the Fischer method:

< 2
D pe(pe — 1)
WF = = )

< 2
Y. PO,
c=1
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2
where p., ©

- 1s mathematical expectation and standard deviation of data points

belonging to class ¢ for a specific attribute; p is global mathematical expectation
for all data points for a particular attribute.

Metrics used

To build a classifier, can use a variety of metrics, for example, Euclidean dis-
tance, Hamming distance, Mahalanobis, Minkowski, or Chebyshev distances.
However, the use of each metric is associated with peculiarities of internal data
structure or algorithm properties. These factors can lead to a significant decrease
in classification accuracy. The Chebyshev metric will be more useful when com-
paring objects by the same attribute. To determine Mahalanobis distance, it is
necessary to calculate observations covariance matrix, which for considered prob-
lem becomes is a laborious task. In addition, due to significant patterns data het-
erogeneity, the Mahalanobis metric will reduce classification accuracy due to co-
variance matrix “blurring” over entire data volume.

Thus, in this problem of classifying pictures using weighted k-nearest
neighbors algorithm, it is proposed to use Euclidean distance

i f ) =AU = 3+ ot Ui = L) =[fi -
weighted Euclidean distance
(o f) =My = F307 + oot My i = )

Hamming distance

b

A S =Y\ f 1]
=1

and the Minkowski distance

d(f,f;) =(Z”:‘le _fﬂ‘pJ

1/p
b

where f;, f are vectors of attribute values for compared objects 7, ; fj, f; — values
of [ -th attribute for objects 7, j being matched.
Obviously, all attribute values must first be normalized so that the condition
fu€l01], i=L.,n; [=1,...m
now for each object i Iy which is characterized by a vector of features f;, the de-

gree of similarity with a certain class ¢ is calculated in accordance with equation

1
Mi,CT = i 1
min(d; . )) ———
T i=l mln(di,cT)

Dataset for experimental research

The activities of many museums now also include the digitization of stored valu-
ables to provide wider user access. Therefore, number of art databases now totals
dozens, each with thousands of images [11, 23-28]. There are databases contain-
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ing mainly classical works. Others, on the contrary, are focused on contemporary
art. Still others represent different eras and artistic styles.

In this work, it is proposed to use a small-sized dataset [29] with open ac-
cess. This set contains works by 50 artists who worked at different times — from
the 15th to the 20th century. Their works are ranked among a variety of artistic
styles: Impressionism, Post-Impressionism, Northern Renaissance, Baroque, Ro-
manticism, Symbolism, Realism, Surrealism, Byzantine art, etc.

When studying the possibility of automatic identification of art values in our
country, it is important to take into account the historical context. It so happened
that for a long time access to works of world-famous artists was closed to
Ukraine, here it is much more likely that you can find paintings by Russian and
Ukrainian masters who worked in the 18-20 century in the appropriate artistic
style. Therefore, the set [29] was supplemented with images of paintings by Rus-
sian artists of the 17-19th century in the styles of romanticism, classicism, real-
ism [30]. These images were obtained from the official portal of the Hermitage
Museum, and data on the artists — in Wikipedia. It is important to note that a
considerable number of paintings are not attributed by author, but they also have
art value and may be subject to identification by style.

In addition, dataset also includes paintings by Ukrainian artists of the 19th
and 20th centuries, obtained from the portal of the National Art Museum of
Ukraine [31].

CONCLUSIONS

The paper considers the problem of paintings automatic identification using an
intelligent decision support system (IDSS). The authors proposed a solution in the
form of a classifier based on a weighted k-nearest neighbor’s algorithm.

The paper proposes a set of local and global features can be used to attribute
objects to be classified. The set of features includes color, texture, statistical and
other characteristics.

To calculate weights for k-nearest neighbors algorithm implementation, it is
proposed to use the Fisher method, as well as information gain criterion. In the
algorithm for similarity measure calculating, authors proposes to use several met-
rics: Euclidean, weighted Euclidean metrics, Minkowski and Hamming metrics.

As a dataset for experimental research, it was proposed to use a set includes
works by famous world and European artists, as well as supplemented by paint-
ings by Russian and Ukrainian masters.
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QI/ICTEMHI/IIZ AHAJII3 ITPOBJEMHM BCTAHOBJIEHHSI CIIPABXHOCTI
U ABTOPCTBA TBOPIB JXUBOIIUCY / A.A. Maprtunenko, A.Jl. Tessmes,
H.€. Kymnimoga, b.I. Mopo3

Anorauisi. KynpTypHi HiHHOCTI 1aBHO € 00’€KTaMH 3JI0YHHIB, 30KpeMa BHBE3CHHS
ix i3 neprkaBu. Panbcudikalisi MPUXOBYE TBOPH KHUBOIKCY BiJl MUTHOTO KOHTPOJIIO;
il BUSIBIICHHSI TOTPeOy€e TPUBAIOI EKCIIEPTH3H 3 BUKOPUCTAHHSAM PI3HOMaHITHHX Me-
TOAiB aHami3y. Po3risHyTO 3aBIaHHS BCTAQHOBJICHHS CIPaB)XHOCTI KapTHH IIiJ 4Yac
MHUTHOI TIepeBipKU. 3alPOIIOHOBAHO ABOCTAINHY IMPOLEAYPY, SKa mepeadadae mBuI-
Ky TIepeBipKy Ha OCHOBIi aHami3y ¢ororpadiil TBOpIB KUBOMKCY Ta OLIBLI TPHUBALY
My3eliHy ekcnepTusy. s peanizaunii aHamizy ¢oTorpadiii 3ampornoHOBaHO BUKOPHU-
CTOBYBATH 1HTEJIEKTYAJIbHY CHCTEMY MPUHHATTS PIillIeHb, [isl sIKOi 0a3yeThCs HA Kila-
cudikaTopi, MO peayi3oBy€e aNrOpUTM Ak-HalOmmK4nx cycigiB. ChopmoBaHo Habip
O3HAK ONKCY BIACTHUBOCTEIl TBOPIB KUBOMKUCY, 3alIPOIIOHOBAHO METPUKH ULl 00YH-
CJIeHHsI Mipu OAIOHOCTI 00’ €KTiB mix yac kiacudikamii. [y HaBYaHHS anTOpUTMY
MIPOTIOHYETHCS HA0Ip MaHMX, IO BKIIOYAE KAPTUHH CBITOBUX, €BPOMEHCHKUX XYJI0-
JKHHKIB Ta YKPaiHCHKHX MAHCTpPiB Pi3HUX CTOMITb.

KorodoBi ciioBa: iHTeNeKTyas bHa CHCTEMa NPUHHATTS pillleHb, aBTOMATHYHA KJla-
cudikariis, k-HaHOMIKINX CYCi/IiB, MUTHA SKCIIEPTH3a, TBOPH KUBOIHKCY.

CUCTEMHBIN AHAJIA3 IPOBJEMbI YCTAHOBJIEHUS ITOAJIMHHOCTH
N ABTOPCTBA NPOU3BEJEHHUU )KUBOIIUCHU / A.A. MaprsiHenko, A.Jl. Te-
Bames, H.E. Kymumosa, b.11. Mopo3

AHHOTanus. KynbTypHble ICHHOCTH JaBHO SIBJISIOTCS OOBEKTaMU MPECTYIUICHHH, B
YaCTHOCTH MX BBIBO3 M3 rocypaapcrBa. Danbcudukaius yKpbIBACT HPOM3BEICHHS
’KUBOIIUCH OT TaMO)XEHHOTO KOHTPOJSL; I ee oOHapyeHWs HeoOXoauma JUiu-
TelbHas SKCIEPTH3a C UCIOJIL30BAHMEM DPa3HOOOpa3HBIX METOJOB aHaiu3a. Pac-
CMOTpEHA 3aJja4a yCTAHOBJEHMS MOUIMHHOCTH KAapTHH B XOJE TaMOXEHHOIl mpo-
Bepku. IlpensiokeHa AByXdTamHas HPOLELYypa, KOTOpas HpenrosiaraeT ObICTPYIO
HPOBEPKY Ha OCHOBE aHanu3a (ororpaduil Npou3BeIeHNH XKUBOMICH U OoJiee -
TEIbHYI0 My3eiiHyto skcreptusy. [t peanuszanuu aHanusa ¢ororpaduii mpeio-
’KEHO HCIIONB30BaTh MHTEIUICKTYaJIbHYIO CHCTEMY HPHHSTHS pPEIIeHUi, neiicTBHe
KOTOpOH 0a3upyercs Ha KiaccU(UKATOpE, Peal3yOIeM alrOpUTM k-OnKkaiimx
cocezneil. ChopMupoBaH HaOOp NPU3HAKOB JUIS OIHCAHHS CBOKMCTB IPOU3BEACHUM
JKHUBOIIMCH, HPEIUIOKESHB METPHKH JUIS BBIYUCICHUS MEpBl CXOJACTBa OOBEKTOB B
xone knaccudukanuy. st o0ydeHus anropurMa npeaiaraeTcs Habop JaHHBIX, KO-
TOPBIH BKIIIOYaeT KapTHHBI MUPOBBIX, €BPOIEHCKNX XYHOKHUKOB, a TAKXKE YKpauH-
CKUX MacTepOB Pa3HBIX CTOJICTHH.

KnrodeBble c1oBa: MHTEIUICKTyanbHas CUCTEMa NPHUHSTHUS PEIICHUI, aBTOMaTHYe-
cKas KiIaccu(uKaius, k-OmmKalux cocenei, TaMOKeHHasl HKCIepTU3a, IMpou3Be-
JICHHS KUBOIIHCH.
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CUCTEMA NIJITPUMAHHS NPUMHATTS PIIIEHb
JIJISI OIHFOBAHHS TA TIPOTHO3YBAHHS CTAHY
CTPAXOBOIi KOMITAHII

P.C. TAHIBPATOB

Anoranisi. CTBOpEHO cHUCTEMy MiATPUMAHHS HNPUHHSATTS PIillleHb AJIS OLiHIOBAHHS
Ta MPOTHO3yBAaHHS CTaHy CTPAaxOBOi KOMIMaHii 3a ii (piHAHCOBO-CKOHOMIYHUMH I10-
kazHukamu. OIHIOBaHHs CTaHy AaHOI YCTAaHOBM PO3IJIIHYTO SK 3anady OiHapHOT
knacugikariii: 9u € IisUIbHICTh KoMIaHii eekTuBHOO un Hi. [1ig yac mociimKeHHs
peanizoBaHO INICTh METOAIB MAUIMHHOTO HABYaHHS 3 YYHTEIEM: METOX
k-HalOJIDKYNX CyCiliB, METOJ ONOPHUX BEKTOpIB, HaiBHUI Oali€CiBCHKMI Kila-
cudikatop, Bumankosuii yic, XGBoost Ta rmmboky HelpoHHy Mepexy. CTBopeHa
CHCTEeMa JI03BOJISIE: BUKOHYBATH KOPEILIMIHHNI aHaii3 (piHaHCOBO-€KOHOMIUHUX I10-
Ka3HHKIB, NEPeBipsITH 30aTaHCOBAHICTh NaHUX, HABYATH OOpaHy MOZIENb Ta OLIHIO-
BAaTH SIKICTh HaBUaHHS, IPOTHO3YBATH CTaH CTPAaxoBOi KOMIIaHIi 3a 00paHOI0 MOJe-
mo. 3a HaWKpallUMH MOJETSIMH CIIPOTHO30BAaHO MaHOyTHIM CTaH CTpPaxoBHX
KoMmaHill Ykpainu.

KiouoBi cioBa: cTpaxoBa KOMIaHis, CUCTEMa MiATPUMAHHS NPUHHATTS PilllCHB,
OiHapHa Kiacudikalis, MeTol Ak-HaONMMKYNX CYCiliB, METOI OIMOPHUX BEKTOPIB,
HaiBHUH OaifeciBchkuil Kiacu(ikaTop, BUIAQAKOBHI Jiic, TpafieHTHHII OyCTHHT,
HEHPOHHI MEepexi.

BCTYII

[Ipouec dhopMyBaHHS PUHKOBOI €KOHOMIKM OYIb-SKOi KpaiHM BKIItOYae B cebe
HaJiHHUN CTPaxoBHH 3aXUCT Cy0’€KTiB rocrojaproBaHas. Came 1ie CIOHYKae JI0
MOMITYKY e(eKTUBHUX 3ac00iB MoOimi3amii (hiHAHCOBHX PECYPCIB CTPaXOBHX KOM-
nmaHiil Ta iX IIeCPSIMOBAaHOTO BUKOpUCTaHHS. J[s 3a0e3nedeHHsT HaIIHHOCTI
BUKOHaHHS 3000B’513aHb JaHUW TUI YCTAHOBU Ma€ e(peKTUBHO (POPMYBATH Ta BH-
KOPUCTOBYBaTH (iHaHCOBI pecypcu. HaniliHuii 3aXuct cy0’€KTiB TOCIIOAapIOBaH-
HS TOTpeOye 3acTOCyBaHHS €(PEKTHBHHX MeEXaHi3MiB MoOimizarii (iHaHCOBHX
pecypciB cTpaxoBUX KOMIIaHiH Ta X 6ecrocepeIHbOr0 BUKOPUCTaHHSI.

Hatenep HasiBHI eeKTHBHI MaTeMaTHUHI METOAM OI[iHIOBAaHHS ()iHAHCOBUX
pusuKiB y crpaxyBaHHi. Hampukman, crangapt Basel II ta Solvency I 3aoxouy-
I0Th PO3BUTOK MOJICINICH YIIPaBIIiHHS Ta OI[IHIOBAHHS PU3UKIB (piHAHCOBOT chepH.

Po3pi3HsOTE ABa 3ac00M aHami3y pU3UKIB — 3a MO3HILIEI0 (PAKTOPIB PUIUKY
Ta 3a TO3MINEI0 HACTIAKIB PU3MKOBOI MOMii. 3a TaKUM MiAXOIOM MaTeMaTH4Hi
METO/IM OL[IHIOBaHHS PU3HKIB MOIUISIOTH HA JB1 TPYIH: METOMIH, IO IPYHTYIOTHCS
Ha aHaJi31 HACIIJKIB («BUCOKOPIBHEBI MOJIENI»), Ta METOAM, IO TPYHTYIOTHCS Ha

© P.C. Ilanibpamos, 2022
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aHaui3i GakTopiB pU3HKy («HU3BKOPIBHEBI Mojemi»). [lo mepiioi rpymnu HajdekaTh
monem BIA, LDA ta IMA. Taki MeToau HE MOKHAa BUKOPHCTOBYBATH IJIs PO3-
noz[iny pI/I3I/IKiB 3a piBHEM KPUTUYHOCTI Ta 3HAXOJ/HKEHHS TOMIH, 10 BENYTh J10
peanisanii pusuky. JIpyra rpyna oXoIuliO€ Taki METOIM, SK perpeciiiHuii anais,
baiteciBCBbKI Mepexki Ta METOAH HediTkoi jtoriku. Lli MeToau HaBnaku MOXKYTb BH-
pillyBaTH Taki 3aBAaHHS, ajle MaloTh MeBHI oOMexxeHHs. Tak, perpeciiiHi MoJeni
rapaHTyIOTh BUCOKY TOYHICTh OLIHIOBAHHS TUIBKU 32 YMOBH JOCTaTHHO BEITHMKHUX
o0csriB nanux. balieciBcbki Mepexi 103BOJISIOTH BPAXOBYBATH MPSIMi 3a/I€KHOCTI
PiBHIB PU3HKIB BiJ YNHHHUKIB pH3HKy 1 3aJIKHOCTI MK YMHHUKAMH PU3UKY, alie
00YHCIIEHHS] YMOBHHX IMOBIPHOCTEH € TOBOJII TPYIOMICTKUMH.

CroroanimHi Teopii iHpopMaLiiHIX TEXHOJOTIH Ta Oi3HEC-MEHEHKMEHTY 1
OPUHIMIM TOOYNOBH IHTEICKTyaJbHUX CHUCTEM BHMAaraimTh TOTO, 100 MeTa
CTBOPEHHS cHCTeMH 0a3yBajacs Ha IUIECIIPSMOBaHIH Ta yCBIIOMIICHIN JFOJICHKIN
IisTbHOCTI. Jl0 HUHIINIHIX HampsMiB po3pOOJICHHS JIFOAWHO-MAIIMHHUX CHCTEM
HaJIS)KaTh CHCTEMU aBTOMATHYHOTO KEPYBaHHS, €KCIIEPTHI CUCTEMH Ta CUCTEMHU
Hi,Z[TpI/IMaHHSI npuitHATTS pimens (CIIIP). Ocranns € HaI‘/'IeQ)eKTHBHiLm/IM 3aco-
OoM BupileHHs 0araThoX 3aBAaHsb [ 1]. 3aBasku i, ocoda, 1110 HpI/II/IMae PIIICHHS,
MOJXKE, 3aCTOCOBYIOYHM OGUHMCIIOBAIbHI 3aCO0M, MPOCKTYBATH, MOPIBHIOBATH Ta
BI/I6I/IpaTI/I aNbTepHATUBHI BapiaHTH pillleHb HaHPi3HOMaHITHIIIMMH 3aC00aMHU.

Merta po6oTn — pospoonerns ta ctBopeHHs CIIIIP, mo go3Bose omiHuTH
1 TPOTHO3YBaTH MaWOyTHI CcTaH CTpaxoBOi KOMMaHii 3a ii CTaTHCTHYHO-
E€KOHOMIYHMMH JaHuMU. BoHa posrispanacs sk 3afada OiHapHOI Kiacugikarrii,
TOOTO MTPOTHO3YBaHHS €PEKTHBHOCTI MisTIbHOCTI KOMITaHii.

MATEMATHYHI METO/IY OIITHIOBAHHSI CTAHY CTPAXOBOI KOMITAHI{

JInst OIiHIOBAaHHS Ta TPOTHO3YBAaHHS CTaHy CTPAXOBMX KOMIIAHIH peasi3oBaHO
1ricTh Mojeneil kiacudikamnii: k-HalOMMKINX CYCiliB, METOJ] OTIOPHHUX BEKTOPIB,
HaiBHMU OalieciBchbkuid knacudikarop, BumaakoBuil gic, XGBoost Ta GaraTormia-
POBHI TIEPCENTPOH.

Mertoa K-HaitGmkunx cyciais

Merton k-HalOMMKIUX CyCiliB — METPUYHHIA aJTOPUTM JJIs 3a7adi aBTOMAaTH4-
Hoi Ki1acudikamii 00’ekTiB abo perpecii. Y Bumaaky 3anadi kiacugikaii pe3yib-
TATOM € HaJIeXKHICTh 00’€KTa 10 BiAMOBigHOTO Kiacy. O0’eKT KiIacu(iKyeTbes
MHOXKMHOIO TOJIOCIB HOTO CycifiB, MpuYoMy 00’€KT BIZHOCATH A0 KIACy, SIKHH €
HANOLIBII MOIUPEHUM cepell k -HalOmmKkuux cyciaiB. [lapameTp k& — KOHCTaH-
Ta 1 3aJa€ThCS KOPUCTyBadueM. BekTop o3Hak 0e3 MITKH KiIacu(iKyeTbes 3a JI0-
MIOMOTO0 IPUCBOEHHS MITKH, SIKa HaldacTille 3yCTpiyaeThbesl cepen kK TpeHyBa-
JBHUX 3pa3KiB, 0 HAHOIMKUYe PO3TAIIOBAHI A0 Li€i TOUKH.

Jnst mocnimKeHHs pO3TIIsAaiics TpH HAHOIMK4i Cyciu Ta BUKOPUCTOBYBa-
Jacsi €BKJIiIOBa METPHKA BiZICTaHi, OCKIILKH TakKi apaMeTpu 3a0e3rmeuyBaiy Haii-
BHILUI pe3yJIbTart.

MeToa oOPpHUX BEKTOPIB

MeTon OMOPHUX BEKTOPIB — METOJ HABYAHHS 3 YUUTEIIEM, 1[0 BUKOPUCTOBYETh-
cs AK A 3amavi knacudikarii, Tak i s perpecii. Hagaerbes Habip HaBuanbHUX
3pa3KiB 3 TMO3HAYCHHSIM HAJICKHOCTI O OJHOTO 3 JBOX KJIaciB. AJTOpUTM OyIy€e
MOJIEITh, IO MPHU3HAYAE KOXKEH HOBHH 3pa30K 110 OJIHI€T 9 iHIIOI KaTeropii, CTBO-
proroun il sk HEHMOBIpHICHUIN OiHapHWN JNiHIHHWKA Kiacudikarop. Meton omop-
HUX BEKTOPIB BigoOpaskae HaBYAILHI 3pa3kd B TOUYKH y MIPOCTOPi, MAKCUMI3YIOUH
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MpH [BOMY IIHMPHHY HPOMDKKY Mik 1Boma Kateropismu. Hosi 3pasku y mbomy
BHITA/IKY BiOOPaXKAIOTBCS Y TOH Ke npocnp 1 IPOTHO3YETECS iX HANICKHICTE 110
IIEBHOT'O KJIacy 3aJI€XKHO BiJ TOTO, Ha SIKUH OiK IPOMIKKY BOHHU IOTPAIUISIOT.

Y opManbHOMy CEHCI METOX ONOPHHX BEKTOPIB Oyaye rinepriomuty ado
MHOXMUHY FiIePIVIONMH Y 0araTOBUMIPHOMY UM HECKIHYCHHOBUMIPHOMY MPOC-
Topi. lIpuaaTHe QiMeHHsS JaHUX JOCATA€ThCS 32 PAXYHOK TIEPILIONIMHM, IO Ma€
HaWOUIbITy BiJCTAaHb HAHOMMKYMX TPEHYBAJIBHUX 3pa3KiB OyIb-KOTO KIJlacy
(pyHkuionampHa Mapika), OCKUIBKY YMM OiJIbIIIa Mapika, THM MEHIIIA y3arajlbHeHa
MIOMMJIKA Ki1acudikaropa.

HaiBHuii 6alieciBcbkuii kiaacudikarop

HaiBauit GaiteciBCchkuid KiacugikaTop — MPOCTHH IMOBIpHICHHUH KiacudikaTop,
SIKUH TPYHTYETBbCS Ha 3aCTOCYBaHHI TeopeMu baiieca 3 HaiBHMM NpHUITyIIEHHIM
IOJT0 HE3aJICXKHOCTI 03HaK. J[JI OIIHIOBAaHHS TapaMeTpiB MoJIeeii BHKOPHUCTO-
BYETBCSI METOJl MAaKCUMaJbHOI MPaBIONOAiOHOCTI, TOOTO Mpalfoloun 3 HaiBHOIO
0aiieciBCHKOI0 MOJICITIO, MOXHA 1 HE 3HATH Teopii 0aieciBChKOT HMOBIPHCOTI 1 HE
BUKOPHUCTOBYBAaTH 0al€CiBCHKI METOIH.

ImoBipHicHa Mozens Kinacudikatopa — e monens surisany p(L|F, ... F),)
3aJIeKHOT 3MIHHOI Kjacy L 3 HEBEIMKOK KUIBKICTIO KJIACIB, IO 3aJIC)KHTh BiJ
3MiHHMX £, ..., F),.

BukopucroByroun Teopemy baiieca, 3anuiieMo HMOBIpHICTb:

L F F _p(L)p(Fvl""’Fn |L)
P(LIR, ... F)= :
p(F,.. . Fy)

YucenbHUK SBIIsIE COO0I0 EKBIBAIEHTHICTH (POPMYIIH CHIJIBHOT HMOBIpHOCTI

mozeni surisiny p(L,F,, ..., F,), IKy MO’KHa, BUKOPUCTOBYIOUH MTOBTOPHE 3aCTO-

CyBaHHsI BU3HAYE€HHS YMOBHOI HMOBIpPHOCTI, IEpENUCcaTH Y BUIIIALL

P(L.F, ... F)=p(L) p(Fy |L) p(F; | L, F) ...
3acTocyeMo HaiBHI HPHUITYIIEHHS 00 YMOBHOI HE3aJIeKHOCTI: HeXa KOJKHA
O3HaKa F; yMOBHO He3asexHa BiJl Oy/1b-sKOI 1HIIOT O3HAKK [ , SKIIO i # j , TOOTO

p(E; [LFy)=p(F; |L).

3Bi)_'[CI/I Cl'[iJ'ILHy MOACJIb MOXXHA ITOJaTH TaK:

n
pL.Fy, .. F,)=p(L) p(Fy |L) p(Fy |L) ... p(F, |L) = p(C)[] p(F; L)..
i=1
BignoBigHO 10 MPUITYIIEHHS PO HE3aJEeKHOCTI 03HAK IMOBIPHICTH 3a MiT-
KOIO KJIacy

1 n
L|F, ...F)=———p(L F|L).
p(L|R ) p(FI’m’Fn)p( )1'1:[1]9( |L)

Bunaakosmuii Jic

BunaakoBuii jic — aaropuT™M MalIMHHOTO HaBYaHHS, SIKMH 3aCTOCOBYETHCS VIS
3agau perpecii Ta knacudikanii. BiH BukopucToBye aHcamOiieBe HaBUaHHS — Me-
TOM, M0 KOMOIHY€E BENHMKY KUTBKICTh KIacH(IKATOPIB M1 BUPIMICHHS CKIATHUX
npoOieM. AJITOPUTM BUIAIKOBOTO JIICY CKJIAAAETHCA 3 MHOKHHU JIEPEB PillIeHb.
Jlic, 3reHepoBaHN JaHUM AITOPUTMOM, HABYAETHCS 3a JOIIOMOTOIO OCTTIHTYy —
aHCaMOJIEBOTO METAaIrOPUTMY, IO TTOKPAIy€ TOYHICTh QITOPUTMIB MAITHHHOTO
HaBUAHHS 338 PaXyHOK YCEpeJIHEHHS pe3yibTaTiB [2]. MeToll yCTaHOBIIOE Pe3yib-
TaTH Ha OCHOBI IIPOTHO3IB JAE€PEB PillICHb.
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l'onmoBHA BiAMIHHICTE aITOPUTMY BHITAIKOBOTO JICY Bijl aJlTOPUTMY JepeBa
pillIeHHsI TOJIATae B TOMY, 110 BCTAHOBIICHHS KOPEHEBUX BY3JIB 1 BiJOKpEMIICHHS
BY3JIiB BiIOYBAaIOTHCS BUITAIKOBO Y TIEPIIOMY BHUIAIKy. MeToa BHKOPHCTOBYE
OerriHr A reHepanii HeoOXiJHUX MPOTHO3IB. BerriHr BKIIOYae BUKOPUCTAHHS
pi3HEX HaOOPIB MaHWX 3 HaBYAIHHOI BUOIPKH YacTille HiXK onuH. HaBuanbHa BU-
OipKa CKIIQIa€ThCs 31 CIIOCTEPEKEHb Ta 03HAK, 10 BUKOPHCTOBYIOTHCS AJIS MPO-
rHO3iB. /lepeBa pillleHb Maf0Th Pi3HI PE3yNBTATH 3AJICKHO BiJl HABUAIHHUX JTaHUX,
IO MOAAIOTHCS [0 ATOPUTMY. PesynbraTu paHXUpYIOThCS, a MPOTHO3 3 HalBU-
HIOIO OI[IHKOIO OOMPAETHCS K KiHIEBUIA Pe3yJbTar.

Hns 3amadi knacudikamii BUOip oCTaTOYHOTO pe3yibTaTy BiIOYyBaeThecs 3a
JTOTIOMOT'OF0 CUCTEMH Ma)KOPUTApHOTO TOJIOCYBaHHA. Buxin, oOpanmii O1IBIIICTIO
JiepeB pillleHb, CTa€ KiHIEBUM pe3yJIbTaTOM BHUIIaJKOBOTO JIiCY.

XGBoost

ByctuHr — 1e miaxia, mo KoMOiHy€ MHOXHHY MPOCTUX MOJIENeH y €IUHY KOM-
MO3HIIIAHY MOJeNb. [3 A0AaBaHHIM OLUTBII MPOCTHX MOJENEH 3aralbHa MOJCTh
MIEPETBOPIOETHCSA Y CHIBHUAN MPEAUKTOP. 3a TEPMIHOJIOTI€0 OYCTHHTY IPOCTi MO-
JIeJi Ha3UBaIOThCSI CITAOKUMH MOJIEIISIMH.

I'pagienTHUI OycTHMHT mepeBH3HAaYae OYCTHUHT SK MPOOJIEMY YUCIIOBOi OII-
TUMI3allli, y SKiif 3a1a4a noyisrae y MiHiMizaii ¢yHKIIT BTpaT MOEIi 3a paxyHOK
CAaOKKUX MOJIENICH 3 BUKOPUCTAHHIM allTOPUTMY TPali€EHTHOTO crycKy. OCKiTbKH
rpaJieHTHUN OYCTHHT TPYHTY€EThCSI Ha MiHiMi3awii QyHKIIT BTpaT, MOXYTh BUKO-
PHUCTOBYBATHCS Pi3HI (PYHKIIT BTpAT, 110 MOXHA 3aCTOCOBYBATHU JJIs 33724 perpe-
cii, knacuikarii TOIIO.

I'panmieHTHUI OYCTHHT — MOKPOKOBA aJIUTHBHA MOJIEITh, 1[0 TEHEPY€E HaBYA-
JbHI MOJIEITI MPOTSTOM MPOLIECY HABYaHHSI(JOAA€THCS OJHE IEPEBO 32 OJHMH KPOK,
JilepeBa, IO ICHYIOTh, y MOJEIi He 3MIiHIOIThCs). BHecok crmabkoi moxeni Ha-
BUAHHS JI0 aHCAMOJIIO TPYHTYETHCS Ha ONTHMI3aliHHOMY IPOIeci TPagi€HTHOTO
cnycky. Po3paxoBaHuii BHECOK KOXXHOTO JiepeBa 0a3yeThCs HAa MiHiMi3allii 3ara-
JIHOI HOMWJIKU CHJIBLHOT MOJIENI.

XGBoost — oauH 3 HAWOTBII MOMYJIIPHUX BapiaHTIB rPaJieHTHOTO OyCTH-
ury. lle aHcamOieBuii adrOpUTM MAITMHHOTO HABYAHHS, SKWUH 0a3yeThCs Ha Je-
peBax pinieHb. BiH BUKOPHCTOBYE MOMEPEIHLO BiJICOPTOBAHMIA aIrOpPUTM Ta aj-
TOPUTM Ha OCHOBI TiCTOTpaMH JJII OOYHCICHHS HAHKPAIIoro MmoauTy. AJITOpUTM
Ha OCHOBI TiCTOTpaM po30MBa€ TOUKH JIAHUX JUISl O3HAKH HA TUCKPETHI IHTEPBAIU
1 BAKOPHCTOBYE I1i IHTEPBAIH JJISl 3HAXOPKSHHS 3HAYEHHsI MOJILTY TiCTOTpaMHu.

BararomapoBuii nepcenTpoH

Ile rnmuboka mTyYHa HEWpPOHHA Meperka, IO CKJIANAETHCS i3 BXIJHOTO MIapy JUis
OTPHMAaHHS CUTHAITY, BUX1THOTO IIapy JUIS MPUKHHATTS pillieHb a00 mependadeHHs
010 BXiJJHOTO CUTHAIY, a Mi’K HUMH — JIOBUIbHA KUIBKICTh IIAPiB, SKi ABISAIOTH
c000r0 00YNCITIOBATIBHY OCHOBY 0araToriapoBOro NepcenTpoHa.

ApxiTeKkTypa HeHpOHHOT MepexKi, o Oyia CTBOPEHA IS OL[IHIOBAHHS CTaHY
CTPaxOBHX KOMIIaHi{, CKJIaaanacsi 3 YOTUPHOX IMPHXOBAHMX INApiB, A€ MEPIINi
1rap MiCTHB YOTHPH HEHpOHH, pemita — BiciM. Takoi KiJIbKOCTI AOCTaTHBO IS
BUpIIIEHHS 3aBJaHHs OIiHIOBaHHS. SIK (pyHKIIiIO aKTUBAIIi]l JUIS IPUXOBAaHUX IIIa-
piB BUKOpHCTOBYBanacs (yHKIiA TinepOoIiuHOro TaHTeHca:

x -X
f(x)=tanh (x) ==—°—
e +e
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Ockinbku posrisganacs 3agada OiHapHOi kiacugikamii, TO IS BUXiZHOTO
mapy HeHpoHHOT MepeXi BUKOPUCTOBYBAJIACS (DYHKITISI «CHTMOI»:

fy=——.
1+e

Jlns HaBUAaHHS MEpEeXKi SK aIrOPUTMY ONTHUMi3arlii BHKOPHUCTOBYBABCS
Meroa Adam, a I HaBYaHHS OAIIATOIIAPOBOIO MEPCENTPOHA — METOoAM: batch
normalization (makeTHe HOpMyBaHHA) 1 dropout (BHITydeHHS).

Batch normalization (nakerne nopmyBanHs). Lleii meron nae 3mory min-
BUIINTH MPOAYKTUBHICTh HABYAHHS 1 CTaOLII3yBaTH pOOOTY MITYYHUX HEHPOHHUX
Mepex. CyThb METOY TOJISrae y TOMY, 110 JSSKUM IIapaM HeHPOHHOI Mepexi Ha
BXiJI OAI0THCA yke 0OpOOJIeHi JlaHi, 0 MalOTh HYJIHOBE MaTEeMAaTUYHE CITOJi-
BaHHS Ta OJIMHUYHY JIUCIIEPCIIO.

3a paxyHOK MaKETHOTO HOPMYBAHHS JOCSATAETHLCS OUIBII MIBUAKA 301KHICTH
MoJieliei, He3Bakarouu Ha JOJATKOBI oOunciaeHHs. L{el miaxia T03BOJISE KOXKHO-
My LIapy MepesKi HaBuaTHCs O1IbII He3aJeKHO BiA iHIMKX mapiB. TakoK BUHUKAE
MO>KJTMBICTh BUKOPHUCTAHHSI OUTHITT BUCOKOI IMIBUAKOCTI HAaBYaHHS, OCKLUTBKH TaKe-
THE HOPMYBaHHS TapaHTYy€, 1[0 BUXOIM BY3JIiB HEHPOHHOI Mepexi HE MaTUMYTh
Iy’Ke BENUKHUX YM MaJIHX 3Ha4eHb. KpiM TOTO, METO/ € B IEIKOMY CEHCI OKPEMUM
MEXaHI3MOM peryJIIpHu3allil: Takué MiAXiJ TPUBHOCUTH Y BUXOIU MPUXOBAHHUX
mapiB AeIKui 1ryM. Mojeni CcTaloTh MEHI YyTIMBUMH 10 TTOYATKOBOI iHIiITiami-
3arrii Bar.

Hexaii HapuaHHS MOJIENi IPOBOIUTHCS 32 JIOTIOMOTOO TAKETiB B po3MipHi-
CTIO 7 |:

B={x, ...,x,} .

AJropUTM MaKeTHOI HOpMai3auii CKIagaeThes 3 TAKMX KPOKIiB:
1. OOGUUCITIOETHCSI MaTeEMaTHYHE CIIOTIBAHHSA 1 IUCTIEPCist MTaKeTa 3a opMylIaMu:

n n

2 1 2

HB:—in; GB:—Z(xi_HB) .
iz iz

2. HopmainizyroTbcs AaHi makera:
. X;—
% i~HB

e
op+eE
Jie € — KOHCTaHTa, 5SiKa BUKOPHCTOBYETHCS JJIsl OOUMCIIOBAILHOI CTIMKOCTI (Ha-

JAIITOBYETHCS PA30M 3 IHITUMHU [TapaMeTPaMH).
3. 3aCTOCOBYEThCS OMeEpallis CTUCKY Ta 3CYBY:

Yi=1x%;+P

Jle Y — mapaMeTp CTHCKY; 3 — mapameTp 3CyBY.

i mapaMeTpyu HaJIaTOBYIOTHCS MEpe] MOYaTKOM HaBYaHHS MEPEXKi.

Dropout (Buiyuennst). OnHiero 3 mpoOiieM, sika BUHHUKAE ITi7 9ac OyIoBH
HEHPOHHOT MEpexi, € SBHIIE TIepeHaBYaHHSA. MeTo/ BHIyUYeHHS — OJVH 3 Haii-
OULTHIII TTOMMPEHUX 3aC00iB YHUKHEHHS ITi€l TPOOJIEMH 3aBISKH IMPOCTOMY aJro-
PUTMY Ta 33JIOBIIEHUM pe3ynbTatam [4].

Posrasaemo map HEHpOHHOI MepeKi, MO CKIAMAEThCsA 3 N HEHPOHIB.

Januii miaxig BUMUKae HEWPOH 3 IMOBIPHICTIO p BIANOBiTHO, 3ajJHINac
YBIMKHEHHM 3 iIMOBIpHICTIO ¢=1—p , mpuuOoMy WMOBIPHICTb BUMKHEHHS Oy/b-

SAKOro HeﬁpOHa OJITHaKOBa.
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Hexait f(x) — ¢yHkmis aktuBariii, Toai 3aCTOCYBaHHS APOMAYTY IS i-TO
HeWpoHa 3aMnCy€eThCS TAKUM YHHOM:

N
J=1

Ae w; — Baru HelpoHa, b — 3MIIICHHS, X i BXIJIHI J]aHi, a WMOBIPHICTh

P(0; =0)=p . Lla popmyna BUKOPUCTOBYETHCS IiJ| 4aC HAaBYAHHA Mojemi. Aie
OCKIJIbKM Ha JTAaHOMY €Tali HEeHpOH 3aJIMIIA€ThCs B MEPEXi 3 IMOBIPHICTIO ¢ , TO
Ha eTami TeCTyBaHHS MOTPIOHO EMYJIOBATH IMOBEIIHKH HEHPOHHOI Mepexi, IIo
OyJa BUKOpUCTAHA MiJ] Yac HaBuaHHs. J[J1s 11bOT0 pe3ysibTaT BUXITHOTO 3HAUCHHS
¢yHKii akTEBaLii He0OX1THO MHOKUTH Ha KOEQIIIEHT ¢ :

N
U=qf Z w;x; +b
j=1
Ha mpaxTuii Tako BHKOPUCTOBYIOTH TEXHIKY 3BOPOTHOTrO ApomayTy. Ha
BiZIMiHY BiJl 3BUMalfHOrO METOIY, MHO>KEHHsI Ha KOe(DillieHT BiIOYBA€ThCS y MPO-
Ileci HaBYaHHs, MPUIOMY Il KoeillieHT MOpiBHIOE IMOBIPHOCTI TOTO, IO HEWM-
POH 3aJHMIIUTHCS B MEpeXi. A MiJ Yac TecTyBaHHS 3HAUEHHsS HEHpOHA 3auila-
€TBCSI TAKUM CaMUM, SIK i B METOJIi 3BOPOTHOTO MOIIUPEHHS TOMHUIIKH.
ToOTo BuxinHe 3HaYECHHS i -TO HEHPOHA Ha eTari HaBuYaHHS

1 N
q j=1
a Ha eTaHi TECTYBAaHHs

N
U=f ijxj+b .
j=1

APXITEKTYPA I CXEMA ®YHKIIOHYBAHHA CIIIIP

Apxitektypy CIIIIP, po3poOneHy st OLiHIOBaHHS CTaHy CTPAaXOBHX KOMITaHiMH,
300paskeHo Ha puc. 1.

KoMmnoHeHTH apXiTeKTypy BUKOHYIOTh Taki (PyHKIIII:
— IHTepIpeTaTop BIANOBIZaE 3a
Inrepnperarop CIIP OesnocepeHe 3aBaHTAKCHHA JAHUX JDKE-
pena indopmarii. Sk gaHi 3aBaHTaXYIOTh-

ﬂ ﬁ cs aiinu popmary * XLSX;
— COAI'P abo cuctema 00poOIECHHS
COJITP JIAHUX Ta TeHepallii pe3yyIbTaTiB Bi/OBI/ae
3a Bi3yali3amil0 JaHUX 3a JOIOMOTOIO

rpadikis;
— B3]1 abo 6a3a maHuXx i 3HaHb BiJIO-

BiJla€ 3a 3a0€3MCUYCHHS OIIHIOBaHHS CTaHY
B3] cTpaxoBoi kommaHii. [Iporpama BimoOpaxkae
3HAYEHHS METPHK SIKOCTI HaBYaHHS MOjie-
Puc. 1. Apxirtexrypa CIIIIP el knacuikamii;
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— CIIP abo cucrema mojaHHs MPOMDKHUX Ta OCTATOYHUX pe3yJbTaTiB 00-
YHCIJICHb, JI03BOJISIE MTOJABaTH pe3ynbTaTh. [Iporpama 3abesnedye BimoOpakeHHs
HPOTHO3Y MaiOyTHBOTO CTaHy CTPaxOBOi KOMIIaHIii Ta MOXKJIMBI NIPUYMHHU B pasi
HETaTUBHOI OLIHKH CTaHY.

Cxemy po6otu CIIIIP mokazano Ha puc. 2.

3aBHTaXeHHs
JaHuxX

—

Cavaniaal i MonepenHe
B|3£Zﬂ|;:um 06pobneHHs

[aHNX

| | l ) )

Meton Metop HaisHui . .
" e . | | BunaakoBuit XGB Baratowaposuii
. 0ost
k-Haibnxumx | | onopHux | | BaiteciBchbKuiA nic nepcenTpoH

KBaJpaTiB BEKTOPiB | |KIacudikaTop

{

Bnbip
HamkpaLLof
moaeni

!

BukopucTtanHs mogeni
AJ151 NPOTrHO3YBaHHS
CTaHy

Puc. 2. Cxema ¢yukuionysauus CIITIP

JIAHI JUISI JOCJLKEHHS

Jliis mociipkeHHsT poOOTH MPOrpaMu sIK JIaHi B35STO OCHOBHI MOKAa3HUKH JisTbHO-
CTi cTpaxoBUX KoMmMaHiii (y po3pi3i ycraHoB), BiamosigHo A0 IlocraHoBku Kabi-
Hety MinictpiB Ykpainu Ne 835 i3 caiitry HamionanpHoro Ganky Ykpainm. fx
HaBUYAIBHO-BaJIIJAIiiHy BHOIpKY BHKOpHCTaHO moka3zHukh 3a 2020 p. (185 xom-
NaHiit), a K TECTOBY BUOIPKY — MOKa3HUKH 3a mepiue miBpiuds 2021 poky (166
KOMITaHii). MiTKa OIIIHKM HiSUTBHOCTI JJI1 HABYAHHSI MOJEI 3allOBHIOBAJIACS
y Takuid croci0: oOuucIoBanacss peHTa0eNnbHICTh KamiTaly CTPaxOBOi KOMITaHii
y BicoTkax. Ko el mokazHuk nepesuirysas 10% [5], To komnaHii mpucBoro-
Bajacs OIliHKa «e(heKTHBHAY, iHaKIe — «HeeheKTUBHAY. KopemsiiitHy MaTpuIio
(hiHAaHCOBHX MOKA3HMKIB Ta rpadik CTpaXOBHX KOMIIaHIN 3a OLIHKOIO JisSUIbHOCTI
3a HaBYAJILHO-BAITi NAIIIHHOIO BHOIPKOIO 300paKeHO BiANOBIIHO Ha puc. 3 1 4.

3a KOpEeNAIIHOK MaTPUIICI0 BHHO, IO MOKa3HUK 30MTKIB O Ta MiCis
OTIOJIATKYBaHHS € HEKOpenboBaHWMHU. i 4ac HOCIiPKEHHS pO3IIISIaBCs BHIIA-
JIOK TIOBHOI BUOIpKU Ta ckopoyeHoi (0e3 ypaxyBanHs 30uTkiB). [laHi € He30anaH-
COBaHMMH, OCKIJIbKM KUIbKICTh CTPaxOBUX KOMIMaHil 3 €(EKTHBHOIO AisUTBHICTIO
CTaHOBUTH Juie 24%.
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AKTNBM on
BrnacHui kanitan LRIt
3000B'53aHHs JFETENE

Crpaxosi pesepau 049

Yucri 3apobreHi ctpaxosi npemii 0.66

MMpewmii nignucaHi NS

[Mpewii, nepenaHi y nepectpaxyBaHHs R

CrpaxoBi BUNNaTh Ta CTPaxosi ass

BIALIKOAYBAHHS [l

o _ Butpatt Ha onnarty npauji [T
iHaHCOBMI pe3yrbTaT [0 OnoJaTkyBaHHS
e by Ton
®iHaHcoBUI pesyrbTar 10 onofaTKyBaHHs

(36umTOK)
Butpati 3 nogatky Ha npubyTok

YucTwii chiHaHCOBMIA pe3ynbTar (MproyTOK)
UncTuit chiHaHCoBMIA pesynbTarT (361UTOK) -
OuiHKa AisnbHOCTI

BnacHuin kanitan -
3000B'13aHHS

Puc. 3. KopensuiiiHa MaTpuLs TaHUX

HeedekTnBHa

OujiHKa
OisiNbHOCTI

Crpaxosi pe3epsy
Mpemii nignucani -

=
1)
o
=
m
o
=
@
Q.
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o
T
[}
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S
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o
©
el
=
o
=
J

2020 p.

Mpewmii, nepegaHi y nepectpaxyBaHHs -

23,78%

= =
T 38
T 2 5
m £ QO
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= [ = =
3 5 =
=g =
@ 2 3
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(=} = =
< © ©
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E S 5
O m g
o <3
= =
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= 12)
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g 8
o
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=
EdekTneHa

®OiHaHCOBM pe3ynbTaT 40 0NoAAaTKyBaHHS (30UTOK) -

20

006 006

0.58

ButpaTtn 3 nogatky Ha npubyToK -

Puc. 4. I'padix cTpaxoBrUX KOMITaHiH 3a OIIHKOO AisutbHOCTI 32 2020 p.

PE3YJIbTATH JOC/IIKEHHS

100

YuncTuit ciHaHcoBMiA pesynbTaT (MpubyTokK)

0.06

100

YuncTuit hiHaHCOBMIA pe3ynbTaT (36MTOK) -

OuiHKa AiSNBHOCTI

-100

0,75

-0,50

0,25

--0,50
-0,75

--1,00

Jlns mpoBeJeHHs NOCHIAIB HaBYaJdbHO-BajifaliiiHa BUOipka po3OuBajacs 3a
cuiBBigHomenusM 60:40. TpenyansHa BuOipka mana po3mipaicts 111, Bami-
nmamiitaa — 74. JIns OIiHIOBaHHS SIKOCTI MOJENEH BHKOPUCTBYBAIHCSI METPUKH
F1-Score, Roc-Auc, Balanced Accuracy.

Pe3ynpraTti HaB9aHHS Mozenell HaBeaeHo B Tabm. 1 1 2. Takox OymyBanacs
MAaTPHILI TTOXUOOK JIJTST KOXKHOT MOJIETI.
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Taoaumusa 1. PesynbraTu HaBuaHHS Mojeneil kmacudikaiii s TOBHOTO
Habopy MaHUX

Monaean F1-Score Roc-Auc Ilzalanced
ccuracy
k-HaWOIMHKYNX CYCITiB 0,91 0,92 0,92
MeTtox omopHHX BEKTOPiB 0,76 0,81 0,94
HaiBumii GaiteciBChbKUi
Kacudikatop 0,69 0.78 0.83
Bumnaakosuii iic 0,94 0,94 0,94
XGBoost 0,91 0,94 0,94
Bararomaposuii
nepcenTpos 0,91 0,92 0,92

Tadoauusa 2. Pesynbrar HaBYaHHA MoAeNel kinacugikamii Isi CKOpOUYEHOTO
Habopy NaHWX.

Moaennb F1-Score Roc-Auc Ilzalanced

ccuracy
k-HaWOIMHKINX CYCiTiB 0,91 0,94 0,94
MeTo1 OIOPHUX BEKTOPIB 0,86 0,9 0,9
HaiBuuii 6al\{I€CIBCLKI/II\/’I 0,77 0,86 0.86

KiacudikaTop
Bunaakosuii jic 0,86 0,95 0,95
XGBoost 0,88 0,96 0,96
Bararomaposuit 0,95 0,98 0,99
MEPCENTPOH

Martpuni noxubok Mojieneld Ayl BUMAAKY IMOBHOI Ta CKOPOYEHOi BHOIpOK
MMOKa3aHo Ha puc. 51 6.

k-nearest neighbors Support Vector Machine Naive Bayesian Classifier
Not Not Not
efficient 0 efficient 0 efficient 3
@ @ @
2 2 2
= = =
Efficient 3 15 Efficient 7 11 Efficient 7 11
Not i - ..
officent  ETicient effri‘lc(i)ctant Efficient eff'i‘lcci,ttant Efficient
Predicted Predicted Predicted
Random Forest XGBoost Deep Neural Network
th 2 Not Not 0
efficient efficient 1 efficient
@ @ 4
2 2 2
(= = (=
Efficient 2 16 Efficient 2 16 Efficient 3 15
Not  Efficient Not Efficient Not  Efficient
efficient _ efficient efficient icien
Predicted Predicted Predicted

Puc. 5. Marpuni noxubok Mozeni 3a IOBHOTO HA0Opy JaHUX
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Puc. 6. Matpuiii moxuOok MoI€elTi 332 CKOPOUEHOTO HAbOpy JaHUX

Jiarpamy po3noJily cTpaxOBUX KOMIIaHiH 3a MPOTHO3HOK OI[IHKOIO CTaHy
300paxkeHo Ha puc. 7.

2021 p.

HeedekTnBHa

OuiHka
OistNbHOCTI

23,78%

EdekTnBHa

Puc. 7. T'padik cTpaxoBHUX KOMITaHi{ 3a CIIPOTHO30BAHOIO OIIIHKOO JisUTEHOCTI

3a pesynbTaramu TaOJMIF MOXKHA OaYyWTH, IO MOEIH BUMAIKOBOTO JICY
MoKasaja Hailkpail pe3ylbTaTH cepell yCiX Mojelied. 3a CKopoueHOoro Habopy
JTAaHUX METPUKH SIKOCTI YCiX Mojenell mokpamuincsa. BogHodac 6araTomapoBHid
MIEPCENTPOH TMPOJACMOHCTPYBAB MaibKe ijealibHI pe3yJbTaTH — HOTrO TOYHICTh
cranoBuna 99%. 3a MaTpUISIMA HAOYHO BHJHO, IO 3a IMOBHOTO HAOOpy IaHHX
HaWKpari pe3yiabTaTH Ma€ MOJENIb BHITAIKOBOTO JICY. 3a CKOPOYCHOTO Habopy
JAHUX JUIS MOJENI k-HalOMMKYMX CYCi/liB, OTIOPHUX BEKTOPIB Ta HAIBHOTO Oaife-
CIBCBKOI'0 KJacH(ikaTopa 3MEHIIHIACS KUIbKICTh IMOMHJIKOBO-HEIAaTUBHUX OIli-
HOK, ayie 301IbIIMIacS KUTBKICTh IMOMHJIKOBO-TIO3UTUBHUX OIIiHOK. [Ipu 1mpomy
MoJieNb BUMaKoBoro Jicy, XGBoost Ta HEMpOHHOT Mepeki B3aralli He MICTHIU
MMOMMJIKOBO-HETaTUBHUX OIIHOK. J[J1s1 ckopodeHoro Habopy JaHuX Oararoliapo-
BUI MEPCENTPOH MOKa3aB Maike OE3MOMIIIKOBI pe3ynbTaTu. ToMy, BUOHpArOUU
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HaWKpairy MOJeNb Uil OI[IHIOBaHHS Ta MPOTHO3YBAaHHS CTPaXOBUX KOMIIaHIH,
KOPHUCTYBau Ma€ BUPIIIMTH YW BBOJUTH MMOKA3HUKHM 30WTKIB ITiJ| YaC HAaBUaHHS
MoJieJIed UM HE BBOJUTH.

BUCHOBKHU

CTBOpPEHO CHUCTEMY MIATPUMAHHS TPUAHATTS PIllICHHS, O JTO3BOJISIE OI[IHUTH Ta
CIIPOTHO3YBAaTH CTaH CTPaxOBOi KOMITaHii 3a ii (DiHAHCOBO-EKOHOMIYHUMH TTOKa3-
HUKaMmu. JIJI9 OIiHIOBaHHS Ta MPOTHO3YBAHHSI CTaHy CTPAXOBHX KOMIIaHIN peai-
30BaHO IIICTh Mojeed kiacudikaliii: k-HaHOJMKUUX CYCI/IiB, METOJ OMOPHUX
BEKTOpiB, HaiBHMI OaileciBcbkuil KiacudikaTop, Bunagkosuii jiic, XGBoost Ta
OararomapoBuil TEPCENTPOH. 3a pe3yabTaTaMU JOCIIKEHHST 3pOOJICHO BHUCHO-
BOK, ITI0 y BHITAJIKy TOBHOi BHOIpKH MOMENH BHITAIKOBOTO JIiCY TOKa3aja Haii-
Kpari pe3ynbTati. BogHodac GaraTtomrapoBuii mepcenTpoH MmokKa3aB Maike igea-
JbHI pe3yNbTaTH, HAaBYAIOUUCh 332 CKOPOYEHOK BHOipkoro. Tomy, BHOMparoun
HaMKpairy MOJeNb Uil OI[IHIOBaHHS Ta MPOTHO3YBAaHHS CTPaXOBUX KOMIIaHIH,
NOTPiOHO MPUIHSATH PILICHHS IIOJI0 TOTO, Y BUKOPUCTOBYBATH MOKA3HUKHU 30MT-
KiB MiJl YaC HABYAHHS MOJIeNIeil UM HE BUKOPUCTOBYBATH, OCKIIBKH BOHH HEKOpe-
JILOBaHI.

VY nojanpmx IOCTIHKEHHSX IOUIBHO PO3TISHYTH 33ja4y MoO0YyJOBH KO-
MEpIiHHOI CUCTEeMH MIiATPUMAHHS MPUUHATTA pillleHb 3 (QYHKIISMH PEeTpOCIek-
THBHOTO aHAJN3y MOIMEPEAHIX CeCiii BUKOPUCTAHHSI CHCTEMH, a TAaKOXK aJarTallii
MOJIEJICH, 1110 BUKOPUCTOBYIOThCS JUIsl Kitacudikarlii JOCIiIKyBaHUX 00’ €KTIB.

JITEPATYPA

1. O.C. Onekciok, Cucmemu niompumku nputinamms ¢inancosux piwens. K.: Hayk.
nymka, 1998, 508 c.

2. J. Ali, R. Khan, N. Ahmad, and I. Magsood, “Random Forests and Decision Trees”,
International Journal of Computer Science Issues (IJCSI), vol. 9, no. 3, pp. 272-278,
2012.

3. S. Ioffe and C. Szegedy, “Batch Normalization: Accelerating Deep Network Train-
ing by Reducing Internal Covariate Shift”, ICML, vol. 37, pp. 448-456, 2015.

4. N. Srivatsava et al., “Dropout: A Simple Way to Prevent Neural Networks from
Overfitting”, Journal of Machine Learning Research, vol. 15, pp. 1929—-1958, 2014.

5. A.A. Ulipiasa ta JI.B. ipiasH, “Tloka3HukH e()EeKTUBHOCTI CTPAaXxOBOTO PHHKY

YkpaiHu 3 TO3WMIA BIACHUKIB CTPaXOBUX KOMIaHIN’, EgexmusHa exoHomika,
Ne 10, 2019. doi: 10.32702/2307-2105-2019.10.172

Haoinuna 12.01.2022

INFORMATION ON THE ARTICLE

Roman S. Panibratov, ORCID: 0000-0002-8604-4420, Institute for Applied System
Analysis of the National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic
Institue”, Ukraine, e-mail: roman.panibratov@gmail.com

CUCTEMA NOJJAEPXKH IPUHATHS PEIIEHUN AJIs1 OHEHUBAHUS
N NPOTHO3UPOBAHUS COCTOSIHUSA CTPAXOBOU KOMIIAHUHU /
P.C. [TanuGparos

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2022, Ne 1 71



P.C. Ianiopamos

AnHoTanus. Co31aHo CHCTEMY HOJAEPKKY IPHHATUS PEIICHUH ISl OLICHUBAHUS U
MPOTHO3MPOBAHMS COCTOSHMSI  CTPaxoBOM KoMmaHmM 3a €€ (DUHAHCOBO-
SKOHOMHYECKUMH TOKa3aTemsiMu. OILEHUBAHHE COCTOSHHS AAHHOTO YUPEKICHHS
paccMOTpeHO Kak 3ajady OMHApHOHM KiIacCH(UKAIMU: SBISETCS JIM IeATeIbHOCTD
CTpaxoBoi KoMmnaHuu >hPeKTHBHOIN WM HeT. Bo BpeMst HcciieioBaHus peann3oBa-
HBI IIECTh METONOB MAIIMHHOTO O0Y4eHHMs C yUHUTeIIeM: METOA k-OImKalImmx coce-
Jiel, MeTo ONOpPHBIX BEKTOPOB, HaWBHBIM OaifecoBckui Kiaccudukarop, ciydai-
Hblil nec, XGBoost n nirybokas HedipoHHast ceTh. Co3aHHas cUCTEMa MO3BOJISIET:
BBINOJIHUTh KOPPEJIALMOHHBIN aHain3 (MHAHCOBO-DKOHOMHUYECKHX IOKa3aTeseH,
MIPOBEPsTH COANaHCHUPOBAaHHOCTH JAHHBIX, 00ydaTh BHIOPAHHYIO MOJENIb M OLECHHU-
BaTh Ka4eCTBO OOYYEHHs, IPOrHO3UPOBATh COCTOSHHUE CTPAXOBON KOMITAHUH IO BbI-
6panHoil momenu. Ilo mydmmm MOAENsIM CHPOTHO3MPOBAaHO Oyaylnee COCTOSHHE
CTPaxoOBbIX KOMIOAHUN YKpauHBI.

KuroueBble ci10Ba: cTpaxoBast KOMIAHUs, CHCTEMA TOICPIKKU IPUHSITHUS PELICHHUH,
OuHapHas knaccuduKanus, MeTon k-Onvkaimx cocelel, METOJ| OIIOPHBIX BEKTO-
POB, HauBHBII OalieCOBCKMI KiIaccH(pUKATOp, CIIydailHbINA Jiec, TpafiueHTHBIN Oyc-
THHI, HEUPOHHBIE CETH.

DECISION SUPPORT SYSTEM FOR ESTIMATING AND FORECASTING
STATE OF INSURANCE COMPANY / R.S. Panibratov

Abstract. The decision support system was created for estimating and forecasting
the state of an insurance company according to its financial and economic indica-
tors. The task of estimating the state of this type of an institution was considered as a
problem of a binary classification: whether the company’s activity is efficient or not.
During the research, six supervised machine learning methods were implemented: k-
nearest neighbors, support vector machine, naive Bayes classifier, random forest,
XGBoost and deep neural network. The created system allows the following: to per-
form correlation analysis of financial and economic indicators, to check the balance
of data, to perform training of the selected model and to estimate quality of training,
to predict the state of the insurance company according to the selected model. Ac-
cording to the best model, the future state of insurance companies in Ukraine was
predicted.

Keywords: insurance company, decision support system, binary classification, k-
nearest neighbors, support vector machine, naive Bayes classifier, random forest,
gradient boosting, neural networks.
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HYBRID GMDH DEEP LEARNING NETWORKS — ANALYSIS,
OPTIMIZATION AND APPLICATIONS IN FORECASTING
AT FINANCIAL SPHERE

Yu. ZAYCHENKO, He. ZAICHENKO, G. HAMIDOV

Abstract. In this paper, the new class of deep learning (DL) neural networks is con-
sidered and investigated — so-called hybrid DL networks based on self-organization
method Group Method of Data Handling (GDMH). The application of GMDH en-
ables not only to train neural weights, but also to construct the network structure as
well. Different elementary neurons with two inputs may be used as nodes of this
structure. So the advantage of such a structure is the small number of tuning pa-
rameters. In this paper, the optimization of parameters and the structure of hybrid
neo-fuzzy networks was performed. The application of hybrid DI networks for fore-
casting market indices was considered with various forecasting intervals: one day,
one week, and one month. The experimental investigations of hybrid GMDH neo-
fuzzy networks were carried out and comparison of its efficiency with FNN ANFIS
in the forecasting problem was performed which enabled to estimate their efficiency
and advantages.

Keywords: hybrid deep learning networks, self-organization, parameters and struc-
ture optimization, forecasting.

INTRODUCTION

Nowadays deep learning (DL) networks are widely used in different problems of
artificial intelligence: forecasting, pattern recognition, medical diagnostics,
etc.[1-4]. For its training various algorithms were developed usually based on
Back propagation method. Presence of many layers when using gradient algo-
rithm usually leads to occurrence drawbacks as vanishing or explosion of gradi-
ent. Therefore, the approach was suggested how to exclude this drawback to per-
form layer after layer training using stacked encoder-decoder or stacked restricted
Boltzmann machines [1, 2]. However, the problem is left how to choose the num-
ber of layers in DL network. The existing DL methods don’t enable to generate
structure of DL networks. But the training process will be more efficient if to
adapt not only neuron weights but the structure of network as well. For this goal
the application of GMDH method seems very promising. GMDH is based on
principle of self- organization and enables to construct network structure auto-
matically in the process of algorithm run [5-7]. In the previous years GMDH-
neural networks having active neurons [5—7], R-neurons [19], Q-neurons [3] as

© Yu. Zaychenko, He. Zaichenko, G. Hamidov, 2022

Cucmemni docnioxcenns ma inghopmayivini mexnonoeii, 2022, Ne 1 73



Yu. Zaychenko, He. Zaichenko, G. Hamidov

nodes were developed; in the area integrating fuzzy GMDH and neural networks
the GMDH neuro-fuzzy and GMDH neo-fuzzy systems [13] were developed.

The very important property of GMDH is that as building blocks for con-
struction of a structure of DL networks elementary models with only two inputs,
so-called partial descriptions, are used. This allows to cut substantially training
time for hybrid DI network as compared with conventional DL networks.

Therefore, new generation of deep learning — GMDH-hybrid neuro-fuzzy
networks were developed in [16] that combine advantages of the traditional
GMDH and DL fuzzy networks and may be trained with simple learning
procedures. The nodes of this network are Wang-Mendel elementary neural
networks with only two inputs. The experimental investigations of this class of
hybrid DL networks have shown their efficiency and preference over
conventional DL networks. But the drawbacks of application of Wang-Mendel
networks as nodes of hybrid DL networks lies herein that it’s necessary to train
not only neural weights but membership functions as well.

Later another class of hybrid DL networks — GMDH neo-fuzzy networks
were developed wherein as nodes of network neo-fuzzy neurons with two inputs
are used [17]. For their training its necessary to adapt only neuron weights that
demands less computational resources and cuts training time. That’s very impor-
tant for DL networks with a large number of hidden layers. The experimental
investigations of hybrid neo-fuzzy networks and comparison with conventional
DL network have shown their efficiency and less computational calculations for
training. But the problem is left to find the optimal parameters and structure of
hybrid neo- fuzzy networks and investigate them in practical applications.

The goal of this paper is to find optimal parameters and structure of hybrid
deep learning networks and investigate their efficiency in forecasting problem at
financial markets.

HYBRID NETWORK STRUCTURE OPTIMIZATION BASED ON GMDH
METHOD

The GMDH method was used to synthesize the structure of the hybrid network
based on the principle of self-organization. The principal idea of generation opti-
mal structure is the successive increase in the number of layers until the value of
the external criterion of optimality MSE begins to increase for the best model of
the current layer. In this case it is necessary to return to the previous layer, to find
there the best model with the minimum value of criterion. Then moving back-
ward, go through its connections, find the corresponding neurons of the previous
layer. This process continues until we reach the first layer and the corresponding
structure is automatically determined.

The process of synthesis of the network structure in the forward direction is
shown in Fig. 1 where in grey color the outputs which passed through selection
block (SB)are shown while in black color -outputs which were dropped (ex-
cluded) by SB.

The process of restoring the desired structure in the backward direction is
shown in Fig. 2. In the grey color nodes and their connections selected by this
process are indicated.

The corresponding optimal constructed structure of the hybrid network for
this forecasting problem is shown in Fig. 3.
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Fig. 3. Optimal Structure of hybrid network for covid forecast constructed by GMDH

It consists of 3 layers: first layer has 3 neo-fuzzy neurons, second layer-
two neurons and the last- one neuron.

EXPERIMENTAL INVESTIGATIONS FOR SEARCH OPTIMAL PARAMETERS
OF HYBRID GMDH NEO-FUZZY NETWORK

The experimental investigations of hybrid GMDH neo-fuzzy network were per-
formed in the problem of Dow Jones and Nasdaq Index forecasting and compared
with FNN ANFIS. In the process of experiments optimal parameters and struc-
ture of hybrid GMDH networks were found. The experiments were performed
with different forecasting intervals: one day, one week and one month. For each
forecasting interval optimal parameters of hybrid neo-fuzzy networks were found
and investigated.
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The Dow Jones is the stock index of the 30 largest American companies,
which was founded in 1896. The initial data was taken from Yahoo, a leading
financial information provider owned by Yahoo!

To prepare the initial data, data were uploaded at various intervals, namely
the value of the stock index by days, weeks and months. Each of the sets contains
the following data:

e Date — data period,

e Open — opening price;

e High — the highest price for the period;

o Low — the lowest price for the period;

o Close — the price at the end of the period;

e Adj Close — average closing price;

e Volume — sales for the period.

The data set for the interval of one day contains 4867 records, of which non-
zero records are 4788 ones. The data set for the interval one month contains 1001
records, of which 1000 records are non-zero. The data set for the interval of one
month contains 195 records, of which 195 are non-zero.

Data normalizing. Reduction to a single scale is provided by normalization
of each variable to the range of its values. In the simplest case, it is a linear trans-
formation

_ x—

X . .
mx, = — ™ — " in the interval x; €[0,1].
X

i max 'xi min

To find the most informative features as an input vector the network was al-
ternately trained on data sets that transmit only the following features subsets:

('Open', 'High', 'Low', '"Volume', 'Close"); ('Open’, 'High', 'Low', 'Volume');

('Open', 'High', 'Low', 'Close'); ('Open', 'High', 'Low"); (‘Open', 'High',
'Close");

('Open', 'High', 'Volume'); ('Open’, 'Close', 'Low"); (‘'Open’, 'Volume', 'Low");

('High', "Low', 'Close'); ('Open', 'High"); ('High', 'Close"); ('‘Low', 'Close');
('Open', 'Volume').

The main network parameters that can be configured and are to be optimized
include the size of the input vector, the number of rules, and the function that sets
them, the number of parameters that are transferred to the next layer.

The size of the input vector is determined by the number of informative fea-
tures that are transmitted for training, and the number of days on the basis of
which the network gives the predicted value. Also, the number of network func-
tions that can be set includes the number of membership functions and their ap-
pearance, as well as the degree of freedom of choice of the system.

To select these parameters, it is necessary to conduct an experiment, training
the system, setting these parameters in the interval, and keeping those that give
the best results in the test sample.

The following parameters were investigated:

e 1 — number of preceding days, based on which the forecasting is per-
formed (sliding window size) N €[1;6];

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2022, Ne 1 77



Yu. Zaychenko, He. Zaichenko, G. Hamidov

h — number of membership functions in each node, N €[2;9];
(b-

ha)(sh—l);

s — membership function parameter, where c =

b — an interval end;
a — an interval beginning;
h — membership functions number, which cover the interval;

s €[0,01;1,5];

f — number of parameters which are transferred to the network next

layer (freedom of choice).
The set of initial data was divided into a training sample and test sample in
the ratio of 70% and 30%, respectively.

Having launched GMDH neo-fuzzy system for training, values of MAE and
MAPE criteria were obtained with different combinations of these parameters.

For the Dow Jones stock index with different forecast intervals, the best
parameters for the different set of informative features were obtained as a result of
training and testing, which are shown in Table 1.

Table 1. The results of the selection of the optimal parameters of GMDH-neo-
fuzzy system for Dow Jones index with different prediction intervals

Sets of informative 1 month 1 week
features n|h|f] s | MAE [MAPE |n|h|f]s | MAE | MAPE
‘Open’, "High', Low', 1115 1511 01 0.0147 | 0,0452 |2 |4 |2 07| 0,0077 | 0,0295
Volume', 'Close
Open’, "High', Low', |} 15 1311 31 0.0156 | 0,0476 |2 |4 |3 10.9] 0,0086 | 0,0332
Volume
Ope“’,glfs}é: Low' 11912110 | 0,0147 | 0,0453 |2 42 0.7 0,0077 | 0,0295
'Open’, 'High', Low' | 1|23 |1,3|0,0156 | 0,0476 | 2|4 |3]0,9] 0,0086 | 0,0332
Open’, 'High, 1120312100153 ]0,0467 |2 4|3]0,9 0,0079 | 0,0309
Close
Open’, 'High, 50215/0,110,0177 | 0,0654 243 /1,0/ 0,0098 | 0,0380
Volume
'Open’, 'Low', 'Close' | 12 |3 | 1,2 | 0,0147 | 0,0456 |2 |4 |3 |0,7| 0,0081 | 0,0308
Ope“’LZV‘i}”me’ 5031710,1/0,0171|0,0644 [4|2|6]0,1| 0,0095 | 0,0348
'High', Low', 'Close' | 1|22 1,0 | 0,0147 | 0,0453 |2 |4 | 2|0,7| 0,0077 | 0,0295
'Open’, 'High' 5(215/0,1]00177 | 0,0654 | 2|43 (1,0 0,0098 | 0,0380
'Open’, 'Close’ | 1,22 1,3 0,0165 | 0,0498 |2 |4 |3 [0,6] 0,0085 | 0,0331
'High', 'Close' 12/21,2]0,0154 | 0,0467 |2 4 |3[0,9] 0,0079 | 0,0309
'Low', 'Close’ 112/2/1,2]0,0147 | 0,0456 | 2 | 4 | 2 0,7] 0,0081 | 0,0306
'Open’, 'Volume' | 5|22 0,8 0,0189 | 0,0689 |3 |4 2/0,1] 0,0112 | 0,0445

Thus, analyzing presented results one may conclude that the most informa-
tive for GMDH neo-fuzzy system are the following sets of features: ['Open’,
'High', 'Close'], ['Open’, 'Low', 'Close'], ['High', 'Low', 'Close'], ['High', 'Close'],
[Low', 'Close'].
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For the Dow Jones stock index for one month forecast period, the following
optimal configurations of GMDH neo-fuzzy network were obtained:

the number of informative features — 3;

the number of periods on the basis of which the forecast is made — 1;
the number of membership functions in each of the nodes — 2;

the number of layers — 2;

the number of nodes in the first layer — 3;

number of nodes on the second layer — 1.

For the Dow Jones stock index for the one week forecast period, the follow-
ing optimal configurations of the GMDH neo-fuzzy system were obtained:

the number of informative features — 3;

the number of periods on the basis of which the forecast is made — 2;
the number of membership functions in each of the nodes — 4;

the number of layers — 2;

the number of nodes on the first layer — 24;

the number of nodes on the second layer — 1.

The form of the membership function for forecasting interval of one week is
shown in the Fig. 4.

1,0
0,8
0,6

0,4

y — axis

0,2

0,0

10 -05 00 05 10 15 25
X — axis

Fig. 4. Forms of the membership function of Dow Jones index for the forecast period
of 1 week

For the Dow Jones stock index for one day forecast period, the following
optimal configurations of GMDH neo-fuzzy network were obtained:

number of informative features — 3;

the number of periods on the basis of which the forecast is made — 5;
the number of membership functions in each of the nodes — 2;

the number of layers — 2;

the number of nodes in the first layer — 30;

the number of nodes in the second layer — 1.

In the next series of experiments the optimal parameters of hybrid GMDH
neo-fuzzy network were searched for the problem of Nasdaq index forecast with
different forecasting intervals. The optimal parameters and sets of informative
features for interval one month and one week are presented in the Table 2, while
for the interval one day — in the Table 3.
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Table 2. The results of the selection of the optimal parameters of GMDH
neo-fuzzy system for Nasdaq index with different prediction intervals

Sets of informative 1 month 1 week
features n|h|f| s | MAE |[MAPE|n|h|f| s | MAE |[MAPE
Open’, "High', Low’,1 4 1 3| 5 16 581 0,0090 |0,0796 | 3 | 3 | 2 | 0.1 |0,0043 | 0,0400
Volume', 'Close
Open’, "High', Low| | | 5| 310 7810.0088 | 0.0812] 5 | 2 | 3 | 0.7 | 0,0048 | 0.0445
Volume
Open’g‘o‘i}é: Low'sl 1 133 10,58] 0,000 [0,0796| 3 |3 |2 0.1 |0,0044]0,0400
'Open’, 'High', Low'| 1 | 3 | 3 |0,78]0,0088 [0,0812| 5 | 2 [ 3 | 0,7 [0,0048 | 0,0445
'Open’, 'High', 'Close| 1 | 3 | 3 |0,68]0,0095 |0,0824 |3 | 3 [ 2 | 0,1 |0,0045|0,0427
Open’, "High', | | 31 31018100109 [0.1124 | 4 | 8 | 3| 0.9 [0.0054]0,0520
Volume
'Open’, 'Low', 'Close’| 1 | 3 | 3 |0,88]0,0085 | 0,0850| 3 | 5 | 2 | 0,5 |0,0044 | 0,0414
Ope“,’L;’V‘v),lume’ 213304800095 0,0941|5]21|4]0,1(0,00510,0472
'High', Low', 'Close'| 2 | 5 | 3 |0,08]0,0089 | 0,0796 | 3 | 3 | 2 | 0,1 |0,0043 | 0,0400
'Open’, 'High' |2 |3 |3 |0,18[0,0109[0,1128| 4 | 8 [ 3 | 0,9 [0,0054]0,0520
'Open’, 'Close’ | 2 | 2 | 3 |0,18]0,0093[0,1011| 4 [ 6 | 2| 0,5 |0,00460,0421
'High', 'Close' | 1 | 3 | 2 |0,68]0,0095|0,1066] 3 |3 | 2 | 0,1 |0,0045 [0,0427
Low', 'Close’ | 1|3 |2 |0,88/0,0085| 0,085 |3 | 5|2 | 0,5 |0,00440,0414
'Open', Volume' | 2 | 5 | 4 [1,38]0,0121[0,1503 ] 4 | 7] 3 | 0,9 [0,0064[0,0597

Table 3. The results of the selection of the optimal parameters of GMDH
neo-fuzzy system for Nasdaq index with one day prediction interval

. . 1 day
Sets of informative features . 7 7 P MAE MAPE
'Open', 'High', "Low', 'Volume', 'Close' | 6 8 2 0,1 | 0,0023 | 0,0193
'Open', 'High', "Low', 'Volume' 6 7 3 0,7 | 0,0026 | 0,0232
'Open', 'High', "Low', 'Close’' 6 8 2 0,1 | 0,0023 | 0,0193
'Open’, 'High', 'Low' 6 7 3 0,7 | 0,0026 | 0,0232
'Open’, 'High', 'Close' 6 7 2 0,1 | 0,0024 | 0,0204
'Open', 'High', "Volume' 6 10 3 0,1 | 0,0030 | 0,0262
'Open’, "Low', 'Close' 6 7 5 0,1 0,0024 | 0,0200
'Open’, 'Volume', 'Low' 6 9 5 0,1 | 0,0028 | 0,0242
'High', '"Low", 'Close’' 6 8 2 0,1 | 0,0023 | 0,0193
'Open', 'High' 1 7 2 0,1 | 0,0029 | 0,0241
'Open’, 'Close' 6 8 6 0,1 | 0,0025 | 0,0213
'High', 'Close' 6 7 2 0,1 | 0,0024 | 0,0205
'Low", 'Close' 6 9 6 0,1 | 0,0024 | 0,0202
'Open’, 'Volume' 6 7 2 0,1 | 0,0034 | 0,0288

For Nasdaq stock index for one month forecast period, the following optimal
configurations of GMDH-neo-fuzzy network were obtained:

e the number of informative features — 4;
o the number of periods on the basis of which the forecast is made — 1;
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o the number of membership functions in each of the nodes — 3;
o the number of layers — 2;
e the number of nodes in the first layer — 12;
e number of nodes on the second layer — 1.
For Nasdaq stock index for the one week forecast period, the following op-
timal configurations of the GMDH-neo-fuzzy system were obtained:
e the number of informative features — 4;
the number of periods on the basis of which the forecast is made — 3;
the number of membership functions in each of the nodes — 3;
the number of layers — 2;
the number of nodes on the first layer — 36;
the number of nodes on the second layer — 1.
In the Fig. 5 forms of membership functions of Nasdaq index for one month
forecast are presented.

1,01

0,81

y — axis

10 —05 00 05 10 15 25
X — axi1s

Fig. 5. Forms of the membership function of Nasdaq index for the forecast
period of 1 month

For Nasdaq index with forecasting interval 1 month the following results
were obtained:

e MAE — 0,02812;

e MAPE — 0,03165;

e Forecasting time — 0,0005815 s.

For Nasdaq index with forecasting interval 1 week the following results were
obtained:

e MAE — 0,0099397;
e MAPE — 0,0109336;
e Forecasting time — 0,0003004 s.

For Nasdaq index with forecasting interval 1 day the following results were
obtained

e MAE — 0,005740;

e MAPE — 0,0063267;

e Forecasting time — 0,000287 s.

Next, experiments were performed to find the optimal values of the parame-
ters of FNN ANFIS. The size of the input vector is determined by the number of
informative features that are transmitted for training, and the number of days of
prehistory, on the basis of which the forecasting is performed.
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To select these parameters, an experiment was performed, including training
of the network, setting these parameters in the interval, and choosing those that
give the best results at the test sample.

The set of initial data was divided into a training sample and test data in the
proportion of 70% and 30%, respectively. By launching the ANFIS network with
different combinations of these parameters, data on MAE and MAPE criteria
were obtained.

For the Dow Jones stock index one month forecast period, the following op-
timal ANFIS network configurations were obtained:

e number of informative features — 3;

e number of nodes — 6;

o the number of periods on the basis of which the forecast is made — 2;

o the number of membership functions in each of the nodes — 6.

The optimal parameters of FNN ANFIS for Dow Jones index forecast are
shown in Table 4.

Table 4. The results of the selection of the optimal characteristics of ANFIS
network for Dow Jones index with different forecast intervals

Sets of informative 1 month 1 week 1 day
features n | h |MAE MAPE|n | h | MAE |MAPE| n | h | MAE MAPE
'Open', 'High', 'Low' | 2 | 6 |0,2220,0710| 1 | 9 |0,0091|0,0334( 1 |10/0,0037|0,0142
'Open', 'High', 'Close'| 2 | 3 |0,0223/0,0727| 2 | 8 |0,0080|0,0303| 1 |11|0,0034/0,0129
'Open’, 'Low', 'Close'| 2 | 6 0,0192/0,0680( 2 |10|0,0804/0,0307| 1 | 5 |0,0045/0,0154
'High', 'Low', 'Close'| 2 | 8 |0,0209/0,0720( 2 | 9 |0,0903/0,0325| 2 |10/0,0036/0,0134
'High', 'Close’' 2|9 10,0223/0,0750| 1 | 3 |0,0077/0,0282| 1 | 7 |0,0035/0,0135
'Low', 'Close’ 2 | 710,0201/0,0691| 1 | 5 |0,0094 10,0338 1 | 5 0,0035/0,0136

After finding all the optimal parameters of GMDH neo-fuzzy system and
training parameters, the system was trained, and then the data for prediction was
provided. Training and testing of the system took place on data for the period up
to 01.01.2021 for monthly periods, and until 01.06.2021 for weekly and day peri-

MAE ods. Forecasting was

based on data for the pe-

0.101 riod after 01.01.2021 for
monthly periods and

0,051 after 01.06.2021 for day
and week periods. For

0,001 ‘ : : : : , , Dow Jones index with a
°e B 0 B0 B BB forecast period of one

0,81 month, the following
0.6. 1T Ef:;i:?t';ue forecasting data were
' obtained: MAE —
0,41 0,02952; MAPE —
0,2 0,0335; forecasting time

T
75 100

T
125

T
150

T
175

Fig. 6. Results of training and forecasting Dow Jones
Index with interval one month by hybrid GMDH neo-

fuzzy system

82

— 0,00025

Learning and fore-
casting results are shown
in Fig. 6.
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COMPARISON OF FORECASTING RESULTS OF GMDH NEO-FUZZY
SYSTEM AND ANFIS NETWORK

Experimental investigations of the accuracy of market indexes Dow Jones and
Nasdaq forecasting with forecasting intervals of one month, one week and one
day were performed, using a hybrid GMDH neo-fuzzy network. For each predic-
tion interval the optimal parameters found in previous experiments were selected.
A comparative analysis with the forecasting results obtained by FNN ANFIS was
performed.

According to the results of forecasting, values of MAE, MAPE and training
time for each type of neural network were obtained. All comparison results are
summarized in Tables 5-7 for Dow Jones index and in Tables 8—10 for Nasdaq
index.

Table 5. Comparison of the forecasting results of GMDH neo-fuzzy neural
network and FNN ANFIS for Dow Jones Index with forecasting interval 1 month

Criterion GMDH neo-fuzzy FNN ANFIS Difference
neural network
MAE at training sample 0,016938 0,016135 4,70%
MAPE at training sample 0,061866 0,052607 14,97%
MAE at test sample 0,02952 0,096734 -227,68%
MAPE at test sample 0,03350 0,107397 -220,59%
Training time (sec) 0,0023246 75,258 32375x
Forecasting time (sec) 0,0003123 0,02652 84,92x

Table 6. Comparison of the forecasting results of GMDH neo-fuzzy neural

network and FNN ANFIS for Dow Jones Index with forecasting interval 1 week

Criterion GMDH neo-fuzzy | pun A Nprs Difference
neural network

MAE at training sample 0,007949 0,008564 -7,74%
MAPE at training sample 0,029890 0,029291 2,00%
MAE at test sample 0,011476 0,019279 -67,99%
MAPE at test sample 0,012468 0,020923 -67,82%
Training time (sec) 0,012840 194,3520 14980x
Forecasting time (sec) 0,00027132 0,028604 105,42x

Table 7. Comparison of the forecasting results of GMDH neo-fuzzy neural
network and FNN ANFIS for Dow Jones Index with forecasting interval 1 day

Criterion GMDH neo-fuzzy | gy A NS Difference
neural network
MAE at training sample 0,003618 0,004234 -17,03%
MAPE at training sample 0,013981 0,014067 -0,615%
MAE at test sample 0,005348 0,005822 -8,86%
MAPE at test sample 0,005812 0,005822 -0,172%
Training time (sec) 0,19944 876,3658 4394,13x
Forecasting time (sec) 0,00040317 0,038055 94,39x
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Table 8. Comparison of the forecasting results of GMDH neo-fuzzy neural

network and FNN ANFIS for Nasdaq Index with forecasting interval 1 month

Criterion Gnl\e/:[lglz;ll Irllz(t);sf(l)lfliy FNN ANFIS Difference
MAE at training sample 0,011264 0,011140 1,10%
MAPE at training sample 0,098307 0,088272 10,21%
MAE at test sample 0,006635 0,008617 -59,87%
MAPE at test sample 0,060995 0,097332 -59,57%
Training time (sec) 0,0065255 34,5328 5291,9x
Forecasting time (sec) 0,0005815 0,024286 41,76x

Table 9. Comparison of the forecasting results of GMDH neo-fuzzy neural

network and FNN ANFIS for Nasdaq Index with forecasting interval 1 week

Criterion GMDH neo-fuzzy | oy ANFIS Difference
neural network

MAE at training sample 0,0052929 0,0055274 -4,43%
MAPE at training sample 0,041831 0,052723 -26,04%
MAE at test sample 0,009940 0,012973 -30,51%
MAPE at test sample 0,010933 0,014203 -29.91%
Training time (sec) 0,0411811 175,5418 4262,7x
Forecasting time (sec) 0,00030041 0,02489 82,85x

Table 10. Comparison of the forecasting results of GMDH neo-fuzzy neural

network and FNN ANFIS for Nasdaq Index with forecasting interval 1 day

Criterion Gnl\e/llglz;ll ;llztt)v-:(l)lfliy FNN ANFIS Difference
MAE at training sample 0,002349 0,002798 -19,11%
MAPE at training sample 0,019121 0,025317 -32,40%
MAE at test sample 0,005740 0,007161 -24,76%
MAPE at test sample 0,0063267 0,0079001 -24.87%
Training time (sec) 3,8612 823,90 213,39x
Forecasting time (sec) 0,0004616 0,085263 184,72x

Analyzing the presented results one may conclude, the best forecasting re-
sults for all forecasting intervals were obtained for hybrid GMDH neo-fuzzy sys-
tem for both indexes Dow Jones and Nasdaq. The worst forecasting result for
ANFIS network was obtained for one month forecasting period. The largest dif-
ference in the accuracy of forecasting by both criteria was obtained for the fore-
casting period of one month (over 200%). As the forecasting period decreases, the
gap between the networks accuracy also decreases.

In addition, training and direct prediction times were also significantly less
for hybrid GMDH neo-fuzzy system as compared with ANFIS.

CONCLUSION

In the paper new generation of Deep learning networks-hybrid GMDH neo-fuzzy
networks are considered, optimized and investigated.

The algorithm of hybrid network structure synthesis is presented and demon-
strated at the problem of forecasting.

The experimental investigations of the hybrid networks were carried out and
compared with conventional DL networks. The problem of forecasting Dow Jones
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and Nasdaq Index with application of hybrid neo-fuzzy networks was considered,
investigated and compared with FNN ANFIS at the different forecasting intervals:
one month, one week and day.

The optimal parameters of hybrid neo-fuzzy networks and sets of informa-
tive features for forecasting problems were found. The experimental results have
shown the forecasting accuracy of hybrid neo-fuzzy networks is much better than
for FNN ANFIS.

The training time is the least for hybrid neo-fuzzy network as compared with
alternative ANFIS network.

In a whole the hybrid DL networks based on GMDH are free from draw-
backs of conventional DL networks- decay or explosion of gradient. Besides, they
enable to construct optimal network structure automatically in the process of algo-
rithm GMDH run and additionally they demand less computational costs for train-
ing due to small number of tunable parameters (only two) in every hidden node as
compared with DL networks of general structure. That’s is especially significant
for DL networks with large number of layers.
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IT'MBPUJHI MI'YA-MEPEXI TJUBOKOI'O HABYAHHS — AHAJII3,
ONTUMIBAIUA TA 3ACTOCYBAHHA [IJisdA NPOTHO3YBAHHA VY
®OIHAHCOBIU COEPI / 1O I1. 3aiiuenko, O.}0. 3aiiuenko, I'. 'amigos

AHoTanisi. Po3riaHyTO Ta HOCTiIKEHO HOBHH KiIac MEPEX TIMOOKOTO HaBUYAHHI —
ribpuaHi Mepexi rMOOKOro HaBYaHHS Ha OCHOBI MeTony camoopranizauii MI'YA.
3acrocyBanHss MI'Y A 103BoJisie HABYATH HE TUIHKH Bard 3B’s3KiB, aje i KOHCTPYIO-
BaTH CTPYKTYpPYy Mepexi. SIK By3i11 Mepexi MOXKYTh OyTH BUKOPHUCTaHI eJIEMEHTapH1
HEeWpoHU 3 ABoMa BXxojxamu. [lepeBara Takoi CTPyKTYpH — Majia KUIBKICTh Hajaml-
TOBYBAaHMX NapaMeTpiB. BHKOHaHO oNTHMI3alif0 HapaMeTpiB Ta CTPYKTYpH
ribpunHux Heodassi Mepex. Po3risiHyTo 3acTOCyBaHHS TiOPUAHMX MEPEK TIHOOKO-
TO HaBYAHHSA 3 ONTHMI30BAaHMMH IIapaMeTpaMH JUIS IIPOTHO3YBaHHS OipKOBHX
iHAEKCIB 3 piI3HIMH 1HTEpBAIIAMH YIIEPEIKCHHS — OJIUH J€Hb, THXICHb Ta MiCALb.
ITpoBeneHo ekcriepuMeHTaNbHI JociikeHHs riopuaanx MI'Y A Heodassi mepex Ta
HOPIBHSHHA iX 3 HewiTkolo HelipoHHOIO Mepexeto ANFIS, mo mo3Bommio ominnTti
e(eKTUBHICTh Ta MepeBard riOPUIHMX MEPEeK MOPIBHIHO 3BHYAWHMMH MEpeXamu
TINOOKOT0 HaBYAHHSI.

Kawuogi cioBa: riopuaHi Mepexi NIMOOKOT0 HABYaHHS, CAMOOPraHi3allis, ONTHMi-
3allis mapaMeTpiB i CTPYKTYPH, IPOTHO3YBaHHS.

I'MBPUJHBIE MI'YA-CETHU TJYBOKOI'O OBYYEHHUSI — AHAJIN3,
ONITUMMU3BALIMA W TNPAMEHEHUSI JJIsI TIPOCHO3UPOBAHHUSA B
OUHAHCOBOMU C®EPE / 1O I1. 3aituenko, E.1O. 3aituenxo, I'. Tamugos

AHHoTanus. PaccMOTpeH U ncceoBaH HOBBIM Kiace ceTei TIyOoKoro o0ydeHus —
THOpUIHBIC CETH TIIyOOKOro OOYYCHHS Ha OCHOBE METO/a CaMOOpraHH3aluu
MI'VYA. Ilpumenenne MI'VA mosBossier o0ydaTh HE TOJNBKO Beca CBsI3eH, HO H
KOHCTPYHMPOBAaTh CTPYKTYpPy CeTH. B kaduecTBe y3/I0B C€TH MOTYT OBITh HUCIIONb-
30BaHBI YJIEMEHTAPHBIE HEWPOHBI C IBYMs BXoJaMH. [IpenMymecTBo Takoil CTpyk-
Typbl — Majioe KOJIMYECTBO HACTPaMBAEMBIX IapaMeTpoB. BrmmonHena onrtummsa-
LM [apaMeTpoB M CTPYKTYypbl TMOpUIHBIX Heodazsum cereid. PaccMorpeHo
HNpUMEHEHHEe THOPHIHBIX CeTel ITyOOKOro oOydeHHs C ONTHMH3MPOBAHHBIMHU Ma-
paMeTpamH JUlsl IPOTHO3UPOBAHUS OUPIKEBBIX MHIEKCOB C PA3IMYHBIMH MHTEpBalia-
MH YIPEKICHHUS — OJIMH JIeHb, HeZlelsl ¥ Mecsill. [IpoBeieHb! SKCIIepUMEHTAIBHEIE HC-
cinenoBanus rubpunHeix MI'YA Heodas3u ceTeil W cpaBHEHHE WX C HEYCTKOM
HelipoHHOit ceTbio ANFIS, 4To mo3BonmIo OLeHUTh GPEKTHBHOCTD H IPEUMYILe-
cTBa THOPUIHBIX CeTel 10 CPABHEHUIO OOBIYHBIMU CETSIMH ITyOOKOTO 00ydYeHUSL.

KonroueBble ciioBa: rubpuaHble ceTH TryObOKoro o0y4yeHHs, CaMOOpraHu3anusi, oIl-
TUMHU3ALKS TAPAMETPOB U CTPYKTYPbI, IPOTHO3UPOBAHHUE.
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ADAPTIVE HYBRID ACTIVATION FUNCTION
FOR DEEP NEURAL NETWORKS

Ye. BODYANSKIY, S. KOSTIUK

Abstract. The adaptive hybrid activation function (AHAF) is proposed that com-
bines the properties of the rectifier units and the squashing functions. The proposed
function can be used as a drop-in replacement for ReLU, SiL and Swish activations
for deep neural networks and can evolve to one of such functions during the train-
ing. The effectiveness of the function was evaluated on the image classification task
using the Fashion-MNIST and CIFAR-10 datasets. The evaluation shows that the
neural networks with AHAF activations achieve better classification accuracy com-
paring to their base implementations that use ReLU and SiL. A double-stage pa-
rameter tuning process for training the neural networks with AHAF is proposed. The
proposed approach is sufficiently simple from the implementation standpoint and
provides high performance for the neural network training process.

Keywords: adaptive hybrid activation function, double-stage parameter turning pro-
cess, deep neural networks.

INTRODUCTION

In the recent years deep neural networks (DNNs) have got a wide proliferation for
solving ranges of problems in virtually all areas of human activity, including the
fields of Data Mining, Big Data, Data Science, digital video and audio signal process-
ing, natural language processing, forecasting and control of complex systems [1-6].

The common property of all neural networks is their learning ability which
consists of tuning the parameters (and, possibly, architectures) during the process-
ing of available information and their universal approximation capabilities [7, 8]
that allows to analyze and recover arbitrary complex nonlinear dependencies in
the source data.

The most popular neural node of the DNN is the elementary perceptron of
F. Rosenblatt which uses so-called squashing functions as their activation func-
tions [7], such as sigmoid o-functions, which are the most common squashing
functions, tanh, Softsign, Satlin, aretan and others. At the same time the applica-
tion of squashing functions runs against computational difficulties (so-called ef-
fect of vanishing gradient) when their derivatives approach zero while the input
signal moves further from the origin.

Thereby instead of the squashing functions various DNN implementations
commonly use piece-wise activation functions that belong to the so-called “recti-
fied unit” family [9] which includes ReLU, ELU, PReLU, LReLU, NReLU and
other similar functions [10—12]. It shall be noted that piece-wise activation func-
tions allow only piece-wise approximation, i.e., the number of nodes and layers in
the neural network shall be significantly increased to provide the required ap-
proximation capacity for non-trivial dependencies.

At the same time, there is a relatively wide group of recurrent neural net-
works [13] such as long-short-term memories, transformers and similar networks
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that use squashing functions in their gated recurrent units [3], so the hybrid acti-
vation functions were introduced that combine the properties of both the rectifiers
and sigmoid functions. The list of hybrid functions includes [14], Swish [15],
S-shaped [16], WiG [17] and other similar functions [18, 19].

All such hybrid activation functions have some free parameters that define
their exact shape, amplitude and singular points which shall be in some way se-
lected and adjusted for solving specific tasks. In this regard, it is advisable to in-
troduce some additional procedures for automatic adjustment of the activation
functions parameters. [20-25] address the off-line procedures that allow to find
the required function parameters after the synaptic weights of the network are al-
ready set up. It is clear this approach significantly increases the training time.

In [26] the adaptive parametric rectified linear activation function (Ad-
PReLU) was introduced where the parameters were adjusted simultaneously with
the synaptic weights during the error backpropagation procedure. This approach
allowed to reduce the training time and improve the quality of the obtained solu-
tion compared to Adaline, ReLU and tanh on the prediction task.

It is advisable to implement a similar approach for hybrid activation func-
tions [14—19] and synthesize on their basis an adaptive activation function that is
a generalization of the ones that are already used in the DNN applications.

ARCHITECTURE OF A NEURON WITH ADAPTIVE HYBRID ACTIVATION
FUNCTION

Elementary perceptron of F. Rosenblatt as node of a neural network performs a
non-linear transformation of the following form:

j}j(k) = Wj(ejo + Zn:Wjixi(k)] = Wj[Zn:Wj[xi(k)J = \I’j(WJT'x(k)) = \Vj(uj(k)) )
i=1 i=0

where y ; (k) — output signal of the j-th neuron of the network on the 4-th data
processing step, k=1,2,3,....N,..., ¢ j(u j(k)) —mnon-linear transformation that
is performed by the activation function on the signal of internal activation u ; (k) ,

0o — threshold signal, w; — synaptic weight on the i-th input of the j-th neu-

ron, i=0,1,2,...n, w;u=0,, w; = (wjo,wjl,...,wjn)T eR™, x(k)= (L, x; (k),...
%, (k)" — (n+1)x1— dimensional vector of the input signals.

One of the most popular activation functions in the neural networks is a so-
called sigmoid one that is studied by G. Cybenko [7] and has the following form:
1
Wj(uj)ZG(Yjuj)zma (1)
where y; — so-called gain parameter [20] that defines the shape of this function.

The gain parameter value is often assumed to be equal to 1.

While the usage of sigmoid activation functions allows to provide universal
approximation capabilities for the neural network, its application in DNNs runs
up against computational complexities when the signal of internal activation starts
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to rise in its amplitude. In those cases, the derivative of the o -function ap-
proaches zero, i.¢., the effect of “vanishing gradient” increases.
To overcome this problem, we propose using a hybrid activation function of
the following form:
Bju;

‘Vj(”j)zzﬁj”jG(Vj“j)zzl 2

4 1
where B, and y; — parameters that shall be determined together with the synap-

tic weights during the training process. Being a modification of (1), activation
function (2) does not suffer from the vanishing gradient effect. Note that the de-
rivative of (2) by the signal of internal activation:

oy ;(u;)
Ou;

produces small by amplitude values only when u; <<0 that can be compensated

=Bjo(yu)A+u;y;(1-o(y,u;)))

by dialing the gain parameter v ;.

Fig. 1 shows the architecture of an artificial neuron with adaptive hybrid ac-
tivation function (2) (AHAF) in which function parameters B; and v are trained

together with the vector of synaptic weights.

o(y;u;)

N
,L,//’

e.
[ Learning algorithm |4—/®-—o ¥

Fig. 1. Neuron with adaptive hybrid activation function (AHAF)

Here y; — external reference signal, e;=y; -7, =yo—y;(u;)=

=y, —Bu;(1+ e '7"7)"! — learning error.

TRAINING ALGORITHM FOR A NEURON WITH AHAF

For training artificial neurons with AHAF we use the standard o-rule [9] that for
a regular perceptron of F. Rosenblatt and the error squared loss criteria:

1

2
E, (k)= %eﬁ (k)= %(yj (k) — v j(u; (K)))? = E[yj (k) - w,{zwﬁx,- (k)B
i=0
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allows to refine the synaptic weights with a recurrent procedure:

B () dey (k)
wji (k) =w;; (k=1) =m,, (k) Ge; (k) owy;

oe; (k) Oe;(k) Ou;(k)
ow; ou (k) ow;;
=w; (k=1 +n,(K)e; () (u; (k)x; (k) = wj; (k =1) +n,, (k) ; (k)x; (k) ,
where m,,(k) — learning rate parameter the choice of which determines the con-
vergence rate and the filtering (smoothing) abilities of the algorithm,
d,(k)=e j(k)q/} (u;(k)) — so-called & -error, based on which the error back-

propagation procedure is implemented for training of multilayer neural networks.
For a neuron with AHAF that has a two-layer architecture (i.e., the first lay-
er — synaptic weights w i =0,1.,m, the second — tunable parameters 3 j and

= w;; (k=1 =, (k)e; (k) =w;;(k=1)=n,,(k)e; (k)

v; ), backpropagation is implemented on a per-neuron level: parameters of the

activation function are tuned first, then — the synaptic weights. This training pro-
cedure is referenced in this paper as the double-stage parameter tuning procedure
(the DSPT procedure).

Considering that the -rule for tuning the activation function parameters
LCTR R Ok

U u.
_]:ujo'(yj'“j): !

B, 1+e 7"

a\v . uz. efyjuj
—L =B oy u)1-o(yu;)=p; —
oy, 1

E— v
te Y 14 1M
can be written in the form of:

2

agé(jk) = B, (k—1)+ng(K)e, (k) a‘ggi") =
=B, (k=D +mg(k)(y; (k) =y ;(u;(k),p;(k —1),y ;(k—1)))x
xu ;(k)o(y ;(k—Du;(k)),
where u (k) =w} (k—1)x(k) , and:
OF ;(k) oy (k)

100 =7,k =D =, 025 =1 =D+ (e, () ==

=y k=11, (K) (v ; (k) = ;(u; (k),B Gk =)y (K — 1)) x
%P (k —Du (K)o ; (k =D (k) (1= o(y ; (k = Du;(5))) =

=y ;(k=1)+n, (k)e; (k) (K)o (v ; (k= Du; (k) (A= oy ; (k =D ;(k))),

the training error can be recalculated after the tuning is performed for 3; and v :

e;j(k)=y; (k)= ;(u;(k),B,;(k).y,; (k)=

B,;(k)=P,;(k—1)—mng(k)
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B (kyu; (k) B (kyw; (k—1)x(k)
=y;(k)-— —mic])uj(k) = (k) == »(jk)wT(kfl)x(k) ’
l+e 1+e 7YY
and the synaptic weights are turned:
~ o ow(u(k),B;(k).y (k)
wi(k)=wj;(k—1)+mn,,(k)e; (k) / L I x (k)=

ou (k)
= wji(k = 1)+, () (B (k) 5 (v (k) (k) %
x (1 (kY (0) (1= oy (k) ; (k) (k) = w, (k= 1)+, ()3, (k)x, (k)

where N
8, (k) =¢;(k)y';(u ;(k),B;(k),y (k) =
=, () (k) oy (e ()1 + 0, (k)Y (k) (1= 0y ; (e ()

With regards to selection of the learning rate parameters 7y, #,, 7., the adap-
tive training algorithms like Adam [27], that are popular in DNNs, can be suc-
cessfully replaced by the ones with the filtering and tracking properties [28] that
have a sufficiently high speed of convergence.

For training of multi-layer networks, the hybrid error back propagation pro-
cedure can be used that, comparing to the standard one, calculates the training
error and the §-error twice per each hybrid layer of the network: e;(k), e;(k),

8;(k), §;(k).

EVALUATION

Performance of the adaptive hybrid activation function was evaluated on the im-
age classification task on two different datasets with two base neural network ar-
chitectures in a similar way to [29]. The base architectures were modified to use
AHAF activations instead of “classic” activations like ReLU and SiL. The per-
formance of the modified networks was compared to the reference implementa-
tions. The neural network implementations together with the valuation and train-
ing environment were coded in Python 3.8 using PyTorch 1.9.0 [30]. The
implementation is publicly available on GitHub: https://git.io/JDBIZ.

A. Dataset

The models with adaptive hybrid activation function were evaluated on two data-
sets: Fashion-MNIST [31] and CIFAR-10 [32].

Fashion-MNIST is a dataset that contains 60000 monochrome images, each
28x 28 pixels in size, with associated class labels. Out of all images, 50000 im-
ages are used for training and 10000 are used for validation. The classes are ex-
clusive, the one-hot encoding was used for the class labels. The pixel values were
divided by 255 to rescale them to the [0,0---1,0] range. The images were aug-
mented using the random horizontal flip with the flip probability of 0,5 and the
random shift by both width and height with the maximum shift factor of 0,1.

CIFAR-10 is a dataset of 60000 RGB images, each 32x32 pixels in size and
each having a one of 10 class labels associated with it. The train to test distribu-
tion is 5:1, where all images are randomly selected from the whole dataset. The
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classes are exclusive, the one-hot encoding was used for the class labels. Pixel
values on all color channels were rescaled to the [0,0..1,0] range using division by
255. The training set was augmented using the random horizontal flip with probability
of 0,5 and the random horizontal and vertical shift by the maximum factor of 0,1.

B. Neural Networks and Activations

Two base neural networks architectures were used in the experiment: LeNet-5
[33] and KerasNet from Keras version 1.2.2 [34].

LeNet-5 is a simple convolutional neural network consisting of 4 layers: 2
convolutional layers with pooling and activation functions, 1 linear layer with an
activation function and 1 output linear layer with Softmax. The convolutional
layers use 5x5 filters with 20 output channels for the first layer and 50 output
channels for the second layer. Max pooling with the kernel of 2x2 is used as the
pooling implementation. The hidden linear layer has 500 output features, the
output layer has 10, one per each class. Several variants of LeNet-5 were used for
evaluation: one with ReL U activations for the hidden layers, one with SiL, one
AHAF activation initialized as ReLU and one with AHAF activation initialized as
SiL. The total number of parameters depends on the size of the input images:
431000 and 657000 for Fashion-MNIST and CIFAR-10 correspondingly. The
total number of parameters does not count the parameters of AHAF activations.

KerasNet is a neural network that is partially similar to VGG. The network
has 6 layers: 4 convolutional layers with activation functions with each second
layer followed by max pooling with dropout, 1 hidden linear layer with an
activation function and dropout, 1 output linear layer with Softmax activation.
The first and the second convolutional layers have 32 output channels with 3x3
filters, the first layer applies 1x1 padding to its input, while the second one does
not apply any padding. Max pooling with 2x2 kernels and the dropout with the
probability of 0,25 follow the first two convolutional layers. The third and the
fourth convolutional layers use 3x3 filters and have 64 output channels, the third
layer applies 1x1 padding while the fourth does not apply any padding. Max
pooling with the kernel size of 2x2 and the dropout with the probability of 0,25
are used after the third and fourth convolutional layers. The hidden linear layer
has 512 output features, dropout with the probability of 0,5 is applied after the
hidden linear layer. The output layer has 10 output features, one per each class.
Several variants of KerasNet were used for evaluation: one with ReLU activations
for the hidden layers, one with SiL, one AHAF activation initialized as ReLU and
one with AHAF activation initialized as SiL. The total number of parameters
depends on the size of the input images: 889834 and 1250858 for Fashion-
MNIST and CIFAR-10 correspondingly. The total number of parameters does not
count the parameters of AHAF activations.

C. Training Procedures

The neural networks were trained on the Fashion-MNIST and CIFAR-10 datasets
with the batch size of 64 for 100 epochs on a laptop with NVIDIA GeForce GTX
1650 Max-Q. The RMSprop optimizer was used for training with the initial learn-
ing rate of 10™* and the learning rate decay of 10 applied per one minibatch.

The neural network variants with AHAF activations were trained using the
“classic” training procedure (when all trainable parameters are updated in one go)
and the DSPT procedure. Implementation of the DSPT procedure uses separate
instances of the optimizer class per each set of parameters one per all AHAF
parameters, one per the trainable parameters outside of AHAF activations.
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The training set loss and the test set accuracy were recorded per for each of
the training runs. The results of the training are analyzed and presented in the
following section.

D. Analysis of Results

The network variants with AHAF activations outperform the base implementa-
tions with ReLU and SiL activations on both CIFAR-10 and Fashion-MNIST.
LeNet-5 achieves the best results on the Fashion-MNIST dataset with AHAF ac-
tivations initialized as ReLU and the DSPT procedure. KerasNet achieves the best
results on the CIFAR-10 dataset with AHAF activations initialized as SiL and the
DSPT procedure. Table presents the best achieved test set accuracy and the epoch
number when this result was achieved for each of the network variants, datasets
and parameter tuning procedures used for evaluation.

Best test set accuracy, up to 100 epochs

Network Activ. Init. Proc. Fashion-MNIST CIFAR-10
Acc.,% Epoch Acc.,% Epoch

LeNet-5 ReLU N/A Classic 91,43 98 75,89 96
LeNet-5 SiL N/A Classic 90,60 95 73,76 95
LeNet-5 AHAF ReLU Classic 91,55 99 76,69 95
LeNet-5 AHAF SiL Classic 91,16 99 74,47 99
LeNet-5 AHAF ReLU DSPT 91,73 93 74,44 95
LeNet-5 AHAF SiL DSPT 90,95 100 74,05 95
KerasNet RelLU N/A Classic 91,29 100 79,36 97
KerasNet SiL N/A Classic 91,76 93 79,83 99
KerasNet AHAF ReLU Classic 91,30 84 79,71 100
KerasNet AHAF SiL Classic 92,02 97 80,31 98
KerasNet AHAF ReLU DSPT 91,35 55 79,30 96
KerasNet AHAF SiL DSPT 91,96 98 80,37 98

Analysis of the dependency between the training loss, test set accuracy and
the training epoch shows the potential for performance improvements using long-
er training runs (running the training for more epochs), different optimizers and
learning rates. For KerasNet on the CIFAR-10 dataset the SiL-initialized AHAF
activation function consistently shows lower training loss and higher test set
accuracy comparing to the base implementation with SiL. Fig. 2 illustrates the

80 1 20+ —— RelU activation, no DSPT
’ —— SiL activation, no DSPT
70 - 1,8 —— RelU-like AHAF, no DSPT
—— Sil-like AHAF, no DSPT
v 1,6 —— RelU-like AHAF, DSPT
60 - L —— Sil-like AHAF, DSPT
[=)]
£ L4+
—— RelU activation, no DSPT E
50 1 —— SiL activation, no DSPT 51,24
—— RelU-like AHAF, no DSPT
40 —— SilL-like AHAF, no DSPT 1,0
—— RelU-like AHAF, DSPT
—— SiL-like AHAF, DSPT 0,8 1
30 A T T T T T T T T T T T T
0 20 40 60 80 100 0 20 40 60 80 100

Fig. 2. Dependency between the loss, accuracy and the training epoch for KerasNet
network on CIFAR-10
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dependency between the training loss, the test set error, and the training epoch for
the KerasNet network trained on the CIFAR-10 dataset.

For neural networks with AHAF initialized as ReLU, AHAF keeps its
ReLU-like form, but changes the amplitude during the training process. This
observation can be explained by the values of the gradient with respect to the y
parameter — the gradient decreases with the increase of the y parameter. For
neural networks with AHAF initialized as Sil., AHAF changes its form and
amplitude during the training process. Fig. 3 and Fig. 4 show the form of the
activation functions for the two final neurons of the KerasNet network trained on
the CIFAR-10 dataset with ReLU-like and SilL-like AHAF activations

correspondingly.
5 2 ]
2 - 2,5 1 2,5
04 J 04 J 0.0- 0.0 04 /
-10 0

10 0 10 0 i u5lo 0 I 0
| 5 |

- / 2,5 . / / 255 T / 2 /
: ; : 3 0+ . 00 - 0 4
10 0 10 0 10 0 0

P

04 0,0 ;
-10 0
Fig. 3. The activation function form for AHAF initialized as ReLU

2,5‘J Z,S-J 2’5"/ Z,S'J 2’5-‘/
O,D'I 4 0,0 1; / 0,0-| 2 (J,O-I 4 0’0-I
-10 0 -10 0 -10 0 —=10 0 —=10 0
5 g
\/ A R o AR AL
0-. T O’O-. T 070-. T 0’0_. T 0’0-.
-10 0 -10 0 -10 0 -10 0 -10 0

Fig. 4. The activation function form for AHAF initialized as SiL.

CONCLUSIONS

Proposed an adaptive hybrid activation function (AHAF) that is applicable for
usage in feed-forward and recurrent deep neural networks and combines the
properties of both squashing functions and the ones from the rectified unit family.
This function does not suffer from the effect of “vanishing gradient” and its pa-
rameters are trained together with the synaptic weights. Introduced a training al-
gorithm for a neuron based on AHAF.

The proposed approach is sufficiently simple from the implementation
standpoint and provides high performance for the neural network training process.
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AI[éHTI/IBHA IBPUJHA O®OYHKIOISA AKTUBALIL s TJAABOKHUX
HEHWPOHHUX MEPEX / € B. bonsuacekuii, C.O. KocTiok

AHoOTaNis. 3anponOHOBaHO aaNTUBHY TiOpuaHy QyHKito aktuBanii (AHAF), mo
MO€HY€E OCOOMUBOCTI BUIPSAMHUX OJOKiB (rectifier units) Ta cruckansHux (squash-
ing) ¢yHKUid. 3anpornoHoBaHa QyHKIiS MOke OyTH BUKOpPHCTaHA SIK MpsiMa 3aMiHa
aktuBauifHux QyHkuiit ReLU, SiL i Swish mist rmmbokux HEHPOHHUX MEpeK, a Ta-
KoX HaOyTH GopMu ofHiel 3 NUX QYHKIIH B mporeci HaB4aHHSA. EQexTuBHICTH
(hyHKUil KocmipKkeHo Ha 3amavi Kiacugikarii 300pakeHs Ha Habopax maHux Fashion-
MNIST i CIFAR-10. Pe3ynpratu [OCHiIKEHHS MTOKa3ylOTh, [0 HEHPOHHI Mepexi 3
aktuBauiiunmu Qyukuismu AHAF mokasyrors TouHicTh Kinacudikarii Kpaity, HiK
ix 6a3oBi peamnizauii Ha ocHOBI ReLU Ta SilL. 3ampornoHoBaHo ABOETAITHUIN MpPOLEC
HaJALITYBaHHS MapaMeTpiB Uil HaBYaHHs HelpoHHHX Mepex 3 AHAF. 3anponono-
BaHMI MiAXiJ TOCTaTHRO MPOCTHIl B peanizauii Ta 3abe3nedye BUCOKY MPOLYKTHB-
HICTb y HAaBYaHHI HEUPOHHOT MEpeKi.

KunrodoBi cioBa: aganTuBHa ribpuaHa GyHKIIS aKTUBALil, IBOSTAIIHUN Mpolec Ha-
JIAIITYBaHHS MapaMeTpiB, TIINOOKI HEHPOHHI Mepexi.

AIléHTI/IBHASI T'MBPUTHASL OYHKIUA AKTUBALIUU IJIS1 TJUIYBOKHX
HEUWPOHHBIX CETEM / E.B. boganackuii, C.A. Kocrrok

96

AnnoTtanus. [Ipemioxena anantuBHas rudpuanas yskunus akrtuBanuu (AHAF),
KOTOpasi 00BbEIMHSIET CBOIMCTBA BBIIPSIMHUTENBHBIX OJ0KOB (rectifier units) u cxu-
Mmaromnx (squashing) ¢ynkumit. [IpemiokenHas GyHKIMS MOXET OBITH HCIIOIB30-
BaHa Kak MpsMasi 3aMeHa akTuBaluoHHbIX ¢yHkuuid ReLU, Sil u Swish mis rimy6o-
KUX HEHPOHHBIX CETeH, a TakkKe NMpPHHUMAaTh (HopMy OOHOH M3 3THUX (YHKUUH B
nporecce o0yueHus. DPdHeKTHBHOCTh (DYHKIUU MCCIeOBaHA Ha 3aja4ue Kiaccudu-
Kaluu u300paxeHnii Ha Habopax nanubix Fashion-MNIST u CIFAR-10. Pesyibra-
TBI MCCIICOBAHUS NOKa3bIBAIOT, YTO HEHPOHHBIC CETH C aKTHBALIMOHHBIMHU (YHK-
musiva AHAF mokaspIBaroT TOYHOCTh KJIACCH(UKAIMK JYUIIyI0, YeM HX 0a30BbIe
peanu3auuu Ha ocHoBe ReLU u SiL. IIpeaoxeHo IBYXITalHbIN MPOIECC HACTPOK-
KU TapamMeTpoB 1yt o0ydeHus: HelipoHHEIX cetelt ¢ AHAF. IpemnosxkeHHbIH ToAX0x
JIOCTaTOYHO MPOCTON B peaau3allid U 00ECHEeYMBAET BBICOKYIO MPOMYKTUBHOCTH B
00y4eHHHU HeWPOHHOII ceTH.

KnroueBble cioBa: ajnanTuBHas ruOpuaHas (QYHKIMS aKTHBAIMH, JBYXITAITHBINA
IIPOLIECC HACTPOMKH MapaMeTpoB, IIyOoKHe HEHPOHHBIE CETH.
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GENERATIVE TIME SERIES MODEL BASED ON
ENCODER-DECODER ARCHITECTURE
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Abstract. Encoder-decoder neural network models have found widespread use in
recent years for solving various machine learning problems. In this paper, we inves-
tigate the variety of such models, including the sparse, denoising and variational
autoencoders. To predict non-stationary time series, a generative model is presented
and tested, which is based on a variational autoencoder, GRU recurrent networks,
and uses elements of neural ordinary differential equations. Based on the constructed
model, the system is implemented in the Python3 environment, the TensorFlow2
framework and the Keras library. The developed system can be used for modeling
continuous time-dependent processes. The system minimizes a human factor in the
process of time series analysis, and presents a high-level modern interface for fast
and convenient construction and training of deep models.

Keywords: prediction, variational autoencoder, GRU recurrent neural network, neu-
ral ordinary differential equation, latent space, nonstationary time series.

INTRODUCTION

Classical methods of autoregression with moving average (ARMA) [1, 2] are
used to analyze and predict stationary time series. Autoregressive models with
integrated moving average (ARIMA) [1, 3], heteroskedastic (ARCH/GARCH)
[1, 4, 5] and other [6] are designed to analyze a wider class of nonstationary proc-
esses. GARCH models, in particular, help to provide the volatility analysis of fi-
nancial time series [7]. ARIMA models are based on numerical differentiation
technique and an operator of finite differences to make time series stationary.
Moving variance is applied in GARCH models to model heteroskedasticity. The
choice of degree of autoregression and moving average in ARMA, ARIMA,
ARCH and GARCH models, when analyzing the autocorrelation, is often carried
out manually.

Recurrent neural networks (RNNs) of the long short-term memory (LSTM)
type have also been used in recent years to predict time series [8—11]. Gated re-
current unit (GRU), proposed in 2014 [11], is a simplified version of the LSTM
network, probably shows as good results as LSTM [12], and therefore is widely
used in recent years. Machine learning and deep learning techniques [8—15] main-
ly require scaling of the input data and presentation of the series in the form of
“values for previous periods — values for the current period” or “features — the
resulting value”. The main problem of such a representation is the invariance of
the fixed values of the series with respect to time. This representation of the series
assumes that each value of the series is fixed at the same interval, although in
practice this is not always the case.

The paper aims to develop a generative model on basis of the autoencoder
for time series prediction, which will be sensitive to different intervals of fixing
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values of the series and will be able to find hidden patterns in the data. The goal is
also to minimize human interference in the data processing, leaving only the re-
quirement to scale the input data.

AUTOENCODER MODELS

An autoencoder is an artificial neural network that, without a teacher, based on an
unmarked data is able to recognize encodings — effective representations of input
data [8, 13]. Such encodings often have a much smaller dimension compared to
the input data, so autoencoders are also a means to reduce dimensionality.

An important feature of the autoencoder is that it can be a generative model,
capable of randomly generating new data that is very similar to the input. Goals of
the autoencoder are as follows: to reconstruct the input data, as well as to identify
features hidden in the input data. The typical autoencoder model consists of two
parts (Fig.1): the coder and the decoder networks. The coder has to recognize and
convert the input data into a latent space, that is the internal representation of the
input data. The decoder, in turn, is seen as a generating network that converts the
internal representation into outputs. Typically, the decoder has the same architec-
ture as the coder, but symmetrically mapped relative to the layer responsible for
creating the latent space (Fig.1).

784 units [ Outputs ] <«—— Reconstructions
T (= inputs)

250 units [ Hidden 3 ]

150 units m <«—— Codings

250 units [ Hidden 1 ]
1

784 units [ Inputs ]

Fig. 1. An example of a deep autoencoder model for the mnist dataset reconstruction,
adapted from [8]

To achieve the first goal, namely, to provide the reconstruction of input data,
training of the autoencoder is performed by minimizing the loss function, which is
called the reconstruction error:

E(x,g(f (%)), (1

where X is an input vector, £ is a function that penalizes g(f(x)) for dissimilarity
to x, g(h) is the decoder output, 2= f(x) is the coder output.

In order to better identify the features hidden in the input data, a regulariza-
tion is added to the autoencoder model. This allows the model to obtain more
properties in addition to the ability to copy input data. The desirable properties of
the model are as follows:
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— presentation of sparsity of data;
— resistance to noise in the input data and the absence of part of the inputs;
— small values of the derivatives of codings relative to the input data.

The regularized autoencoder is a model with the loss function presented in
the form [13]:

E(x,g(h) +Q(h,x), 2

where E is the reconstruction loss (1), 4 is a coder layer, Q(/4,x) is a coder layer
penalty.

The peculiarity of regularized autoencoders is the absence of an obvious
Bayesian interpretation. Thus, other known regularized models, for example the
ridge regression and other, are an approximation of the Bayesian maximum of the
a posteriori probability with the addition of a regularizing penalty, which corre-
sponds to the a priori probability distribution of the model parameters. Regularized
autoencoders have a different interpretation, because the Q(4,x) penalty depends
on the x — an input data and therefore cannot be formally considered as a priori
distribution. However, it is still believed that the introduction of the Q(4,x) regu-

larizer helps to implicitly prefer certain functions.
Let us consider several models of regularized autoencoders depending on
how the penalty Q(4,x) in (2) is defined.

Model of sparse autoencoder. One of the key reasons for the high energy ef-
ficiency of the human brain is the sparse activation of its neurons: only a small
part of the neurons is active in the brain at any given time.

To model the sparseness in an artificial neural network, we consider the
probabilistic interpretation of neuronal activation. Let the artificial neuron of the
hidden layer be a Bernoulli random variable, and the average value of activation
of this neuron corresponds to the probability of obtaining a unit in the Bernoulli
test. The probability of activation of each such individual neuron should be low to
increase the sparseness of the neurons of the hidden (latent) layer. Let the desired
probability of neuron activation be equal to p, and let the empirical average value
of neuron activation on the basis of train data be equal to p. Sparsity loss [16, 17]
is considered as the €)(/,x) penalty in expression (2), a measure of dissimilarity

between distributions and is based on the Kullback—Leibler divergence between
the model distribution and the data distribution:

KL(p||f)):pln%.

Learning criterion for the sparse autoencoder can be considered as follows:

(-)E(x,g(f (x))) +a€(h,x),

N R N 0,
Q(h,x) = ZKL(Pi 1pi)= zpi In"=,

i=1 i=1 i
where Q(h,x) is the sparsity loss, N is a number of neurons in a coder layer,
a €[0,1] is a sparsity weight, which is a hyperparameter of the model.
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If o is large, the model will pay more attention to the target sparsity, but
will not be able to reconstruct the inputs properly. If, on the contrary, the weight
is too low, the model will mostly ignore the sparsity and will not find interesting
features in the data. Methods of decision support [18, 19] can be used to deter-
mine the most acceptable o value based on quantitative and qualitative decision
criteria in a particular practical problem.

An important property of the sparse autoencoder is that it can be considered
as a generative model with latent variables, which approximates the maximum
likelihood. Let us consider a model [13] with an input vector of visible variables
x, latent variables 4 and a common probability distribution

Pmodel (x’ h) = pmodel(h)pmodel (x | h) .

Pmodel (1) 1s called the a priori distribution of latent variables and represents the a

priori belief of the model that it will “see” the input vector x, where /4 is still the
output of the coder. This interpretation differs from the traditional use of the term
“a priori”, which denotes the distribution p(w), which describes the hypotheses

about the parameters of the model before reading the training data.
The logarithm of the plausibility of the model can be represented as:

In Pmodel (x) =In Z Prmodel (x, h) .
h

The autoencoder is considered as an approximation of this sum by a point es-
timate for only one value of /4, which has a high probability. With this choice of 4,
the following function is maximized:

In Pmodel (xah) =In pmodel(h) +In pmodel(x | h) .

The term In p, 4o (%) can cause sparsity. For example, the a priori Laplace
distribution

A
Pmodel (hz) = Eexp (_7\‘ | hi |)

corresponds to the sparsity penalty in terms of the L; norm.

Denoising autoencoder. Another way to make the autoencoder show interest-
ing features is to add noise to the inputs and teach it to restore the initial not noisy
input [8, 13, 20, 21]. There are two ways:

e arandom variable is added to the input vector, normally distributed with a
small variance, which determines the noise level;

o part of the input neurons is set to zero. The level of noise is determined by
what part it is. This method is more used in image processing problems.

In the denoising autoencoder models, a conditional distribution C(x|x) of

noisy examples under the condition of true examples is introduced. Next, the au-
toencoder learns the distribution of the reconstruction p,..ons (¥ |X), Which is

estimated on the basis of training pairs (x,x) as follows [13]:

e sclect example x from the training set;
e select the noisy version x with C(x|x);
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e use (x,X) as a training example to estimate the distribution of reconstruc-
tion  Preconstr (X | X) = Pecoder (X | ), Where £ is the output of the coder, and
Pdecoder 15 determined by the decoder g(#);

e minimize the following loss function using the mini-batch gradient de-
scent:

—In Preconstr (x | )’e) =—In Pdecoder (x | h) .

If the encoder is deterministic, then the autoencoder is often a feedforward
neural network, and the same methods can be used to train it as for any feedfor-
ward neural network, for example, the mini-batch stochastic gradient descent.

The variational autoencoder (VAE) model was proposed in 2014 and is de-
signed to reconstruct the law of distribution of training data for artificial genera-
tion of samples from the general distribution [22]. This is a probabilistic model,
because its output after training is determined randomly. VAE has a basic archi-
tecture common to all autoencoders (Fig. 2): the first part corresponds to the en-
coder network (it consists of the hidden layers 1 and 2 in the example in Fig. 2),
followed by the decoder network (the hidden layers 3 and 4 in Fig. 2). The differ-
ence from deterministic encoders is that the VAE encoder for a given input results
in the average encoding u and the standard deviation 6. The coding is then chosen
randomly from the Gaussian distribution with mean p and standard deviation c. A
standard distribution other than Gaussian can also be used. Next, the decoder de-
codes the received encoding in the usual way.

4 =~ Inputs

[ Outputs
I

[ Hidden 5 ]

Codings o ]

[ Hidden 1 ]

[ e )

Fig. 2. An example of the variational autoencoder model, VAE [8]

Inputs (on the right in Fig. 2) can have a complex distribution. During train-
ing, the coding moves inside the latent space, the coding space, and occupies an
approximately spherical region similar to a cloud of Gaussian points. The loss
function of the variational autoencoder is the sum of two terms [8]:

E(x,g(h) + L(h,x),
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where E is the reconstruction error (1) of the input vector x, as before; L(h,x) is

the latent loss, which is often the Kullbak—Leibler divergence between the target
distribution, such as Gaussian, and the actual coding distribution.

It is easy to generate a new example based on a trained variational autoen-
coder: you need to choose a random encoding from the Gaussian distribution and
decode it.

LODE-GRU-VAE VARIATIONAL AUTOENCODER MODEL FOR TIME
SERIES PREDICTION

Fig. 3 shows a simplified architecture of the proposed model. It consists of an en-
coder — a LODE-GRU network, and a decoder network. Two modifications are
proposed: with simulation of timestamp distribution and without it. In both cases,
the pair <x;,t; > — the data tensor together with the corresponding timestamps is
the input for the model (Fig. 3). In the second case we suggest the uniform distri-
bution of these time slices on the observation interval.

The proposed model is based on the ideas of
variational encoder and GRU recurrent neural net-
works. Features of the GRU unit in comparison with

the known LSTM are as follows. Firstly, a single state
vector A(¢) is used. Secondly, the forgetting gateway

and the input gateway are controlled by a single con-
troller — a fully connected layer with a logistical acti-
vation function. If the result of this controller is equal
to 1, then the forget gateway opens and the input
gateway closes. If the result of the controller is equal
to 0, then the opposite action occurs. This means that
the place is first cleared before saving a certain memory.
Thirdly, there is no output gateway in the GRU, so a
complete state vector is the result at each time step.
The main fully connected layer analyzes the current
inputs and some parts of the previous state, which are
determined by the additional gateway controller.

The LODE-GRU encoder in Fig. 3 is a modifica-
Fig. 3. A simplified tion of recurrent networks of the GRU type. The
LODE-GRU-VAE model 1, qification is to use the ordinary differential equa-
tions (ODEs) to predict the values of hidden trajectories. As a result, the LODE-
GRU network layers are defined as follows:

LODE-GRU

Decoder

hi = Sol(foshe 15t 1t0) s (3)

u, =W, x. +W,,hl+b,), )]
r,=ocW,x +W,hl+b,), (5)

hy = tanh (W, x, + Wy, (r, O hy)+by) (0)
h.=u, Ohl+(1-u,)Oh,. @)
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The block described by equation (3) generates a set of points according to
the trajectory of the studied process under the conditions (4)—(7) of process
transformations, which project the trajectory to another space called latent or
hidden. The combination of neural ordinary differential equations and neural
RNN networks began to be studied in 2018 to model irregularly observed time
series [23], and was further developed in [24-26]. Equation (3) is called the latent
ordinary differential equation (Latent ODE). Model (3)—(7) helps to generate new
series values at intermediate points between observations, in contrast to standard
neural RNN LSTM networks. This is especially useful when the time interval be-
tween adjacent observations is large.

Let us modify the described model (3)—(7) to obtain the probability
distributions of the hidden trajectories. Let us consider the case when the source
vector for the encoder is a multidimensional Gaussian vector with a mathematical
expectation equal to Mz, and the variance equal to o, during the last

observation t. Therefore, the additional layer described by the next formula is
added:

2o = g(h,0)~ N(u, 5., ). (8)

Thus, the LODE-GRU-VAE model is described by formulas (3)—(8) and
represents a variation encoder. The coding of the input data X in this model is
characterized by a conditional probability distribution g(z/x), where Z is a ran-

dom vector in the latent space. The loss function in this case is the mathematical
expectation of losses relative to z :

IE’z~q(z/x)l‘(za q) = IE’z~q(z/)c) 1np(x,z) _DKL (Q(Z/X) “ P(Z)) > (9)

where p(x,z) is the joint distribution of x and z, DKL(AHB) is the Kullbak—

Leibler divergence, which determines the degree of “dissimilarity” of distribu-
tions 4 and B.

The rationale for the variation encoder is based on the Expectation Maximi-
zation (EM) method. For the autoencoder, the input and target are the same vec-

tor X. Therefore, the decoder returns the conditional distribution p(x/z) when
the code z is an input, and the error function determines the plausibility of the
“binding” of the error function to the output of the last layer of the network.

The EM algorithm assumes that we can calculate the distribution
p(x,z,/0)=p(z/x,0)p(x/6). The problem is to maximize p(x/0) with respect

to the parameters 0. Let us take the logarithm of both parts of the equality above
and express In p(x/0):

log p(x/0)=Inp(x,z/0)—In p(z/x,0).
Next let us take the mathematical expectation with respect to z:
[q(2)In p(x/0)dz = [ g(z)In p(x,2/0)dz - [ g(z)In p(z/ x,0)dz .
z z

VA
After the transformations we get:

In p(x/0) = [ 4(2) ln( P 2pz] G)sz - IQ(Z)ln(MJdZ ,
z 9(2) ’ q(2)
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The last term on the right is the Kullbak—Leibler divergence, which is always

[ p(x/z,e)p(z/e)] b can
q(z)

non-negative quantity. Therefore, the expression jq(z) In
z
be considered as the lower estimate of the value of In p(x/0).

Let us denote Iq(z) 1n[p(X/Z’(z)§?(Z/e) jdz = ELBO(q,0). Then
A gz

ELBO(q,0) =1n p(x/0) =Dy (q(2) || p(z/x)). (10)

In general, maximizing (10) by the parameter 6, the approximation ¢(z)to
p(z/x) is performed. Let us show that the loss function (9) is equal to
ELBO(q,0) (10). Using the formulas of conditional probability, let us rewrite (9)
in the form:

LD =B, y21x) I p(x/2) = Dy (q(2/ ) || p(2)) - (11

Since Dy, (q(z/x)|| p(z)) is close to zero for the same distributions g(z/x)
and p(z), and In p(x/z) <Inp(x), then the upper limit of the loss function will
also be In p(x) . That is, we came to the same result.

The described LODE-GRU-VAE model can be trained by Adam, Rprop or
similar methods with respect to the sample z ~ g(z/x) = ¢g(z; f(x;0)) in order to

obtain a gradient with respect to 6 and subsequent generation of distribution pa-
rameters. With this approximation, the Monte Carlo method can be used to calcu-
late the mathematical expectation for In p(x/z) and the Kullbak—Leibler diver-
gence at a fixed 0.

Let us consider how the described LODE-GRU-VAE model can be used to
generate a new sequence of series. For example, the initial sequence of n values
is first fed to the input of the model, and the prediction of one next value is per-
formed on the basis of the model. Next, the predicted value is joined to the
sequence. The prediction for the next value is calculated on basis of the last »
values, which are given to the model. This process can generate a new sequence
that is similar to the original time series.

STATEMENT AND RESULTS OF THE EXPERIMENT. SELECTION
OF MODEL HYPERPARAMETERS

For the time series prediction experiment, let us choose a synthetic nonstationary
time series, which is a function of x =sin(2nw?), ® € R, ¢ €[0,T]. To bring the data

closer to the real ones, the Gaussian noise is added to each value of the series:
x =sin(not) + ¢, € ~ N(0,6), e R,

Not all historical data is always available in real forecasting problems.
Therefore, additional values are introduced: d is the sampling step and i is the
indicator set of points to be left in the sample. The simulated series can be for-
mally written as follows:
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X=Xx"i= ||(tk, sin(nmtk))”::L—dL

The following parameters were selected for the experiment:

e ©=0,25.

e d=1000.

e Number of points to stay is 150.

e The number of layers in the network that simulates the behavior of ODE
and their dimension are 1 and 6, respectively.

e Learning rate is adaptive, initially equal to 0,01.

e The method for solving the differential equation is Dormand—Prince.

e The optimization method for learning the neural network is Adamax.
Gradients within the ODE-layers are calculated by the method of conjugate equa-
tions.

o The dimension of the hidden space is 6.

e The initial value of the variance is 0,1.

e Number of epochs is 200.

The next step is the analysis and processing of the experimental results. Met-
rics for assessing the quality of the model can be components of the error func-
tion. For example, the Kullbak—Leibler divergence can be chosen as a metric. But
the limitation of the latter is that it is difficult to interpret. In this work, the mean

square error MSE and the coefficient of determination R? are used.
Several experiments have been carried out to prove the efficiency of the
model (3) — (8) (Fig. 4, 5). In the first experiment, acceptable values of model

L
2,0 ® o0
® e ®
15 [ »
® e 20
®
1,0 ‘ °
@
> ‘ abserved
® observed
05 ® unobserved
®
LU
0,0 ’
-0,5
0 5 10 15 20 25

time
Fig. 4. Real and predicted values of the target variable (experiment 1)
quality metrics were obtained, namely MSE= 0,11 and R? =0,78. In the second

experiment, the values of the model quality metrics were almost the same and
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also acceptable: MSE=0,10, R? =0,80. The observed points on which the

model was built are marked in Fig. 4, 5 in blue color. The unobserved values of
the test set, which were used to assess the quality of the obtained model are
marked in orange color. The graph of the predicted values is marked in yellow.
Model’s predicted values are of admissible MAPE and RMSE rates.
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Fig. 5. Real and predicted values of the target variable (experiment 2)

The software in the Python3 environment using the TensorFlow2 framework
and the Keras library was developed, which implements the proposed encoder-
decoder system. The main arguments in favor of choosing the Python 3 program-
ming language were the speed of writing code and the popularity of this language.
Tensorflow2 uses the capabilities of the Nvidia CUDA and has an integrated
Keras library, and thus was chosen as the best framework in terms of hardware

and performance resources. It is a high-level modern API for fast and easy design
and learning of deep models.

CONCLUSIONS

The work is devoted to the research and development of a neural network model
based on the encoder-decoder architecture and recurrent blocks for predicting the
values of nonstationary time series. Models and methods of machine and deep
learning used for sequence processing are studied: LSTM and GRU models of
recurrent neural networks, generative models, such as VAE, encoder-decoder
models for detecting hidden patterns in data, Adam and Adamax stochastic opti-
mization learning methods.

The LODE-GRU-VAE model was built and tested to reconstruct the dynam-
ics of nonstationary time series. The model allows to generate values at interme-
diate points between observations, and therefore it is possible to generate new
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values of a series where the time interval between two adjacent observations is
large. In standard GRU-type RNN networks, the latent state is updated with each
observation and remains constant between them. Conversely, within the frame-
work of the LODE-GRU structure, a neural ordinary differential equation learns
to model a continuous change in the latent state of a network between two obser-
vations.

The encoder-decoder system is implemented based on the proposed model in
the Python3 environment using the TensorFlow2 framework and the Keras li-
brary. Experiments have been carried out to prove the efficiency of this system in
the problems of modeling processes that depend on continuous time.
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IT'EHEPATUBHA MOJEJIb AJIsA ITPOTHO3YBAHHSA YACOBHUX PSAIIB
HA OCHOBI APXITEKTYPU KOAYBAJIBHUK-AEKOAYBAJIBHUK /
H.I. Hemamkigceka, I.B. AHapocos

AHoTanisi. Mozeni HeHpOHHNX MEpeX Ha OCHOBI apXiTEKTypH KOIyBalbHHUK- IEKO-

IyBaJbHUK 3HAMIIUIN IIMPOKE 3aCTOCYBaHHS B OCTaHHI POKH Ul PO3B’SI3aHHS pi3-
HOMAHITHUX 33/1a4 MaIIMHHOTO HaBYaHHS. JIOCIHiKEHO Pi3HOBUIU TaKUX MoOJEJeH,
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Generative time series model based on encoder-decoder architecture

cepel SIKUX PO3PiIKEHUH, IIyMONPHUTHIYYBaIbHIHA Ta BapialiifHUIl aBTOKOIyBalb-
HUKH. 1 IPOrHO3yBaHHs HECTAI[IOHAPHOTO YacOBOTO PsIy MOJAHO i MPOTECTOBA-
HO MOJENb, Mo 0a3yeThcs Ha BapiallifHOMY aBTOKOAYBAJIBHHKY, OJIOKaX PEKypeHT-
Hux Mepex Tuny GRU 1 BHKOPHCTOBYyE eIeMEHTH HEHPOHHUX 3BHYAHUX
nmudepenmianbHUX piBHAHB. Ha 0cHOBI 0Oy moBaHOT MOJIETI peali3oBaHO CUCTEMY Y
cepenosunli Python3 3 Buxopucranusm ¢peiimBopky TensorFlow2 ta 6iGiioTexkn
Keras. Po3po0OiieHa cucTemMa MOXe BUKOPUCTOBYBATHCS IJIS MOJCIIOBAHHS IPOLE-
ciB, 1[0 3aJeXaTh Bix HermepepBHOro yacy. CucreMa MiHIMi3y€e BTpYYaHHs JIIOAUHA
y OpoLeC aHali3y YacoBHX PsIiB, NMPEICTAaBIIsS€ BUCOKOPIBHEBUH CydyacHHH iHTep-
(heiic o MBUIKOTO i 3pyYHOT0 KOHCTPYIOBAHHS Ta HABYaHHS TIIMOOKUX MOZETICH.

KnrodoBi cioBa: mporHosyBaHHs, BapialliiHMH aBTOKOAYBAIBHHK, PEKypEHTHA
HeliponHa Mepexa Tunty GRU, HeliponHe 3BuuaiiHe AudepeHuianbHe piBHIHHS, Jla-
TEHTHHH MPOCTIp, HECTAL[IOHAPHUI YaCOBHH PsiLI.

IT'EHEPATUBHASI MOJEJIb JAJs1 IMPOI'HO3UPOBAHUMS BPEMEHHBIX
PAJ10OB HA OCHOBE APXHUTEKTYPbI KOJANPOBUINK-AEKOIUPOBIIUK /
H.U. Hepamkosckas, I.B. Augpocos

AHHOTAamus. MoJenn HeHpOHHBIX CeTeH Ha OCHOBE APXHUTEKTYPHI KOAMPOBIIUK-
JIEKOIUPOBINUK HAILIM IIHPOKOE PACHpPOCTPAHEHUE B IOCIEIHUE TOABI IPH pelle-
HHUH Pa3IMYHbIX 3a/1a4 MAIIMHHOTO 00yueHus. VccenoBaHbl pa3HOBUIHOCTH TaKUX
Mozeneil, cpean KOTOPBIX pa3pekeHHBIH, LIyMOIOIABISIOINI ¥ BapHallMOHHBINA
aBTOKOAMPOBIIMKHA. JIJIsI NMPOTHO3MPOBAHUS HECTALIMOHAPHOTO BPEMEHHOTO psAda
Ipe/CTaBlIeHa U IPOTECTHPOBAHA MOPOXKIAIOIIAST MOJIENb, KOTOpasi OCHOBaHA Ha Ba-
pHALMOHHOM aBTOKOAMPOBILHUKE, OJIOKaxX pekyppeHTHbIX ceteid Thnma GRU u mcmo-
JB3YeT HIIEMEHTH HEHPOHHBIX OOBIKHOBEHHBIX MG GepeHInaTbHbIX ypaBHeHni. Ha
OCHOBE IOCTPOCHHOM MO peann3oBaHa cucrema B cpene Python3 c mcmonsso-
BanneM ¢peiimBopka TensorFlow2 n 6ubmmorexu Keras. Pazpaborannas cucrema
MOYKET HCIOJIB30BATHCS Ul MOAGIUPOBAHHMS IPOLIECCOB, 3aBUCSIIUX OT HEMPEPHIB-
Horo BpemeHH. CHCTeMa MHHUMU3UPYET BMEIIATEILCTBO YEJIOBEKa B IIPOIIECC aHa-
JM3a BPEMEHHBIX PSJIOB, MPEJCTAaBISET BHICOKOYPOBHEBBIH COBPEMEHHBIH HHTEp-
(eiic s GBICTPOrO U YA0OHOTO KOHCTPYHPOBAHHS M 00Y4CHHUS IIIyOOKHX MOZEIEH.

KiroueBble cjI0Ba: IIPOrHO3UPOBAHUE, BAPHUAIMOHHBIA aBTOKOJUPOBIIUK, PEKyp-
penTHas HeliponHas cetb Tnna GRU, HelipoHHOE 00BIKHOBeHHOE MU (hepeHIHab-
HOE ypaBHEHUE, TATEHTHOE MPOCTPAHCTBO, HECTALIMOHAPHBIN BPEMEHHOMH PAI.
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MATEMATHWYHE MOJEJIOBAHHS KOHTAKTHOI
B3AEMO/III IBOX ITPYKHUX TPAHCBEPCAJIBHO-
I3OTPOITHUX MIBITPOCTOPIB, OIUH 3 AKUX MICTUTDb
IPUIIOBEPXHEBY BUIMKY EJIIIITUYHOI'O IIEPEPI3Y

B.C. KHPUJIIOK, O.1. IEBYYK, B.B. TABPUJIEHKO

Anoranisi. Ha ocHOBI MaTemMaTuuHOI MOJei PO3MNISTHYTO 33a7ady PO CTUCKAaHHS
JIBOX MPYXKHHX TPAHCBEPCATBHO-130TPOIHUX MiBIPOCTOPIB, OIMH 3 SKUX MICTHTb
HOXMJTy HPUIIOBEPXHEBY BHIMKY €JIIIITHYHOTO Tepepisy. Po3B’s30k 3aiaui oTpuMaHo
3a jonomororo nonaHHs Eniora s TpaHCBEpCaIbHO-130TPOITHOTO Tija 4yepes rap-
MOHIYHI (pyHKIIi, KTACHYHUX TAPMOHIYHHUX TOTEHIIIaNIiB Ta 3BEICHHS TPaHIYHOI 3a-
Jladi 10 PO3IIIsAY 1HTETrpo-Iu(epeHIiaTbHOTO PIBHAHHS 3 HEBIIOMOIO 00JacTIO iH-
TerpyBaHHs. SIK YaCTHHHMH BHMIAJOK 31 3HAWJEHNX aHATITUYHHX BHpPa3iB
BUIUIMBAIOTH OCHOBHI IapaMeTPH KOHTAaKTy TPAHCBEPCAIbHO-I30TPONMHUX IIBIIPOC-
TOpIB 32 HAasBHOCTI B OJITHOMY 3 HHX BHUIMKH BiCECUMETPHYHOI (hOPMH, a TaKOX I1a-
paMeTpH KOHTaKTHOI B3a€MOJIl JBOX INpPYKHHUX I130TPOIHHUX MiBIPOCTOPIB, OAWH
3 KHX MICTHTh BUIMKY €IINTHYHOrO mepepidy. OTpHMaHO YHCIIOBI pe3yJsbTaTH,
BUBYCHO BIUIMB NPY)XHHUX BJIACTUBOCTEH IIBIIPOCTOPIB, FEOMETPUYHHX IapaMeTpiB
BUIMKH{ Ta HaBaHT)KCHHS HAa KOHTAKTHY B3a€MOJIIO Ta 3aKPUTTS 3a30py MK TLTaMH.

KiwouoBi cjoBa: maremaTnyHe MOJETIOBAHHS, TPAHCBEPCAIBHO-130TPOITHHUMA ITiB-
HPOCTIip, MPUIIOBEPXHEBA BHIMKa, ENINTUYHHUHN Iepepi3, mapaMeTpy KOHTAKTHOI B3a-
eMoii.

BCTYII

Ilix yac mMpoeKTyBaHHS €JIEMEHTIB KOHCTPYKIIIH IMUPOKO 3aCTOCOBYIOTHCS OiMa-
Tepianu, CKJIaaoBi SKUX MarOTh Pi3Hi MPYXKHI BIACTHBOCTI, Y TOMY YHUCIi aHi30T-
porHi. lle cTtumymoe mocmimkeHHs 1 aHaNi3 PO3MOIUTY HANpPYXEHb Yy MPYKHUX
Timax 3 OimarepiamiB MoOJM3y KOHIIGHTPATOPIB HANpPY>KEHb, a TaKOXK y pasi ix
KOHTaKTHOI B3aeMozii. BogHouac po3B’si3aHHA MPOCTOPOBUX 3a7ad TEOpii Mpyx-
HOCTI JJIs1 aHI30TPOITHHUX Til YCKIIATHIOETHCS, OCKIIBKH Y IbOMY BHITAJIKy HE0O0-
X1THO pO3B’sI3yBaTH IPaHUYHY 3a]a4y ISl CHCTEMH PIBHSHB PiBHOBArd aHizoTpoII-
HOTO TiNia, SKa Ma€ CYTTEBO OIUIBII CKIQAHY CTPYKTYpy (TOpiBHSHO 3
BiJIITOBITHOIO CUCTEMOIO PiBHSIHB JJIS i30TPOITHOTO TIPYXKHOTO TiJIa).

JAist TpaHCBEPCALHO-130TPOITHHUX MPYKHUX Ta ENEKTPONPYKHUX TLIT 3 KOH-
LEHTPATOPaMH HAMIPYKEHb 3 OLIBIIOI MIMOMHOIO JOCTIIKEHO JBOBUMIPHI 3a/1a4i
[9, 16, 17, 27]. IlomaHHs 3araabHAX PO3B’SI3KIB CUCTEM PIBHSAHB PIBHOBArd y TpH-
BUMIPHIM TMOCTAaHOBII IS TPaHCBEPCATbHO-I30TPONMHUX MPYKHUX Ta EIEKTPO-

© B.C. Kupunwxk, O.1. Jlesuyk, B.B. I'agpunenxo, 2022
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MPYKHUX TLT Yepe3 rapMoHigHI PyHKIIIT 3ampornoHoBaHo y npamsx [11] 1 [24, 28]
BiAmoBiaHO. L{ikaBi pe3yabTaTH AOCITIIKEHb HAPYKEHOTO CTaHy Y MPOCTOPOBHX
3ajadax Uil TPaHCBEPCAJIbHO-130TPONHHUX MNPYXHHUX Ta ENEKTPONPYXHUX Til
oTpumMano y npaigix [1, 3,4-6, 8, 10-12, 15, 18, 22,23, 26] ta [2, 7, 19, 20, 24, 29].

Bigznaunmo, 1o 3agadi KOHTaKTHOI B3a€MOIL AJsl ABOX MPY>KHHUX 130TPOII-
HUX MBIPOCTOPIB 332 CTUCKAHHS Yepe3 HAasBHICTh MiX IMBIPOCTOPaMHU BKIIFOUEHB
YU TIOXWJIOT HPUIIOBEPXHEBOI BHIMKH EIINTHYHOTO TMepepi3y MOCIiIKYBaIUCh
y mpausx [14, 21, 25]. Ane 3agada KOHTaKTHOI B3a€MOJil AJS IBOX NPY>KHHX
TpaHCBEPCAITBHO-130TPOITHUX MIBIPOCTOPIB 32 HASBHOCTI B OJTHOMY 3 HHUX IIPHIIO-
BEPXHEBOT BUIMKH E€JIINTUYHOTO Mepepi3y He BUBYAIACH.

VY miif poGoTi 3a JONOMOrOI0 MaTeMaTHYHOTO MOJENIOBAaHHA HA OCHOBI
CTPOTOi MOJIEINI OCTIKEHO KOHTAaKTHY B3a€MOJII0 ABOX MPYXHUX TPAaHCBECAIIb-
HO-130TPOITHHX MiBIPOCTOPIB, OJJMH 3 SKUX MIiCTHThH IIPUIIOBEPXHEBY BHIMKY €Jill-
TUYHOTO TIepepi3y, Mif 4ac CTHCKaHHs. Y IMOCTaHOBLI 3a[adi MPHITyCKAETHCA, 10
MOBEPXHS MOAUTY IBOX MPYKHHUX TiJ pO3TalIoBaHa y TUIONIIMHI i30TpOMii TpaHC-
BEPCAJIbHO-I130TPONHUX MaTepianiB. Takox BBaXKAEThCs, 110 MIXK TiIaMU BiI0OyBa-
€TbCs TMankui (0e3 TepTs) KOHTAKT. 3a JOTIOMOTOI0 MOJAHHS PO3B’SI3KY PiBHSHB
piBHOBaru Ijisl TPAHCBECATBLHO-130TPOITHOTO Tijla Yepe3 TapMoHivHI QyHKIIiT (TT0-
nmaHHs Emiora) 1 momanbImoro 3BEACHHsS 3afadi 0 PpO3TJSAY  IHTErpo-
IUGEPeHIiaTbHOTO PIBHAHHSA OTPUMAHO aHANITHYHUN PO3B’SI30K 3a1adi. 3Halie-
HO OCHOBHI IapamMeTpu KOHTaKTHOI B3a€MOJii TpaHCBEPCAIBbHO-130TPOMHUX
IOPYXHUX MiBIPOCTOPIB (32 HASBHOCTI B OJHOMY 3 HHX MPHUIIOBEPXHEBOI BUIMKHU
SIINTUIHOTO TIepepi3y) Mix yac CTUCKAHHA. SIK YJaCTHHHUI BHITAIOK 3 OTPHUMaHUX
BUpa3iB BHIUIMBAIOThH MMapaMeTPU KOHTAKTHOI B3a€MOJIi JBOX TpaHCBEpCATBHO-
130TPOIHUX NPY>KHUX MIBIPOCTOPIB 32 HASABHOCTI B OHOMY 3 HUX BHIMKH KpPYyTO-
BOTO TIEpepidy, a TaKOXK IMapaMeTpH KOHTAKTy IBOX I30TPOITHHUX NPYXKHHUX ITiB-
NPOCTOPiB, OIUH 3 AKUX MICTUTh BUIMKY €JIINTHYHOTO MEpepizy.

IMocranoBka 3agaui. Po3risiHemMo MaTeMaTHYHY MOJENb, HA OCHOBI SIKOI
BHUBYHMO KOHTAKTHY B3a€EMOJIiII0 TPAHCBEPCAIBLHO-I30TPOITHHUX MPYKHHUX MiBIPOC-
TOpIB, OJUH 3 SKHUX (TLIO 2) MiCTUTH MPUIIOBEPXHEBY BHIMKY ENIMTHYHOTO Tepe-
pi3y (puc. 1). Ilpumyckaemo, 1Mo Gopma BUIMKH OIACYETHCS TAKAM BUPA30M:

f()(x’y) =

—hy(1=x*1ag —y* 1B3)*' 2, \x? 1ak + y* 1 B¢ <1, (hy <<max(ay, b)),

= (1

0, yx*/ai+y*/b} >1.

pt bt b by

Puc. 1. KoHrakTHa B3aeMOJis TPaHCBEPCAIbHO-I30TPOIHHUX MPYKHUX MIBIPOCTOPIB,
OJIVH 3 SIKUX MICTHUTB MPUIIOBEPXHEBY BHUIMKY E€IIIITHYHOTO TIEpepizy
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z

Posrnsparoun 3amavy, OyaeMo BBaXKaTH, IIO IUIOIIMHA KOHTAKTy MPYKHUX
TPaHCBEPCATBHO-130TPOITHUX  IIBIIPOCTOPIB PO3TANIOBAHA Yy TIIOMIMHI 130TPOITii
000X TpaHCBepcaNbHO-130TPONHUX MatepiamiB. [Ipunyckaemo, mo 10 KOHTaKTY-
I0YMX TiJ TPUKITAJICHO CTUCKAJbHI 3yCHUIS p 1 MiXK TUIaMH BiOyBa€eThcs Tial-

Kuii (0e3 TepTs) KOHTAKT. 3a HAIBHOCTI BUIMKH KOHTAKT MK TiJJaMHU 3iHCHIOETh-

cs He 1o Beit ommHi z =0, a mo geskii i yacTusi x2/a? +y2 /b? > 1, ne
a, b — ueBigomi mapamerpu HinsHKH eninTuaHoi Gopmu (puc. 1), ki 3anexarsb
BiJI 3HAUYCHHS CTHCKAIBHHUX 3YCHIIb P , TEOMETPIil MOYaTKOBOI BUIMKH (OIHCY€Th-

csl mapaMeTpaMu dg, by i A, ), IPyKHHUX BIACTHBOCTEH 060X TPaHCBEPCATBHO-

i30TponHUX MartepianiB miBnpocrtopiB. [Ipumyckaemo, mo y mnporueci aehopmy-
BaHHS BHiMKa HaOyBa€ BUTJIAY, SKAI MOYKHA OIMCATH Y BUTIISI

—h(1-x*1a* -y Ib*)*'?, x* [ ad + y* /b* <1, (hy << max(a,b)),
f,y)=

0, x*/aj +y*/b* >1,
Ha noBepxni mozity (y mwiomuti z = 0) oTpuMyeMO Taki rpaHHYHI yMOBH:

oD =0,x*/a* +y? /b* <1;
ul) =ul® + fo (e ), 221+ 2D > 1 (i=1,2);

G(ZQ =G(va) =0, z=0; G(ZIZ) =G(Z§),x2/a2 erz/b2 >1 (i=12). 2)

VY rpannvHuX ymoBax (2) iHnekcu 1 1 2 BigNoOBiAalOTh NEPIIOMY Ta JPYyTOMY
NpPYKHUM IIBIIPOCTOPaM, a TaKOXX BHKOPHUCTOBYETHCS (YHKLIS, IO OMHCYETHCS
BupazoM (1).

[Ipumyckaemo, mo wromuHa z =0 (puc. 1), s;ka 0OMeXy€e aBa MIBIIPOCTOPH,
€ TUIOLIUHOO 130TPOIIii 000X TPAaHCBEPCAIBHO-130TPOITHUX MaTepiajiB, TOOTO BiCh
0z € Biccio cumeTpii i nux MartepianiB. Takoxk BBaKaeMo, IO Y TUIOLIMHI KOH-
TakTHOI B3aeMoJii z =0 BUKOHYIOTBCS YMOBH TJaaKoro (0e€3 TepTs) KOHTaKTY
OpyKHUX Ti1. Po3Mmipu AiISIHKM po3IIapyBaHHS IBOX IPYKHUX MiBHPOCTOPIB
(puc. 1) HeBimOMI 1 BH3HAYAIOTHCSA 3 PO3B’ 3Ky 3amadi. [lapameTpw KOHTaKTHOI
B3aEMOJIIT IPYKHUX TiJ 3aJI€KaTh BiJl 3HAYCHHS CTHCKAIBHHUX 3yCHIb p , TIPYXK-
HHUX BJIACTUBOCTEH 000X TpaHCBEPCaIbHO-130TPOIHUX MaTepialliB MiBIPOCTOPIB 1
T€OMETPHYHHX HapaMeTpiB BUIMKH.

Bupasumo Hampy)keHHil cTaH y TPaHCBEpPCAIBbHO-I30TPOITHHUX IiBIPOCTOpPaxX
CYIIEPIIO3HLIEI0 JBOX CTAHIB, MEPIINHA 3 IKUX — CTUCKAHHS B3JIOBXK OCi CUMETpii
marepianiB 0z, To0TO G, =—p, a 11 BU3HAUEHHS APYrOro CTaHy CyHepro3HLil
(30ypeHoOTro cTaHy) Ha MOBEpXHI MIBIPOcTOpy z =0 OTpUMYEMO BiMOBiAHI rpa-
HUYHI YMOBHU.

Posrnsnaroun 3amavy, npunyckaeMmo, o B pasi aeopMyBaHHsI MiBIPOCTO-
piB ¢dopma BHIMKHM ONHCY€ThCS HelepepBHO-AUdepeHiiioBaHol0 (yHKIi€0
f(x,y), fKa 3a]J0BOJIbHSIE YMOBHU:

—8f(x’y) <<1, —6f(x’y) <<l (x,y)es; 3)
ox, 0x,
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oy _ g I x0)
le ’ 8)62
Y dopmynax (3) S — noBepxHs BUIMKH. I3 BimjganeHHsIM BiJ| JUISHKH KOH-

TaKTy BUKOHYIOTHCS YMOBH Ha HECKIHUCHHOCTI JUTS TPaHCBEPCATbHO-130TPOITHUX
TIBIIPOCTOPIB:

S(x,»)=0, =0(x,y)eds.

G, > =P Oy, 04,,04,,0,,,06,, >0, Km0 z —> Fo0.

OcHoBHi piBHAHHA i cmiBBiqHOMeHHA. CTaTHYHI PIBHAHHS TEOpil MpyxK-
HOCTI JUISI TPaHCBEPCATHHO-I30TPOITHOTO Tija y TNEPEMIMEeHHAX HaO0yBarOTh
Burisiny [4, 11]:

X X X
a1 +—(cp—¢pp) tCyy +
ot 2 o? oz2

0
+—{ (e + 1) —+(c13 +C44)—}=0,
Oox
2 2 2
1 0 u, 0 u, 0 u,
5(011—012) N +ep o +Cyq 2 +

ol1 ou ou
+— = + — 4+ + —Z1=0;
> {2(011 12) ox (c13 +¢as) 62}

o*u,  o%u o%u o(ou, ou,
c L+ —= tep3—+ (o3t o) —| —+—|=0, 4
44 ayz axz 33 822 ( 13 44)62( A ay ( )

e ¢y, Cla, C13,C33, C44 — HE3AIECKHI MPYXKHI CTall TpPaHCBEPCAIbHO-
130TPOIHOTO MaTepiaiy.

Po3B’s130k cucremu piBHSAHB (4) [11] MOXXHA BUpa3UTH Yepe3 TPH MOTEHIlia-
abHi Gyskuii @; (i=1,2,3):

u, =00,/0x+0d,/0x+0D5/0y;
u, =00, /0y+0PD,/0y—-0P3/0x;
Z/lz :mlach /6Z+m26q)2/6z, (5)

ae O, D,, P; — ¢ynkuii, mo BxoAiATs 10 Gopmyn (5), 3aK0BOIBHSIIOTH PiB-
HSTHHS

(0% /ox* +0* /oy* +v,;0% /027 )D ; =0, (6)

a TaKOXK V3 =2¢44 /(11 —€12); Vi,Vo — KOPEHI KBaAPATHOTO PIBHSAHHS:
2 2 2 —0- 7
C11C44V" — iy +c33011 — (013 +C44)" IV + €3304 =0 (7

oV —Ca V(e tegy)

C13 +Ca4 €33~V ,Cayq

m; (j=12). ®)
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VBIBIIM NO3HaYeHHS z; =zv, ' > (j=1,2,3) 3 BUKOpUCTaHHSIM BHUpa3iB

j J
(6)—(8), nerxo BcraHoBUTH, WO GyHKUIT D;(x,p,z)),DP,(x,¥,2,), P3(x,y,23)
OyayTb rapMOHIYHMMHM (YHKLISMH y BIANOBIOHIN cucTeMi KoopauHar (X, y,z;) .

Hapani ckopucraeMoch BUupa3aMu

Cc11Vy +¢C C11Vy +C
fy=my =SV TG g, V2O
€13 T Cy4 C13 TCy4
ay=cy+m;) (j=12) ©)

Meton po3p’s3anns. [lotenuiansHi Gynkuii @;(x,y,z;) y nogani (5) s
30ypeHOro CTaHy Bi3bMEMO, BAKOPHCTOBYIOUH KITACHYHI MMOTEHI[ialN, y BUTIISI

k
CDS )(x:yazi):

a; ® h(€)dS r(€)d;S

- ] ,(10)
R O O R I TR CEN e

i
h(E1,Ex) = (1= 1a* =&, 1b*)*'2, r(E1,8y) = ~hy (1= &% Jag —&,° /b3)*'%;

S| 1 S, — enminTuuHi IUTAHKY, 3HA4EeHHS iHAEKCY k =1 BiONOBiAae mepuioMy
MiBIIPOCTOPY, 3HAYCHHS k=2 — JpyroMy MmBOPOCTOpY. Takox MOKIAAEMO

GbyHK1Li0 (‘ng) =0. Cram ocj*(k) y ¢opmynax (10) BU3HaYMMO Tak: CIIOYATKY

3HaWJEMO 3HAYECHHS ocj(k) (j,k =1,2) i3 cucremu piBHIHbD
2 2
Yo e+ =1; Yo P a+ k0 v =0, k=1,2, (11)
j=1 j=1

a [OTIM
2 2
k) _ k) * *_ *1) (D 0] *(2)7.(2) (2)
o,V =a;" /M ,ne M —Zlocj A% +Zlaj K513V
Jj= J=

VY HaBeZeHHX BHpa3ax BUKOPHCTaHO Mo3HaueHHA (9). Bim3naummo, mo mo-
teHmiany Burny (10) BUKOPHCTOBYBAINCH Y JOCTIHKEHHI KOHTAKTHOT B3a€EMO-
Iil 1BOX MPYXHUX 130TPONMHUX HiBIPOCTOPIB, OAWH 3 SKUX MIiCTHB BHIMKY €JIiIl-

*(k)
J

tuaHoro mepepi3y [30]. 3a takoro BuOOpy o 3aJJ0BOJIBHSIFOTBCS TPaHUYHI

YMOBH O IOTHYHUX HANPYKEHHAX Y3IOBXK BCi€l MOBEPXHI MOAiNy, MO IepeMi-
HICHHSX, a TAaKOX CIPABIDKYETHCS PIBHICTH HOPMAJbHHUX HANpPy>KeHb 11033 BHIM-
Ko1o. HeBijoMuMU 3aMIIalOThCSl @,b — 3HAYEHHS IBOCEH IUISHKH KOHTAKTY

eNinTUYHOI GopMH; A; — MakCHMallbHa BHUCOTA MIPOMIKKY (3a30py) B pe3yJbTaTi
KOHTaKTy JIBOX TPAHCBEPCAIBHO-130TPOITHUX TMPYKHHUX IBIPOCTOPIB, OJAWH 3
SIKUX MICTUTh BHIMKY. 3HaUCHHS I[UX MMapaMeTpiB BU3HAYMMO 3 PO3B’SI3Ky KOHTa-
KTHO] 3a/1a4i.

3a JOMOMOro MOTEHIIANBHUX (PYHKIIN (Dl(-k)(x, ¥,2z;) 3TIOHO 3 BHpa3aMu

(10), (11), 3am0BONBHSIOYH TPAHUYHI YMOBH, IO 3ATHIIMINCS, OTPAMYEMO IHTET-
po-mudepeHItianbHe PiBHIHHSI
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h(E)d,S B
U =
S8 + (1 —8y) 22
i ( ]ﬂ O o’ p. (x)esis (12
ox’ Ja—8)2 +(y—8,) + 22

2 2
M =3 a" k0 VO 136 @k VD
Jj=1 Jj=1
e
h(E1,80) =l (1-8° /a> &, 1b*)*'2,
”(@1,&2) =—hy(l —5312 /aé —5322 /bg)yz .

[Ticns mpoBenenus audepenmiroBanag y (12) ckopucraeMocs: 3HaYCHHAMHA
JBOBHMMIPHUX iHTErpasliB no eninTuyHii ainsHoi [30]. Y pesynsrarti Maemo

h(&)d
S L ot et e

Je
deS =d&de,y ; ko =3agry/ 4esby foi 1o =hos

Ay =ko[E(eg)(1+e5)/ fo — K(eg)]; By =kol(2e5 —1)E(ey) + foK (ey)];

0y =M p—koelblE(ey); fo=1-€3; ey =+/1—ad /b .

VY naBexenux Bupazax K(ey), E(ey) € NOBHUMHM ENINTHYHMMH IHTETrpajamu
MEPIIOro Ta IPYTroro Pojy.

ITpunyckarouu, mo AiasHKa KOHTakTy S; y ¢opmynax (13) mae dpopmy
einca 3 HEBIIOMUMH IOKH HiBOCSIMHU a, b, pO3LUIYKYEMO BUCOTY 3a30py Mixk

KOHTaKTyI4YUMHU Tutamu y Burisai h(x) =p(1 - xlz /a® - x% /b2)3/2 . Ckopuc-
TaBIIUCh 3HAYCHHSIMH IHTEIPAIIB 110 SINTHYHINA AUIAHI [31], oTpuMyeMo

o+ Ax12 + szz =ag+ A0x12 + B0x22 ,
e
o =—ke’b’E(e), A=k[E(e)(1+e?)/ f —K(e)], B=k[(2¢*> =1)E(e) + [K(e)],

f=1-¢*, k=3ah/(4e’b* ), e=N1-a*/b* |

[TpupiBHIOIOUN KOE(DILIEHTH 32 OJHAKOBUX CTPYKTYPHHUX CKJIaJOBHX, 3HAXO-

JUMO
a=ags/1-Ny; b=by[1-N, ;h=r0[1—N0]3/2;
NO =2M*pboﬁl—e§ /(”03E(eo))- (14)
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Bigznauumo, mo i3 ¢opmyn (14) MokHa BU3HAYUTH 3HAYCHHS CTHCKAJIBHUX
3yCHIIb P, 32 IKOTO BHIMKa MiX MPYXHUMH TiJJaM{ MOBHICTIO 3aIIOBHIOETHCS Ma-

Tepianom. Bunno, mo npu N, =1 3HaueHHs miBoced a, b Ta MakCUMAaJbHOI BH-
}’0 3E(eo)

——F———, BU-
2M byl —ed

iMKa eNinTHYHOro Tmepepily y TMPYKHOMY IIBIPOCTOPI IOBHICTIO 3HHKAE
(3amoBHIOETHCS MaTepiasioM). SIK YaCTHMHHWH BHIAJOK 31 3HAMIEHUX aHANITHY-
HHX BHPA3iB Ul BUIMKHU €JNTUYHOTO TE€Pepi3y BUIUIMBAIOTH PE3yJIbTATH IS BH-
iMKH BiCECUMETPpUYHOI (hOpMHU.

Takum unHOM, 3 BUpa3ziB (14) 3a BiIOMHUMH pO3MipaMu MOYaTKOBOI BUIMKH

. . *
COTH BUIMKHU /; JOPIBHIOWOTH HyM0. OTXKe, KO p=p =

(mapametpu a,, by 1 hj) Ta 3HAYEHHSA CTHCKAIBHHUX 3yCHIb P , IECATH HE3AJIEHK-

HHUX NPYKHUX CTAINX IBOX TPaHCBEPCATbHO-130TPOMHUX MaTepialliB MiBIPOCTO-
. 5 . o .

piB (BXOASATH Yepe3 BeMUUMHy M ) 3HaXOAMMO 3HAYEHHS MiBOCEH JISTHKU KOH-

TaKTy @, b 1 MaKCUMaJIbHY BUCOTY BHIMKH.

. * o .
[epeTBOoprMoO y Bupa3i M KOXXHUI JOJaHOK, IO 3aJIeKHUTh Bij BIACTUBOC-
Tell TpaHCBepCcalbHO-130TPOITHOIO MaTepiany BiamoBigHoro miBmpocrtopy. Ilicns
eJIeMEHTapHUX OTeparliil TictaeMo
) m

1
k./ . =
J \/W (\/E—\/Z) 044(1+m2)+044(l+m1)

12 172
_on (T V) ) (egs +caq)

caq (e vi+ey3)(e va +p3)

VY pe3ynbTarti mojanbKX NepeTBopeHs BUpasy (15) (3 BUKOPHCTaHHSAM TeOo-
pemu Biera st KopeHiB KBaJIpaTHOTO piBHSHHSA (7) ) MaeMo

C1 2
Eoc k! = |:\/C C33 — Cf3 — 2C44C13 + 2Cyq4/Cq1C ](16)
LATEEAS, 11633 = €13 44€13 444/€11633
(C11C33 N

Otpumanuii Bupa3 (16) m03BoJsie 3HAXOAUTH IIyKaHe 3HAYEHHS Oe3rnocepes-
HIM TiJACTaBISIHHSAM Y HBOTO MPYKHUX CTAIUX TPaHCBEPCAITBHO-130TPOITHOTO Ma-
Tepiany, He 3HaHIIOBILY 3a3/1aJIeri/lb KOPEHiB KBapaTHOro piBHAHHSA (7).

V Bumnaaky aOCOIIOTHO )KOPCTKOI OCHOBH 3 EJIIMTHYHOI BUIMKOIO MaeMO

(15)

2
M5 Yk v (17
j=1

VY Bupa3si (17) 3amummBes TUTBKHA MEPIIMNA TOJaHOK 3 ABOX CKIamoBuX. Ilix
yac HACTYIIHOTO TI'PAaHUYHOTO IEPEXOIy BiJ TPaHCBEPCAIBbHO-130TPOITHOTO J0
MIPYKHOTO 130TPOIHOTO MaTepialy MiBIPOCTOPY OTPUMYEMO

cp =A+25 03 =Aicyy =5V =V, =15
AISO—) }\""2“ :1_V
2uh+p)  p

3a momoMOror MepeTBOPeHh MOXKHA T0Ka3aTH, 1o 3 Bupasis (12), (14) Bu-
TUTMBAIOTh pe3ynbTaT poOoTu [30] /Ui KOHTAaKTHOI B3a€MOJIT JBOX MPYKHUX
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130TPOIMHUX MiBOPOCTOPIB (OJMH — 3 BUIMKOIO €NINTHYHOTO Iepepizy) sSK dac-
TUHHUI BUIIAI0K.

Po3rissHeMO 4acTHHHHI BUIAJOK MOMEPEIHBOI 33134l — BUIMKY KPyroBOTO
nepepizy. CropsMyBaBIIM EKCIEHTPUCHTET eJirnca 0 HyJs, OTPUMYEMO, MIO
ay =by, a=>b, a3i3Haiinenux Bupasis (15) maemo

4pb oM* .
3nr, 3nr

2 2
*_ DM [0 *2)7.(2) (2)
ne M —Zocj kj / v +Zocj kj / Vit
Jj=1 J=1

I3 Bupaszis (18) 3a BigoMUMU po3MipamMu MOYATKOBOI BiCECHMETPUYHOI BHIM-
kU (mapametpu b i hj), 3HaUEHHAMM CTUCKAJIbHUX 3YCHIb p, IECATH HE3alIexK-

Ny =4M pby (ry3m); b=b, |1 -

HHUX NPYXHUX CTaJIMX AJIS ABOX TPAaHCBEPCAIBHO-130TPONMHMUX HPY>KHUX Marepia-

B (BXOHATh dYepe3 BeNWYMHY M ) BHU3HAYaEMO paalyC KOHTaKTy a 1
MaKCHMaJbHY BUCOTY 3a30py /; (micist KOHTaKTHOI B3aemoii). Takox 3 piBHOCTI

* 37th,
HYJIIO BUpa3dy a 3HAXOJAUMO 3HAYCHHS CHUJIM CTUCHCHHA p Z—O*, 3a SKOTO

4bM
BUiIMKa y MiBIPOCTOPi MOBHICTIO 3alOBHIOETHCA MaTepianom. OTxke, mia vac

CTUCHEHHS p > p* MPUIMIOBEPXHEBA BHIMKA B Pe3yJIbTaTi KOHTAKTHOI B3a€MOIIT
MOBHICTIO 3HHKAE.

BimzHauumo, 110 i 4ac po3riisiy YaCTUHHOTO BHUIAIKY 3a7aui — BUIMAIKY
MPUTIOBEPXHEBOT BUIMKU KPYTOBOTO Mepepi3y, 3’ SIBISETHCS MOXIHBICTH BUKOPH-
CTaHHS aJbTEPHATHUBHOTO AITOPUTMY PO3B’SI3aHHS 3a/1a4i, TIOB’SI3aHOTO i3 3aCTO-
CyBaHHSM TapHUX IHTETPaILHUX PiBHIHB (AITOPHUTM 2 y Tiparti [2]).

AHaJi3 pe3yabTaTiB YHCJIOBHX A0cTimkenb. Ha puc. 2, 3 300paxkeno 3a-
JISKHOCTI pajiiyca i BUCOTH BICECHMETPHYHOTO 3a30py (YACTHMHHOTO BHIIAJKY 3a-
30py CTNTHIHOTO TIEpepizy) MiX MPYKHAMH TPAHCBEPCATHLHO-130TPOITHUMH ITiB-
MPOCTOPaMH BiJi IFOUYMX HABAHTAXKCHb. Y PO3PaxyHKaxX BUKOPUCTAHO 3HAUCHHS
MPYKHUX cTaiux i3 mpami [13], HaBemeHi y TabmuIl, 1e HOMEp MaTepiaxy Biamo-
BiJla€ HOMepy KpHBOi Ha puc. 2, 3.

BaacTuBocti maTepiaiB

M;{T‘:l‘)‘ie;’ﬂy Marepiaa | Cy, TTa | Cy, TMa | CyuT'Ma | CppyTMa | Cp3, I'Ma
1 Be 2923 336,4 162,5 26,7 14,0
2 Co 307,0 358,1 78,3 165,0 103,0
3 Hf 181,1 196,9 55,7 77,2 66,1
4 ZnO 209,7 210,9 42,5 121,1 105,1
5 Zr 1434 164,8 32,0 72,8 65,3

sk
Ha pucyHkax BUKOPUCTAaHO MO3HAUYCHHS p)| , AK€ 00UUCIIIOBAJIOCH AN MaTe-

. . . sk *
piamy 1 3 HaBexeHOI TabauLi 3a Jonomororo Bupasy p =4a,N p/(3nr,) . Iloka-
3aHO 3MiHY pajiyca i BUCOTH 33a30py 332 HaBaHTXKEHHS, SKi 3aJIekKaTh TAKOX BiJl
JIECATH TIPYKHUX CTAIUX JBOX TPAHCBEPCATBHO-130TPOITHUX MaTepialliB (peanizy-

*
€ThCA 3a JOIIOMOI'OXO BEINYHNHN N )
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a/ay

0,8

0,6. \<
AN
\\ ;\3 NN

0,2 0,4 0,6 0,8 pr

Puc. 2. 3viHa pajgiyca BUIMKH 32 HaBaHTa)KCHHS

h/hg k
0,8

“\

0,6 \

1

04 <

2

AN

0,2 0,4 0,6 0,8 P
Puc. 3. 3mMiHa BUCOTH BUIMKH 32 HaBaHTA)KECHHS

a/ay
'\\\
0.8 T~

.y

/]

0,2

0,6

0,4

0,2 é\\\<
0 A

0.2 0,4 0,6 0.8 i

Puc. 4. 3mina po3MipiB mepepizy eTNTUIHOT BUIMKH 32 HABAHTA)KEHHS

BuiMka MOBHICTIO 3alIOBHIOETHCSI MaTeplalioM, SIKIO p=p = 0* INIE

4ayN
3Ha4eHb HABaHTAXEHb p < p* YTBOPIOETbCS HOBHH 3a30p. [Ins po3paxyHKiB
OpYyKHI BIACTUBOCTI 000X MiBIPOCTOPIB BUOMPAIMCh OAHAKOBHUMHM (BiANOBIIHO
JTO HaBEJICHOTO HOMEpa y TaOJIHIIi).
3MiHy reOMETPUYHHUX MapaMeTpiB 3a30py IS SNINTHYHOI y mepepi3i BUIMKH
3a HaBaHTaXCHHs 300pakeHO Ha puc. 4, 5, Ha AKuX JiHii /, 2, 3 BiANOBiNAOTH
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3HAYEHHIM eKcueHTpucutery eninca e= 0,1; 0,2; 0,4. Bukopucrano mo3HavyeHHs

p*(0'4) , SIKE BiJIMOBIZANI0 3HAYEHHIO HABAHTAXKCHb, 1110 3aKPUBAIOTh BUIMKY, SKIIO
e=04.
h/hg
0,8
0,6

2\

4

0, \<
1

0,2

0 |

0,2 0,4 0.6 0.8 prO®

Puc. 5. 3MiHa BUCOTH eMiITUYHOI BUIMKH 32 HABAHTAXKCHHS

BUCHOBOK

Y poboti 3a JOOMOMOro MaTeMaTHYHOI MOJeNi OTPHUMAaHO aHATITHYHHN
PO3B’A30K 33724l MPO KOHTAKTHY B3aEMOJIII0 CKIIAJHOI CUCTEMH, IO CKIIAAAEThCS
3 IBOX TPAHCBEPCAIBHO-130TPOITHUAX MPYKHUX IIBIIPOCTOPIB (32 HASIBHOCTI TOXH-
701 MPUIIOBEPXHEBOI BUIMKH €NIMTUYHOTO TIepepi3y B OAHOMY 3 HHUX), MiJ 4ac
CTUCKaHHA. BUKOHaHO YMCIIOBI PO3paxyHKH, AOCTIIKEHO BIUIMB T€OMETPHYHHUX
pO3MipiB BHIMKHA Ta BJIACTHBOCTEH TMPYXHHX TPAHCBEPCATHLHO-130TPOITHUX
MarepiajiB MiBIIPOCTOPIB Ha MapaMeTPH KOHTAKTHOI B3aEMOJIi.
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MATEMATHYECKOE MOJIEJUPOBAHUE KOHTAKTHOI'O B3AHUMO-
JEUCTBHUA JIBYX VIIPYTHX TPAHCBEPCAJIBHO-U30TPOIIHBIX
HOJYINPOCTPAHCTB, OJHO M3 KOTOPBIX COJIEPKHUT ITPUIIOBEPX-
HOCTHYIO BBIEMKY JSJUIMIITUYECKOI'O CEYEHUS / B.C. Kupumiok,
O.. JleBuyk, B.B. I'aBpunenko

AnHotamus. Ha ocHOBe MaTeMaTH4YecKON MOJEIH PacCMOTPEHa 3a/iada O CXKAaTHs
JBYX YIPYTHX TPaHCBEPCAIBHO-M30TPOIHBIX MOJIYIPOCTPAHCTB, OJHO M3 KOTOPBIX
COZEPXKHT MOJIOTYIO MPUITOBEPXHOCTHBIX BBIEMKY DJUIMNTHYECKOTro ceyeHus. Pere-
HME 33/la4M MOJTYUYEHO C MOMOLIBIO MPEACTABICHUS DIUTHOTa I TPAHCBEPCAIbHO-
H30TPOITHOTO Tella Yepe3 rapMOHNYEcKHe (YHKIHHU, KIACCHYECKUX TapMOHUYECKUX
HNOTCHLMAJIOB ¥ CBEJCHHMSA KpacBOM 3aJayd K PACCMOTPEHHIO HHTErpo-
I epeHINaTbHOTO YpaBHEHHS C HEM3BECTHOH 00JIacThi0 MHTEerpupoBaHus. Kak
YaCTHBIN CTydail M3 HaWJIEHHBIX aHAIUTHYIECKUX BBIPAYKEHHH BHITEKAIOT OCHOBHEIC
napaMeTpbl KOHTAaKTa TPAaHCBEPCAIbHO-M30TPOIHBIX MOIYNPOCTPAHCTB IPU HAIM-
YUY B OJHOM U3 HHUX BBIEMKH OCECHMMETPUYHOH (POPMEIL, a TaKkxkKe mapaMeTpbl KOH-
TAKTHOTO B3aUMOJEUCTBUS JBYX YNPYTHUX W30TPOIHBIX MOIYIPOCTPAHCTB, OJHO M3
KOTOPBIX COJEPKUT BBIEMKY SJUIMIITHYECKOTO cedeHus. [1omyyeHbl YnuCIeHHbIe pe-
3yJIbTaThl, U3YUCHO BIUSHHE YNPYTUX CBOWCTB MOJIYIPOCTPAHCTB, F€OMETPHYECKUX
HapaMeTpPoOB BBIEMKH M MOTPY3KH Ha KOHTaKTHOE B3aUMOJCICTBHE M 3aKpBITHS 3a-
30pa MEXKIy TeIaMH.

KiroueBble ciioBa: MaTeMaTHUYECKOE MOACIIMPOBAHUE, TPAHCBEPCAIIBHO-U30TPOITHBIC

MOJTYTIPOCTPAHCTBA, MPUIOBEPXHOCTHAS BBIEMKA, SJUTHIITHYECKOTO CEYEHHs, Mapa-
METpPbI KOHTAKTHOTO B3aUMOAEHCTBHS.

MATHEMATICAL MODELING OF THE CONTACT INTERACTION OF TWO
ELASTIC TRANSVERSELY ISOTROPIC HALF-SPACES, ONE OF WHICH
CONTAINS A NEAR-SURFACE GROOVE OF AN ELLIPTICAL SECTION /
V.S. Kirilyuk, O.I. Levchuk, V.V. Gavrilenko
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Abstract. On the basis of a mathematical model, the problem of compression of two
elastic transversely isotropic half-spaces, one of which contains a shallow near-
surface groove of an elliptical section, is considered. The solution to the problem is
obtained using the Elliott representation for a transversely isotropic body in terms of
harmonic functions, classical harmonic potentials and reducing the boundary value
problem to considering an integro-differential equation with an unknown domain of
integration. As a special case, the obtained analytical expressions yield the basic pa-
rameters of the contact of transversely isotropic half-spaces in the presence of an ax-
isymmetric groove in one of them, as well as the parameters of the contact interac-
tion of two elastic isotropic half-spaces, one of which contains an elliptical cross-
section groove. Numerical results are obtained, the influence of elastic properties of
half-spaces, geometrical parameters of groove and loading on contact interaction
and closing of the gap between bodies is studied.

Keywords: mathematical modeling, transversely isotropic half-space, near-surface
groove, elliptical section, parameters of contact interaction.
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TRACKING METHODS OF THE LAB ANIMALS
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Abstract. This article presents an overview of several most common techniques and
approaches for object detection and tracking. Today, the tracking task is a very
common problem and it can appear in many aspects of our life. One particular case
of using object tracking techniques can appear during a lab animal behavior study.
Different experimental conditions and the need of certain data collection can require
some special tracking techniques. Thus, a set of general approaches to object track-
ing techniques were considered, and their functionality and possibilities were tested
in a real life experiment. In this paper, their basis and main aspects are presented.
The experiment has demonstrated the advantages and disadvantages of the studied
methods. Considering this, conclusions and recommendations to their usage cases
were made.

Keywords: object tracking, object detection, algorithm, video, frame, image, back-
ground, foreground, experiment, color space, thresholding, background estimation,
segmentation.

INTRODUCTION

Over the last two decades, strong development of tech and technologies had to
their widespread implementation in all areas of human life. One of such technolo-
gies is image processing and visual analysis [1]. Lots of processes in the world
that surrounds us, including street traffic control, the tasks of terrorism prevention
and war operations, need to be monitored, analyzed and, very often, controlled. In
most such cases photo and video analysis comes in handy. Object detection and
tracking usually play important roles in it. A certain object has to be detected on
life video stream or recorded video, and then it is necessary to observe and trace
the object’s movements and position and, presumably, perform some analysis of
these movements.

Object detection and tracking are in fact the key tasks of computer vision, as
they allow one to gather consecutive information about the object which later can
be analyzed [2]. As one knows most of information a person receives through its
eyes, that is why computer vision also play an important role in data analysis. The
tasks of computer vision include information acquisition, processing of the
acquired information, processed data analysis and useful data acquisition.
Computer vision is focused on the processing of two- and three-dimensional
images. One of the tasks of 2D-processing is optical flow processing (video
processing). It includes three key steps:

1) detection of moving objects;

2) object tracking from frame to frame;

3) analysis of an object to determine its characteristics.

In a simple way object tracking can be determined as the task of object tra-
jectory estimation in the image plane.
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The detection and tracking methods relay on many features, but the key ones
are object shape and video background state. Thus the problem of
tracking/detection can be quite challenging due to several factors. For example,
there can be a lack of visual information due to the projection of a three-
dimensional object on a two-dimensional plane. At the detection phase, the object
can be partially occluded or it gets occluded later during tracking process. Also,
the tracked object can change its shape or scale, which can also lead to tracking
errors. And sometimes its movements can be quite complicated and hard-to-
predict. The change of lighting can cause tracking errors, as well as the image
noise. Image background can be a major source of difficulties. The easy situation
is when there is a static background or it changes very slightly — then it is simple
enough to pick out the tracked object. But if the background on each frame
changes quite severely, it can also lead to situation when the tracking algorithm
fails to pick out the necessary object correctly and loses it. In addition to that the
tracking algorithm must be applicable for real-time video processing. In order to
solve all these problems, different approaches have been suggested.

In biology there often is a necessity to study the life processes and behavior
of lab animals, for example mice or fish. Such studies in this field have been car-
ried out for a long time and they are still of sufficient scientific interest [3—5].
Different lab conditions may require specific approaches for automatic animal
behavior examination. Thus the problem of object detection and tracking can be
studied well on the particular example (Fig. 1) of such activity study. In the first
case (Fig. 1, a and 1, b) the test environment is represented by a box with circle
holes in the bottom (the holes denote the center of the test stand). In this case the
task is to track the lab mice, note their movements between holes, time spent in
the test stand center and moments when several mice contact with each other. In
the second case there is an aquarium (Fig. 1, ¢). The task is quite similar: to track
fish movements and notice their contacts. In both cases the camera is placed
above the test environment. In order to solve these particular tasks a wide
research was carried out to find the most suitable object detection and tracking
approaches that could be used separately or combined. Thus various methods
were examined, their advantages, disadvantages and algorithmic aspects have
been considered. The complete analysis is presented further in this paper.

Fig. 1. Lab animals behavior study: a — lab rats; » — lab mice; ¢ — fish

THE PROBLEM OF OBJECT DETECTION

The key task that appears during the object tracking process on video stream is
their detection. Some methods require full object detection only on the first frame,
some use continuous full detection on each frame.
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Segmentation-based detection. /mage segmentation is a process of digital
image division on multiple sets of pixels. This process can also assign special
markers to each pixel, so that the pixels with similar markers could have common
visual characteristics [6]. For example, such approach can be based on the Water-
shed Transform [7] and results in the Watershed Algorithm combined with the
Distance Transform. Image segmentation allows one to simplify the image analy-
sis. It results in the highlighting of the borders and object itself. Thus, pixels be-
longing to the same segments are similar by some calculated feature (color,
brightness value, etc.), with the rest of elements being significantly different by
that feature. The result of such segmentation can be seen on Fig. 2. This approach
is easy to use when objects of interest significantly differ from the background by
some parameter. But the main problem is that it has low versatility and requires
too accurate algorithm parameters setup in each particular case. It also is very
sensitive to lighting conditions.

Fig. 2. Image segmentation: ¢ — test 1: original image; b — test 1: markers; ¢ — test 1:
segmentation result; d — test 2: original image; e — test 2: markers; f — test 2:
segmentation result

Another approach that works with image segments is Template Matching
[8]. The algorithm compares the given object template with the sub-regions of
processed image. To do this it simply slides the template along the image and
checks if it matches to some region. The template (or patch) is sliding one pixel at
a time (left to right, up to down) [9, 10]. At each location the algorithm calculates
a metric that allows one to understand how similar the patch is to that particular
area of the source image. For each location 7 over input image / it stores the
metric in the result matrix R . Each cell (x,y) from R contains the match metric.
Thus it is possible to find the best match by searching for the highest value (or
lower, depending on the type of matching method) in the R matrix.

It is worth noticing, that while the patch must be a rectangle it may be that
not the whole area of the rectangle is relevant. In this case the algorithm uses
mask to isolate the portion of the patch that should be used to find the match. The
mask is a grayscale image that masks the template image and must have the same
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dimensions and number of channels. The match R(x, y) can be calculated in sev-

eral ways:
1. As a Square Difference:
_ oo ' "2
Ry (x,y)= 2 (T(xX,y) = I(x+x',y+y")". (1)
X,y

2. As Normed Square Difference:

Rysq (,9) = Ryg (x,7)/ \/ 2 T(y) TG+ 2,y + )7 2
x 7y x 7y
3. As Cross Correlation:
Rccorr(x>y) = Z(T(x',y')](x+x’,y+y')). (3)
xl,y!

4. As Normed Cross Correlation:

Rnccorr(x’y):Rccorr(xsy)/ Z T(x,ay,)z Z[(x"'x’ay"_y')z- (4)
x,y xy

5. As Correlation Coefficient:

Rccoeﬁ‘ (x: y) = Z(Tl(x,»y,)ll(x + x,:y + y,)) 5 (5)
X',y
where
ZT(X”,y”)
T'(x,y) =T(x', y") ——=F—,
wh

DI(x+x",y+y")
I'(x+x,y+y)=I(x+x,y+)")— )"

wh

6. As Normed Correlation Coefficient:

Ruccoey (5 1) = Recoer (1, 9)/ | TG, 7) T I(e+x,y 402 (6)
X',y X',y
The result of Template matching algorithm is presented on Fig. 3. This ap-
proach can be used in case of some scene analysis when camera is static and ob-
jects of interest look almost identical, for example, detection of some products on
a factory assembly line. But on the other hand, such method does not work stable
in case of rotation or scaling and when an object is partially occluded. If the
searched objects are scaled the most simple way could be to enlarge the template
image as much as possible and that consequently scale it down at each search
stage, hoping that at some point the template image will be scaled to the correct
size. If the objects are rotated, the easiest way is to create a set of rotated by 1 de-
gree template images and then iteratively check each sample. But both such ap-
proaches will deliver poor performance, especially in case of high resolution im-
ages. In case when the objects are both scaled and rotated, the performance can
get even worse.
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Detected Point Detected Point

Matching Result Matching Result

Matching Result

Matching Result Matching Result

Fig. 3. Template matching: ¢ — Square Difference (1); b — Normed Square
Difference (2); ¢ — Cross Correlation (3); d — Normed Cross Correlation (4); e —
Correlation Coefficient (5); f— Normed Correlation Coefficient (6)

Feature-based detection. One more way to detect an object on image is to
find it by some features. A feature is some element or part that is more distin-
guished than the other parts/elements, some local image particle. As simple ex-
ample of such features are corners and borders. The search of an object in this
case is based on the comparison of the characteristic features of the processed
frame and a template showing the object one is looking for [11]. Local features
should be repetitive (stable to change the angle or lighting during the video
series), compact (their number should be much less than the total number pixels
of the image), unique (each feature must have their own description).

To identify the characteristic features special detectors are used. One of the
most common is the Harris (corner) detector (Fig. 4,c), which recognizes the
features of the type “corner” in the image. As corner detectors are not very
sensitive to image scaling, the concept of so-called drops (Blob) was introduced -
teardrop-shaped neighborhoods with a special point located in the center. One of
the most common blob methods is LoG (The Laplacian of Gaussian) [12]. LoG is

2 + y2
262

X

2,2 52
Ee—

a filter LoG(x,y) = X ry 2 that applies the Gaussian operator
no
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7x2+y2
L(x,y;0)=G(x,y;0)*I(x,y), G(x,y;0)= e 26° , and the Laplace
2nc
27 52
operator Vi=""4+> " tothe image, respectively (Fig. 4,a):
ox? 6y2

Here o the standard deviation, L(x,y;c) is the Gaussian scale-space repre-

sentation of an image / (x, y), and * is the convolution operator. DoG detector

- 1 1 26 1 26,2 .
DoG = (G, —G,,)=——|—e 1 ——e 72 based on the Gaussian
( O] o) ) /_27[ Gl 62
difference L, (x,y;6,) = Go, (x,5;61) (%, ), Ly(x,;6,) = G, (x,3;6,)1(x,¥);
Li(x,y;61) = Ly(x,y;05) = G5, (x,y;6) I(x,») = G5, (x,¥;6,) 1(x,y) =
= (Gle (x,y;00)— Gs, (x,y;0,)*I(x,y)=DoG*1(x,y). [13] is also common
(Fig. 4,b). The difference between the two smoothing is as follows.
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Fig. 4. Blob detection using Gaussian filter: a — Laplacian of Gaussian (LoG);
b — Gaussian difference (DoG); ¢ — Harris detector

After finding special points, it is necessary to compare them. This task
requires a way of compact characteristic features representation. In practical
tasks, the SIFT (Scale-Invariant feature transform) descriptor [14] and its
derivatives, such as SURF [15], are considered to be the best methods. Despite
being invariant to small turns, scaling of objects and changes in stage lighting, the
feature-based approach actually makes it impossible to define an object as
instance of some class and it also provide false results in case of object dynamic
shape change (Fig. 5).

Categorical recognition. Methods for detecting characteristic features are
well suited to solve the problem of searching across the database of images [16].
However, in our particular case it is necessary not simply to reveal some object on
the frames of a video corresponding to some template, but also to recognize all
objects of certain class. The considered problem could be solved by methods of
feature detection but at the same time it would be necessary to create a large
number of templates and it would take a long time to compare the frames with
each of them. The approach that allows us to avoid this is based on the
classification of objects, i.e. categorical recognition. It consists of two main
elements: the definition of a set of features or descriptors and machine learning of

Cucmemni docniodcenns ma ingopmayiini mexnonozii, 2022, Ne 1 129



M.A. Shvandt, V.V. Moroz

the classifier. As a set of features the Histogram of Oriented Gradients (HOG) or
Haar features can be used. The HOG features [17] are based on the calculation of
the number of gradient directions in the local areas of the image (Fig. 6).

a b c

Fig. 6. HOG features detection: a — input images; b — extracted HOG features;
¢ — HOG features (magn.)

Haar signs [18] or primitives are rectangles consisting of adjacent areas (see
Fig. 7, a). These areas get positioned on the image, then the intensity of pixels in
the areas is summed, and then the difference between the obtained sums is
calculated, which is the value of a certain feature of a certain size, located on the
image in a certain way. An example of the use of Haar features is shown on
Fig. 7, b. The advantage of Haar features is a relatively high computational speed.
Machine learning is used to create a class clarifier. The classifier is used to
indicate which features belong to the object. Thus for training purpose some base
of these features is used.
HOG is calculated on a dense grid of evenly distributed cells (Fig. 6). This
method highlights well the objects with multiple details, but in case when the
object is mostly a single piece without any significant details, in most cases it will
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only highlight the borders, which can be not enough for complete detection. The
Haar approach on the other hand is suitable for face detection and recognition.
But this approach still requires a pre-trained classifier which sometimes can be
problematic and will not work well with objects that tend to change shapes.

o1,

(a) edge features (b) line features

| <®

(¢) center-surrounded features (d) special diagonal line features

a

Fig. 7. Haar features: a — Haar features types (source: www.spiedigitallibrary.org);
b — general representation of training the Haar classifier (source: medium.com)

THE PROBLEM OF OBJECT TRACKING

As mentioned above the process of tracking of moving objects is one of the
components of many real-time systems such as observation systems, video
analysis and others. The input data of any tracking algorithm is a sequence of
images (video frames) /;,/,,...,/, with an increasing amount of information that

needs to be processed and analyzed. The task of tracking is to construct the
trajectories of the target objects on the input sequence of frames. If we assume
that the position of the object on the image numbered & is denoted by P, . Then

the trajectory of the object is sequence of its positions P,,P,_,...,

P, wheres
is the number of the first frame in which the object was detected, / is the number
of frames in the sequence where the object is observed.

Some methods of object detection allow us to detect the entire object, but
usually they are not suitable for continuous work, especially for real-time video
processing. In most cases performing the detection “from scratch” for each frame
can be very costly in terms of performance and speed, thus the detection process
should be optimized in some way, especially if some frames have already been
processed and we received some additional information from them. That is way
several different object tracking approaches have been introduced. Note that
depending on the method of tracking the position of the object can be determined
differently (coordinates and size of the sides of the surrounding rectangle,
coordinates of the center of mass of the contour, etc.).

Color-based tracking approaches. The idea of simple color-based tracking
consists of the following steps [17]: first, the algorithm takes each frame and con-
verts it from RGB to HSV color model. It is necessary because the RGB represen-
tation is nor very suitable for selection of some specific color range. It can be per-
formed in the following way [1, 19]: the given R,G,B values are scaled to

change the range from 0...255 to 0...1. Then one calculates

C

max =Max(R',G',B"), C., =min(R',G',B"), A=C

max

C

min »
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where R',G',B’ are scaled R, G, B values. The Hue (H) can be calculated
using the following formula:

A
H: !_ ’
600.(3 R +2j, if C.. =G,

600(R G +4j, if Cpax = B';

H=H+360, if H<O0.

The Saturation (S) calculation:

0, Chax =05
S={ A
, C_. #0.
Cmax max
The Value V calculation:
V =Cpax-

It is worth noticing that before the RGB to HSV conversion a Gaussian blur
is applied, as described in [20] to remove noise in order to receive better output.
The result is seen on Fig. 8, a, b. The second step after a successful conversion is
the color thresholding. The lower and upper boundaries of the desired color are
set in the HSV color space. This allows to filter out the rest of the colors from the
image. The thresholding process for an input image / can be described as follows:

dst(I) = (lowerB(I), <
<src(I); <upperB(I),) n...A (lowerB(1), < src(1), <upperB(1),),

where lowerB(1); < src(l); <upperB(I); stands for the i, input array channel,
i=1,...,n. Thus:
e For every element of a single-channel input array:
dst(l) =lowerB(1), < src(I), < upperB(I),;
e For two-channel arrays:

dst(I) =lowerB(1), < src(1), < upperB(I), A lowerB(I), < src(l), < upperB(1),.

The resulting image is a binary image, i.e. all its pixel values are 1 or 0. For
the resulting image after thresholding the operations of erosion and dilatation are
applied, as described in [21, 22]. This allows us to get rid of most separated areas
that managed to pass the threshold (Fig. 8, ¢, d, f). The final step is a centroid cal-
culation for each blob using the binary image moments [23]:

Mi,j =Zinyjl(x,y)- 7
Xy
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If one denotes a blob area as M, then the centroid can be calculated as

— o Mg My,
S v 2 (®)
{x y} {MOO MOO}

follows:

For each blob its point {x;y} can be used as object position on current frame
(Fig. 8, e).

d ' f
Fig. 8. Color-based tracking: « — RGB frame; b — HSV frame; ¢ — raw binary
image; d — after erosion & dilatation operations; e — detected object; f— HSV
thresholding result

The advantages of such tracking approach are that in fact the target object
gets detected automatically it works well with objects, which change their shape.
In addition the overall realization is very simple and it has good performance
speed, which makes it suitable for real-time video capturing. But this method has
some serious disadvantages. Firstly, it is more of a detection than tracking
technics, so if there are several object of interest and they occasionally get
occluded, after repeated detection there is no guarantee, that these objects’ posi-
tions were not messed up (Fig. 9, a, b). This point requires additional control in
addition to tracking technics. Also it requires from the user a manual selection of
lower and upper HSV color threshold boundaries, which is not a very easy task by
itself, and the tracked objects have to be distinguished from the background by
color (Fig. 9, ¢). In addition, this technic will work well mostly only with the
colorful images, because the grayscale color space is much more poor for color
differentiation, thus it will not be suitable for usage on videos like one on
Fig. 1, c¢. An finally, if several tracked objects of one occasionally come very
close to each other, they merge into just one object and the algorithm begins
treating them as a single object. This fact devalues the accuracy of the method.
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Fig. 9. Color-based tracking errors: a — 4 mice; b — 2 mice are merged into a single
blob; ¢ — identical color range case

Another approach is the background subtraction. The idea of this method is
similar to the color tracking algorithm as it also directly separates the tracking
object from the background [21, 24]. The main difference is that one requires an
image of observed location without any moving objects on it. In case of rat/mice
tracking task this location is the test box. This method was implemented and
tested in [20]. In brief, it consists of the following steps:

1. The algorithm receives an image of empty observed location, it is con-
verted from RGB to grayscale and cleared from noise with Gaussian or Median
filters (Fig. 10, a).

2. Each video frame is also converted from RGB to grayscale and cleared
from noise (Fig. 10, b).

3. For each frame the background subtraction operation is performed on
both grayscale frame and grayscale image of an empty box. The main formula is:

d b , i=Ln, j=1m,

=
J J

i,j :‘
where d, ; is pixel value of the resulting image (i.e. background subtraction out-

put / image difference), b, ; and f; ; are the pixel values of empty grayscale

background image and each grayscale video frame respectively, i =1,_n and

j =1,_m are the dimensions image/frames. Notice, that these dimensions must be
equal for both empty background image and frame for obvious reasons. The result
is presented on Fig. 10, c.

4. Next step is thresholding [25]: all pixel values, that are higher than some
threshold are put to 0, the rest is set to 255. The result is a binary image (Fig. 10,d),
i.e. it is only black and white. If necessary, operations of erosion and dilatation
are applied (Fig. 10, e).

5. Finally, similarly to color-based tracking, for binary image blobs centroid
calculation is performed [23]. It is done using image moments calculation (formu-
las 7 and 8). The result can be seen on Fig. 10, f (circles were detected using
Hough transform as the box central area [25]).

This methods has similar to color-based tracking advantages, as it also
requires a threshold value, but it is more convenient as it requires only one such
value instead of a range. Thus it is more stable. But the main disadvantage is the
mandatory existence of the background image. In case of difficulties with
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providing such image this algorithm should not be used. The rest of possible
problems are also similar to color-based tracking.

e

Fig. 10. Background subtraction tracking: a — grayscale box image smoothed; b — gray-
scale frame smoothed; ¢ — image difference; d — binary image; e — after ero-
sion/dilatation; f— background subtraction result

It can happen that there is no background image provided. Then background
estimation method comes in handy. It can be used as an addition to background
subtraction algorithm. The main idea is that the background image gets calculated
from input video. It can be performed using the Approximation Median Algo-
rithm [26, 27]. As it is described in [26], it finds the difference of values of the
current pixel’s intensity and the median of some recent pixel’s intensity. For this
task an n-size buffer is used, it contains » last frames whose pixel values are used
for calculating the median value for background image. The main formula for this
method can be written as follows:

F ik —Medi’j,k > thresh, i=1,side,, j=1,side,, k=1, frNum,

1

with F representing the current frame and Med being the median of last n frames.
For each new frame k for each pixel (i, ) the difference of current frame pixel
with pixel of median of last n frames decides whether this value is foreground or
background. The median value gets updated for last n recent pixel values.

The described method can be also performed in the following way [28]. As-
suming, that the camera is static and most of the time every pixel shows the same
piece of the background, every moving object will occlude the background. In
this case for the video on can randomly sample n frames. Thus for every pixel,
now there are n estimates of the background. As long as a pixel is not occluded by
the moving object, more than 50% of the time, the median of the pixel over these
n can be a good estimate of the background at that pixel. This process can be re-
peated this for every pixel and thus it recovers the entire background.

As an alternative, Mixture of Gaussian can be used for background estima-
tion [26, 27]. It uses a Gaussian probability density function to evaluate the pixel
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intensity value. This method calculates the difference of values of the current
pixel’s intensity and cumulative average of the previous values. It means that the
algorithm keeps a cumulative average p, of the recent pixel values, and if the
difference of the current image’s pixel and the cumulative pixel values is greater
than the product of a constant value ¢ and standard deviation o, then this differ-
ence it is classified as foreground. Thus for each frame ¢ the F, pixel value can

be denoted as foreground pixel, if the following inequality holds:
|Ft - pt| >co,, t=1,frNum,

In other case, this value can be classified as background. Also, this algorithm
updates background image as the running average using formulas:

W =B +1-0)p,

o = (F, —p,)* +(1-a)o’t,

where o is the learning rate (typically a=0,05); F, is the pixel current value;
u, is the previous average.

The result of such technics is shown on Fig. 11, 12. In case of mice/rat track-
ing, there is an empty box image, so it can be compared with the resulting back-
ground estimation (Fig. 11). Notice, that three white dots were static on each
video frame, thus they managed to pass to estimated background (Fig. 11, b).
Fig. 12, a shows estimated background image, acquired from the corresponding
aquarium video. In this particular case no empty aquarium image had been pro-
vided, thus this is exactly the case when background estimation can be applied.
Also notice, that one fish in the top comners remained static during the whole
video, so they were also classified as background and was later missed by the al-
gorithm. This case shows the main drawback of such approach (Fig. 12, b).

Fig. 11. Background estimation: « — original empty box image; b — estimated box image;
¢ — tracking result

The positive side of this approach is that when one uses the background sub-
traction and there is no empty background image, in most cases this technic can
compensate this need. But as it is shown on Fig. 12, q, if one of the tracked ob-
jects remains static during the whole video, it will be classified as a part of the
background and thus the tracking method will not be able to detect and track it. It
is also effective only if the entire background is static.
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; S
1

Fig. 12. Background subtraction operation test with fish: @ — empty aquarium estimation;
b — tracking result

Kernel tracking & optical flow. A kernel component is the shape of an
object. In the simplest case, the component can be represented by a rectangular or
oval shape, in more complex ones by three-dimensional model of the object
projected on the plane of the image. The methods of this group are usually used if
the motion is determined by a normal displacement, rotation, or affine
transformation. Component tracking is an iterative localization procedure based
on maximizing some similarity criterion. In practice, it is realized using mean
shift and its continuous modification (Continuous Adaptive Mean Shift, CAM Shift).

The idea of the Mean Shift [29, 30] is that for each special point (in the
general case, for each object) the search window is selected, the center of masses
of the intensity distribution (i.e. of the histogram) is calculated. Accordingly, the
center of the window is shifted to the center of mass, which is the position of the
point on the current frame. Determining the position of the point in the following
frames is reduced to the application of the next step of the method of “average
shift”. The method stops when the center of mass stops shifting (Fig. 13).

Fig. 13. Mean shift tracking

The problem with Mean Shift is that the window (ROI) always has the same
size whether the object is very far or very close to the camera, it needs to be
adapted during the tracking process. The solution to this is CAM Shift (Continu-
ously Adaptive Mean Shift) [31]. This approach applies the Mean Shift first, then
once Mean Shift converges, it updates the size of the window as

Moo

256
CAM Shift also calculates the orientation of the best fitting ellipse to it. It
applies the Mean Shift with new scaled search window again and previous win-
dow location. This process continues until the required accuracy is met (Fig. 14).

This approach shows fine work speed and is more stable than Mean Shift, but the
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main problem with CAM Shift is that it is connected to color range, thus it is sen-
sitive to lighting conditions and can fail with objects that change their shape.

NN

Fig. 14. CAM Shift tracking

Optical flow estimation can be used as the alternative to all previous
methods [32, 33]. Optical flow itself can be described as a trace of visible object
movement between two consecutive frames [34]. It can be caused by moving
object itself or by camera movement and it is represented by 2D vector field
where each vector is a displacement vector showing the movement of points from
first frame to second. There are several applications, where optical flow can be
used, especially motion detection, or video stabilization.

There are several assumptions that optical flow works with [33, 34]: firstly,
the pixel intensities of an object do not change between consecutive frames, and
secondly, pixels in neighborhood must have similar motion. Let /(x,y,t) be a

pixel from the first frame (¢ is time), and it gets moved by distance (dx,dy) in the
next frame taken after df time. Assuming, that the pixel intensity does not
change, the following holds:

I(x,y,t) =I(x+dx,y+dy,t+dt).

By using the Taylor series approximation of right-hand side, removing
common terms and dividing by d¢ one gets the following equation:
S+ fyv+ f=0
. of of dx dy
with . =—; = u=—,; v=—>--, 9
/s ox Sy oy dt dt ©)
The equation (9) is called Optical Flow equation, where f,, f, are image

gradients, which can be found, and f, is the gradient along time. The u and v
components are unknown and thus equation (9) cannot be solved with two
unknown variables. There are several solutions to this problem. One of them is
Lucas-Kanade method [32, 34]. The Lucas—Kanade approach uses the 3x3 patch
around the point, so that 9 points have the same motion. It is possible to calculate
Jxs fys fy for these 9 points, thus there appears a task to solve 9 equations with

two unknown variables which is over-determined. It can be solved with least
square fit method:

u fozl foifyi ) _foiffi
u: Stk XS || XA |

It is worth noticing, that the inverse matrix is similar to Harris corner detec-
tor, as corners are better points to be tracked. Also, as it can be seen, this ap-
proach allows to detect only small motions, but no the big ones. In order to solve
this problem the pyramids are used: when going up in the pyramid, small motions
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are removed and large motions become small motions. Thus when one applies
Lucas—Kanade there, one gets optical flow along with the scale. The result is pre-
sented on Fig. 15, a. As Lucas—Kanade method computes optical flow for a sparse
feature set (sparse optical flow), using, for example, Shi-Tomasi corner detection
technic, another approach, based on the Gunner Farneback’s algorithm (dense
optical flow) [34, 35] computes the optical flow for all the points in the frame
(Fig. 15, b). For vectors (u,v) it is possible to find their magnitude and direction.

Thus it allows us to trace the moving object and its movement directions (color
shows the direction).

Both Lucas—Kanade and Farneback’s algorithms perform well in case of a
static background. They also do not require any manual object selection, the ob-
ject of interest can be found by its motion. But in case of object occlusion redetec-
tion is required, this fact makes these technics suitable mostly only for laboratory
conditions, like in this particular case (Fig. 15). They also perform fine in case of
object’s shape change.

Fig. 15. Optical flow: a — Lucas—Kanade method; » — Farneback’s method

Point tracking methods. In such approaches, it is assumed that the position
of the object is determined by the location of a set of characteristic points. The
same object in consecutive frames is represented by sets of corresponding pairs of
points. This group of methods is divided into two subgroups:

e Deterministic methods [36] use qualitative heuristics of motion (a small
change in velocity, the invariance of the distance in three-dimensional space
between a pair of points belonging to object), in essence, the task is reduced to
minimizing the function correspondence of sets of points. Methods based on the
calculation of dense and sparse optical flux, as well as methods of matching key
point descriptors are typical representatives of deterministic methods.

e Probabilistic methods use an approach based on the concept of state
space. It is believed that a moving object has a certain internal state, which is
measured on to each frame. To estimate the next state of the object, it is necessary
to generalize as much as possible the received measurements, that is, to determine
the new state provided that the set is obtained measurements for states on
previous frames. Typical examples of such methods are methods based on the
Kalman filter [37, 38] or Particle filter [39].

The Kalman filter is used to track single objects in noisy images. Each state
of the system can be described by a vector of its parameters. By some influence
the system passes from one state to another. The set of all states of the system and
transitions form a model. There is a concept of observation data vector. This is
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a set of system parameters that we can extract from the observation of behavior of
the system. In most cases, the dimension of the vector states of the system
exceeds the dimension of the observation data vector. In this case, the Kalman
filter is able to estimate with a certain probability the complete internal state of
the system.

The Kalman filter works with time-discrete linear dynamical systems. Such
systems are modeled by Markov chains with the help of linear operators and
terms with normal distribution. At each discrete moment of time, the linear
operator acts on the state and translates it into another state, adding some random
variable in the form of normal noise and, in the general case, a control vector that
simulates the influence of the control signal. Mathematical model of this process
in matrix form:

X =Fkxk_1 +Bkuk +Wk,
Zp =Hkxk +Vk,

where F, is @ nxn matrix that describes how the state changes systems in
transition from k-1 to k& without control; B, is a nx[ matrix that describes
how the control effect u; changes state from k—1 to k, [ is the dimension of
the control effect; H) is a cx/ matrix that describes how the state x; is
transformed into an observation z;, ¢ is the dimension of the observation vector;
Wy, v, are arbitrary values representing the normally distributed noise when
measuring the state ¢ by the corresponding covariance matrices
O> Ry, w ~N(0,0p) , v ~N(O,Ry) .

The algorithm consists of two repeating phases: extrapolation phase and
correction phase. During the operation of the first phase, a prediction of values of
the state variables takes place (extrapolation) based on state estimation on the
previous step, as well as their uncertainty. This assessment often also called a
priori because it is given to perform any measurements and is based on
mathematical model only. The second phase is responsible for refining the result
of extrapolation using the appropriate measurements, possibly obtained with some
error. This assessment is called a posteriori.

In the classical operation of the algorithm, these phases alternate, i.e. the
prediction happens in relation to the results of adjustment with past iteration, and
the adjustment specifies the result of the extrapolation phase. However, in some
cases, the correction phase may be missed and the prediction will be based on an
unspecified estimate. This situation can occur if for some reason we do not have
information from the measuring sensors at this stage. To understand further
processes, it is necessary to enter the following notation:

x;, — the actual state of the system at the time & ;

X, — estimated state at time & ;

X, — predicted system state at time & ;

P, — estimated matrix of error covariance of condition measurement;

P, — predicted matrix of error covariance of condition measurement.
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Table 1.Kalman Filter algorithm

Extrapolation Correction
1) Kalman amplification:

1) State extrapolation: -7 -7 -1
) riaperatio Ky =B H (He B Hy +Ry)
X, =Fyx,_ + B, — | 2) State vector correction:

2) Covariance matrix extrapolation: <~ X =X, + K (z — HiXp)
_ T . . o
P, =F.P,_F +0, 3) Covariance matrix calculation:

P, = (- KH)F

Interactive tracking. The general idea of the set of suggested approaches is
the motion and appearance models [40]. As one remembers, the task of tracking is
to detect an object in the current frame given this object was successfully detected
and tracked in all (nearly all) previous frames. If the object was tracked up until
current frame, it means that it has been moving, i.e. the parameters of the motion
model are known. This term means that object’s location and the velocity (speed
and motion direction) in previous frames are also known. If there is no other in-
formation on the object, it can be possible to estimate its new location based on
the currently existing motion model and thus one can get close to the object real
position.

Thus if the object is simple and its appearance did not change too much, it is
possible to use some simple template as an appearance model and look for it. But
as the object appearance can change pretty much, the model can be represented as
a classifier that is trained during the whole tracking process. The main task for the
classifier is to classify a rectangular region of interest (ROI) of an image as either
an object or background. In order to do this, it takes as the input an image patch
and returns an estimation value in range [0, 1]. This value is the probability that
the image patch contains the object. As one can see here the binary classification
is used, thus if the estimation score is 0, it means that the classifier thinks that the
image patch is the background, and if the score is 1, it says that the patch is the
object. The training (learning) is performed during the tracking process, as the
classifier “learns” to detect the object. This approach is similar to the work of the
neural networks, but is this particular case the training set is quite small, as it is
just the set of video frames.

There are several interactive training methods [40—44], that uses this meth-
odology. First group includes BOOSTING, MIL, KCF trackers. The BOOSTING
tracker is based on the AdaBoost algorithm and uses HAAR cascade based face
detector. The user should provide the initial bounding box, that is used as a posi-
tive example for the object and many other image patches outside this box are
treated as the background. Also, this algorithm cannot detect the tracking failure.
MIL (Multiple Instance Learning) is based on the same idea, but instead of con-
sidering only the current location of the object as a positive example, it looks in a
small neighborhood around the current location to estimate several potential posi-
tive examples. The KCF (Kernelized Correlation Filters) tracker also supports the
ideas from BOOSTING and MIL. The difference is, that this tracker uses the fact
that the multiple positive samples used in the MIL tracker have large overlapping
regions. The fact of overlapping is used for performance enhancement. This
method reports a tracking failure and can recover from partial occlusion.
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The experiment had shown that both BOOSTING (Fig. 16) and MIL (Fig. 17, a)
tracker had shown similar performance and tracking quality. The main problem
was that in current condition they began failing and losing the objects (Fig. 17, b).
The KCF tracker indeed had shown much faster frame processing due to its
technic of usage of the overlapping regions. But it also resulted in much worse
tracker quality — the tracker tends to loose objects very quickly.

Fig. 17. MIL tracker: a — successful tracking; b — tracker failure

The other set of trackers include TLD, MEDIANFLOW, MOSSE and
CSRT. The TLD (Tracking, learning, and detection) as its name suggests
separates the tracking process into three subtasks, i.e. tracking, learning, detection
[40]. According to its creators, the algorithm tracks the object from frame to
frame, while its detector localizes all object’s appearances that have been found
so far and performs tracker’s self-correction if required. During the learning
process the algorithm estimates errors of the tracker’s object detector and then
updates it in order to avoid them further on. This results in tracker jumping
around, which one hand, in case of sudden occlusions allows the tracker to return
back to initial object. But on the other hand as result of such jumps quite often
TLD tends to lose its target and focus on another object. Thus despite this tracker
performs fine under occlusion over multiple frames or scale changes, it provides
lots of false positives results, which making it almost unusable. The testing of
TLD is shown on Fig. 18.

The MEDIANFLOW tracker [40] follows the object in both forward and
backward directions and estimates the divergence between object’s two
trajectories. Thus it calculates forward-backward error and tries to minimize it.
This technic allows to detect tracking failures and keep a more or less stable
trajectory. The test has shown (and it matches the earlier results [40]), that this
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tracker works well only with predictable and small movements with no
occlusions. But in case of lab animals which tend to move unpredictably it fails
almost immediately (Fig. 19).

=

g

a b
Fig. 19. MEDIANFLOW tracker: a — successful tracking; b — tracker failure due to
chaotic mice movements

The final two trackers are MOSSE (Minimum Output Sum of Squared Error)
and CSRT (Channel and Spatial Reliability Tracker). The MOSSE tracker is
based on the calculation of adaptive correlation, as it produces stable correlation
filters when initialized using a single frame. This tracker can operate fast at very
high framerates, and it couples fine with lighting, scale, pose changes and non-
rigid deformations. But its overall performance is lower than learning-based
trackers, for example, like MIL or KCF. The CSRT tracker uses the spatial
reliability map for adjusting the filter support to the part of the selected region
from the frame for tracking [1]. This allows to resolve situations with enlarging
and localization of the selected, thus it can track fine the non-rectangular regions
or objects. But in current static background conditions and unpredictable
movements it also tends to loose objects (Fig. 20).

Fig. 20. CSRT tracker: a — successful tracking; b — tracker begins to lose objects;
¢ — tracker failure: object lost
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CONCLUSIONS

As the experiment results show, the interactive trackers may perform well under
certain conditions, but in this particular case of lab animal tracking none of them
can track all objects up to the very end of the video. The main advantage of them
is that they usually do not require any additional data, like empty background
image and do not need to estimate it (as minor preprocessing, some noise
reduction or contrast change can be applied). Also, some of them can resolve
minor occlusion situations. But all of these methods require manual object
selection and none of them managed to demonstrate any stable work, which can
say that they are not completely suitable for the current task in its original form.

The more simple approaches, like background subtraction (with or without
background estimation) in case of static location can perform quite well, as they
detect the objects automatically and their computational complexity is not high.
Kernel tracking approaches, as well as optical flow and point tracking can provide
some additional information about object motion, which can be used in
combination with the simple/interactive tracking methods for performance
improvement and additional motion data acquisition.

Some of object detection methods can also serve as some addition to the
tracking methods during the tracking process itself. Different use cases can
require different detection technics. For example, in case of lab mice behavior
observations with specific environment conditions (a box with the dark floor as a
test stand) an automatic detection by color can be applied, but in case of some
more complex environment a combination of several detection approaches may
be required. The detailed comparison of tested object detection and tracking
approaches is presented on Table 2, 3.

The testing results also allow one to assume that for lab mice activity study
most likely background subtraction in combination with image segmentation and
interactive tracker can be used. Fish tracking may require some interactive tracker
combined with optical flow and image segmentation. Our further research will
include the usage of the composition of interactive trackers and the simple
approaches. The idea is to use the positive sides of both sets of methods to
compensate each other's disadvantages. Also, the neural network based tracking is
planned to be applied in attempt to create a completely stable tracker.

Table 2.Object detection approaches performance comparison

Method Advantages Disadvantages / Features

Easy to use when the objects of
interest significantly differ from the Low versatility

Image background by some parameter Requires too accurate algorithm)|
segmentation | Can be used as an addition toparameters setup in each particular case
other methods to highlight the main  Sensitive to lighting conditions
image parts

Useful for scene analysis when
camera is static and objects of interest
look almost identical

Can be used for detection of some
products on a factory assembly line

Can fail in case of rotation, scaling off
partial occlusions

If rotation/scaling take place, addi
tional search steps will be required

Template
Matching

Requires a way of compact character-

Invariant to minor turns, scalingistic features representation

Feature-based |of objects and changes in stage Impossible to define an object as in-
detection |lighting stance of some class

Suitable for rough object search Provides false results in case of object

dynamic shape change
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Continued Table 2
Method Advantages Disadvantages / Features
When the object is mostly a single
R . piece without any significant details,
) _ HOG highlights well the objectsyry \Jay'oniy highlight the borders
Categorical |with multiple details . .
.\ . . Both approaches still require
recognition Haar approach is more suitable

for face detection and recognition

a pretrained classifier

shape

Fails when objects tend to change

Table 3. Object tracking approaches performance comparison

Method Advantages Disadvantages / Features
: . Cannot handle occlusions
Object gets detected automatically Cannot handle object ‘merging’
Simple realization ) o .
Color-based Requires additional algorithms for cen-
. Good performance speed . .
tracking : . . - 1troid tracking
Works well with objects, which Requi 1 color threshold
change their shape equires manual co ort resho setup
Unstable if colors are too similar
Same benefits as color tracking ~ Mandatory existence of the background
Background . 1mage
: Requires only one threshold value . -
subtraction |. Other possible problems are similar to
instead of a range .
those ones from color-based tracking
Useful if no empty background i Objects of interest that do not move ac-
Background |mage provided tively can be classified as background
estimation Can be used as addition to Back- Effective only if the entire background

ground subtraction

is static

Kernel track-

The Mean Shift ROI has fixed size

ing Shows fine work speed e
(Mean CAM Shift ROI can adjust its size giﬁ 2‘;:? is connected to color range
Shift/CAM |during the process o, 1t 1s sensitive to lighting con-
Shift) ditions and object shape changes

Optical flow

Good work
background

The object of interest can be found
by its motion automatically

Performs fine in case of object’s
shape change

in case of static

In case of object occlusion redetection
is required

Object gets lost when its movements
are getting slower

Cannot handle ‘object merging’ prob-
lem

Point tracking
(Kalman

Good performance when tracking
single objects on noisy images

Has complicated computations and
implementation

Not good at handling object merging/

filter) occlusions
Interactive Fine work speed (BOOSTING/ MIL)| KCF tends to loose objects more often
tracking Best work speed (KCF) than MIL/BOOSTING
(BOOSTING| Suitable for non-static background Not good at handling object
/ MIL / KCF)|(moving camera) merging/occlusions
Interactive Can handle object occlusions/ merging Provide too many false positives. tends
tracking Works with non-static backgroundt . ny P ’
. o loose object of interest
(TLD)  [(moving camera)
Interactive CSRT has fine work speed at highh MEDIANFLOW works well only with
tracking [framerates predictable and small movements with no
(MEDIAN- CSRT handles lighting, scale, pose/occlusions
FLOW / |changes Methods works well mostly with
MOSSE / Suitable for non-static background|predictable object movements
CSRT) [(moving camera) Methods cannot handle occlusions
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orJjisii METOAIB BUSBJIEHHSA TA BIACTEXEHHS JIABOPATOPHHUX

TB

APHUH / M.A. llIannar, B.B. Mopos

Amnotanist. [ToraHo orysy Ta aHaii3 KiJIbKOX HAWHNOIMPEHIIINX METO/IB Ta ajJrOpHT-
MIB BUSBJICHHS 1 BiCTeXeHHsS 00 €kTiB. OKpeMuii BUMIaJOK BUKOPHCTAHHS TEXHIKM
BIZICTeXKEHHSI 00’€KTiB MOX€ BUHHKHYTH IIiJ 4ac Jab0paTOPHOrO IOCIHiIKEHHS I10-
BEIIHKH TBapHH. Pi3Hi ekcriepuMeHTaIbHI YMOBH Ta HEOOX1THICTh 30UpaHHs EBHUX
KOPUCHHX aHUX MOXKYTh MOTPEeOYyBaTH CIICIialbHUX METOMIB BimcTexeHHs. Tomy
PO3MIISTHYTO Halip 3arallbHUX MIAXOJIB IO BiJCTEXKEHHsS 00’€KTiB, a 1X QyHKIOHA-
JIBHICTh Ta MOXJIMBOCTI IEPEBIPEHO B pealibHOMY ekcrepuMeHTi. HaBeneHo ix oc-
HOBY Ta 0a30Bi acrekTH. EKcliepuMEeHT NPOJEMOHCTPYBAaB IEpeBard Ta HENOJTIKH
JIOCHI/DKYBAHUX METOJIIB. 3p0O0JICHO BUCHOBKM Ta PEKOMEHIAIT MO0 BUMAKIB 1X
BUKOPHCTaHHS.

KonrodoBi ciioBa: BincTexeHHs (TpeKiHT) 00’€KTiB, NETEKTYBaHHS 00’ €KTiB, aJro-
PHTM, Bizieo, Kajp, 300paskeHHsl, 3a/IHIi IU1aH, epeHil I1aH, eKCIePUMEHT, KOJIbo-
POBHIA IPOCTIip, HOPOrOBE 3HAUCHHS, 00UNCIICHHS 3aJIHBOTO IUIaHy, CErMEHTaLlis.

OB30P METO/JI0B OGHAPYKEHUSA U OTCJIEXKUBAHUSA JIABOPATOPHBIX
JKUBOTHBIX / M.A. llIBanaT, B.B. Mopo3

148

AnHoTanms. IIpencraBiaeHsl 0030p U aHAIN3 HECKONIBKHX PACHPOCTPAHEHHBIX Me-
TOJIOB M aNTOPUTMOB OOHApY)KEHHS M OTCIECKUBAHUSA O0BEKTOB. YacTHbIN ciydait
HCTIONB30BAHMUS METOJUKH OTCIEKHMBAHUS OOBEKTOB MOXET BO3HHKHYTh BO BpEMs
71a00paTOPHOTO HMCCIEAOBAHUS MOBEICHHS JKHBOTHBIX. Pa3MdHbBIE SKCIIEpUMEHTa-
JIBHBIC YCJIOBHSL M HEOOXOAMMOCTh cOOpa OIpeeNIeHHbIX MONe3HBIX JaHHBIX MOTYT
noTpeOOBaTh CIIEIMAIBHBIX METOMOB OTCIICKUBaHMA. [103TOMY paccMoTpeH Habop
OOIIHX ITOIXOJ0B K OTCJISKMBAHHIO OOBEKTOB, a UX (DYHKIIMOHAIBHOCTD U BO3MOXK-
HOCTH TIPOBEPEHBI B XOJIE€ PeallbHOTO 3KcIlepuMeHTa. [IpencraBieHsl UX OCHOBa U
6a30BbIe aCIEKThl. DKCIIEPHUMEHT IIPOIEMOHCTPHPOBAJ IPEUMYIIECTBA M HEIOCTaT-
KU HCClelyeMbIX MeTo10B. CriesaHbl BEIBOJBI M PEKOMEH AN TI0 TIOBOY CITy4YaeB
UX MCTOb30BaHUS.

KawueBblie ci0Ba: OTCICKHBAHUE (TPEKUHT) OOBEKTOB, OOHAPYKEHHE OOBEKTOB,
ITOPHUTM, BHJICO, Kajp, M300pakeHUE, 3aJHUH TUIaH, TICPEAHUIA TJIaH, SKCIICPUMCHT,
L[BETOBOE MPOCTPAHCTBO, [IOPOrOBOE 3HAUCHUE, BHIUMCIICHUE 3aIHETO IJIaHa, CErMeH-
Tawus.
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BIJOMOCTI ITIPO ABTOPIB

Angpocos [Imutpo BacuiboBuy,
marictp ITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis
Bimtok Ilerpo IBanoBuY,

npodecop, OKTOpP TEXHIYHMX HaykK, mnpodecop Kadenpy MaTeMaTHYHUX METOIIB
cucremtoro aHanizy ITICA KIII im. Irops Cikopcpkoro, Ykpaina, Kuis

Boasincskuii €Brewiii Borogumuposuy,

npodecop, JOKTOp TEXHIYHMX HayK, mpodecop Kadeapu IUTYYHOTO iHTENeKTy Xap-
KIBCHKOT'O HalllOHAIILHOTO YHIBEPCUTETY PaJlioelIeKTPOHIKH, YKpaiHa, XapkiB

I'aspunenko Bajepiii Borogumuposuy,

npO(becop, JIOKTOP d)131/11<0 MaTeMaTHIHUX HayK, 3aBimyBad Kadeapu 1H¢)opMau1HHI/1x
CHCTEM 1 TEXHOJOTIH (aKy/nbTeTy TPAaHCIOPTHAX Ta IH(QOPMALIMHUX TEXHOJIOTIH
HartioHanbHOro TpaHCTIOPTHOTO YHIBepcuTeTy, YKpaina, Kuis

I'aminos I'aio,

JOKTOp (inmocodii, KepiBHUK AemapTaMeHTy iH(popMariiHUX TeXHOJOTi «Azerishigy,
baxy, AzepOaiimxan

3aiiyenxo IOpiii [letpoBny,

npodecop, OKTOpP TEXHIYHMX HaykK, mnpodecop Kadenpy MareMaTHYHUX METO[IB
cucremtoro aHanizy I[TICA KIII im. Irops Cikopcekoro, Ykpaina, Kuis

3aiiuenko Ouena IOpiiBua,

JIOIIEHT, JIOKTOp TEXHIYHMX HayK, mpodecop Kadeapu MaTeMATUYHHUX METOMIB CHC-
temHoro ananizy ITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

Kupuniok Bitadiii CemenoBny,

CTapIIMii HAayKOBHH CITIBPOOITHUK, NOKTOP (DI3MKO-MAaTeMAaTUYHUX HayK, IMPOBIIHMI
HAayKOBWM CITIBPOOITHMK BiAgUTly Teopii KoiMBaHb [HCTUTYTY MeXaHIKM IMeHi
C.I1.Tumomrenka HAH Yxpainu, Kuis

KocTtiok Cepriii OjiekcanapoBuy,

aCIIlpaHT Ka(beapn IITYYHOTO IHTENEKTy XapKiBCHKOTO HAIllOHAIBHOTO YHIBEPCHTETY
pazioenekTpoHiky, YkpaiHa, XapkiB

Kynimosa Honna €BreniBHa,
JIOLIEHT, KaHIUOAT TEXHIYHUX HayK, npodecop Kadeapu MeniacHcTeM Ta TEeXHOJIOTIH
XapKiBCHKOTO HaIIOHATIFHOTO YHIBEPCUTETY PaIiOCIICKTPOHIKH, YKpaiHa, XapKiB
JleBuyk Oubra IBaniBHa,

CTapIIMi HAayKOBHIl CITIBPOOITHHMK, KaHAWAAT (i3MKO-MaTeMaTHYHUX HAyK, CTapLINi
HAayKOBWI CIIBPOOITHUK BiZIily Teopii KoiMBaHb [HCTUTYTYy MeXaHIKM iMeHi
CJILTumomenka HAH Ykpainu, Kuis

MapTuHeHKO AHIpiil AHaTOTiliOBHY,

CTapIIuii BUKIAnad KapeApd MPOrpaMHOro 3a0e3MeueHHsT KOMIT IOTEPHUX CHCTEM
HartionanbHOro TeXHIYHOTO yHIBepcHTETY «J{HIIPOBChKa MoMiTeXHIKay, YKpaina, JJHinpo

Mauyki Uomrio,
npodecop, TOKTOp TeXHIYHMX HayK, mpodecop HamioHansHoro yHiBepcurery «KueBo-
MoruisiHCbKa akajeMis», Ykpaina, Kuis

Mopo3 bopuc IBanoBuy,
npoq)ecop, JIOKTOP TEXHIYHMX HAyK, YJICH-KOPECIOHICHT AKaueMii’ MPUKIaAHOT
CIICKTPOHIKH, NPOdecop Kaeapu MporpaMHOro 3abe3reyeHHs KOMII'IOTCPHHX CHCTEM
HartionanbsHOro TeXHIYHOTO yHIBepCHTETY «/IHIIPOBCHKa MOJiTEXHIKa», YKpaina, JJHinpo
Mopo3 Bosiogumup Boroaumuposuy,
JIOLIEHT, KaHAWJIAT TEXHIYMX HayK, npodecop (akynbTery MaTeMaTuky, Qpizuku Ta inpop-
MaliiHuX TexHojorii Onechkoro HarjioHaJbHOro yHiBepcurery imeHi I.I. Meunukosa,
Vkpaina, Oneca
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HepamkiBcbka Hanis IBaniBHa,
JOLIEHT, JOKTOp TEXHIYHMX HayK, IOLEHT Ka(eapy MaTeMaTHYHHX METOJIIB CHCTEMHOTO
ananizy IIICA KIII im. Iropst Cikopebkoro, Ykpaina, Kuis

IManiopatos Poman CepriiioBuy,
marictp ITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

IIankpatos Bosionumup AnapiiioBuy,
KaHIW/JaT TEXHIYHUX HayK, Mosoammii HaykoBuu criBpoOiTHuK ITICA KIII im. Irops
Cikopcrkoro, Ykpaina, Kuis

IankpatoBa Hartanis ImutpiBHa,

uneH-kopectionnieHT HAH VYkpainu, mpodecop, MOKTOp TEXHIYHHMX HAyK, 3aCTYITHHK
nupekropa 3 HaykoBoi podotu IIICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

Ilerpenko Anarouiii IBanoBuUY,
npodecop, OKTOpP TEXHIYHMX Hayk, npodecop Kadeapy CHCTEMHOTO IMPOSKTYBaHHS
ITICA KIII im. Irops Cikopcbkoro, Ykpaina, Kuis
Tessimes Anapiii IMuTpOBUY,
npodecop, JOKTOp TEXHIYHMX HayK, 3aBilyBad Kadenpu NpHKIaAHOI MaTeMaTHKH
XapKiBCHKOTO HaIIOHAJIFHOTO YHIBEPCUTETY PaIiOSIIeKTPOHIKH, YKpaiHa, XapKiB
HIBanaT Makcum AJIbOepTOBHY,

acmipaHT (aKyIbTeTy MaTeMaTHKH, (i3UKH Ta iHQOpMAIHHIX TexHONOriH OaechKoro
HalioHaNbHOTO YHiBepcutety iMeHi I.I. MeunukoBa, Ykpaina, Oneca
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