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STUDY OF SECURITY TRENDS OF THE GLOBAL SOCIETY
BASED ON INTELLIGENT DATA ANALYSIS

M. ZGUROVSKY, I. PYSHNOGRAIEV

Abstract. This article is devoted to applying system analysis and data mining meth-
odology to one of the most pressing problems today: studying the security of a
global society in a conflicting world. A set of global threats relevant to the first half
of the 21st century is considered. These threats have been identified by the United
Nations (UN), the World Health Organization (WHO), the World Economic Forum,
and other reputable international organizations. As a result of applying the Delphi
method to analyze a wide range of threats identified by these organizations, 11 of
the most important threats to humanity in the first half of the 21st century were iden-
tified. The vulnerabilities of different countries to the impact of the totality of these
threats are analyzed. Scenarios for the possible development of a global society dur-
ing and after the conflict are constructed.

Keywords: global safety, systemic conflicts, global threats, Minkowski norm, vul-
nerability.

INTRODUCTION

Since the beginning of the 21st century, many recognized international organiza-
tions have conducted research to identify the major challenges facing humanity.
Such organizations include the United Nations (UN), the World Health Organiza-
tion (WHO), the World Economic Forum (WEF), Transparency International, the
Global Footprint Network, the International Energy Agency, the World Resources
Institute, the British Petroleum Company and others. Each of these organizations
not only identified challenges for their field of activity, but also tried to assess the
impact of these challenges on other areas of human life.

There is a problem of consolidating these studies and creating a necessary
and sufficient set of global threats to the sustainable development of mankind.

This study is a continuation of studies of the behaviour of complex socio-
economic systems [1], global threats and sustainable development processes [2].
The new study took into account the results of the analysis of global threats to
humanity, performed by the following international organizations:

1. On January 11, 2022, the World Economic Forum presented The Global
Risks Report 2022 [3], in which for the next 10 years it formed the necessary and
sufficient set of threats to the sustainable development of mankind. WEF experts

© M. Zgurovsky, 1. Pyshnograiev, 2022
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identified a total of 37 global threats in 5 areas of human activity: economic, envi-
ronmental, geopolitical, social and technological.

2. Using the Delphi method, The Millennium Project identified 15 global
challenges in the same areas [4].

3. Due to the fact that this study examines the threats to sustainable devel-
opment, it is also necessary to take into account the 17 UN Sustainable Develop-
ment Goals set out in the “Sustainable Development Agenda 2030 [5, 6].

For further study, we use the variety of threats formulated by the above-

mentioned international organizations.

CHARACTERISTICS OF GLOBAL THREATS TO SUSTAINABLE
DEVELOPMENT

As a result of applying the Delphi method to analyze a wide range of threats iden-
tified by the organizations mentioned above, 11 of the most important threats to
humanity in the first half of the 21st century were identified.

Threat 1. Global decrease in energy security (ES)

The country’s energy independence is an integral and fundamental component of
its sovereignty. It determines the country’s self-sufficiency in energy supply and
energy generation. In the conditions of constant growth of consumption of energy
of the world it is necessary to increase also its production (Fig. 1).

Total World Energy (Mtoe)
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Fig. 1. World energy consumption and production: / — Producttion; 2 — Consumption
Source: based on data in [7]

At the same time, it is impossible to constantly increase the extraction of
fossil energy resources (Fig. 2), whose reserves are rapidly declining. In addition,
the behaviour of this type of resources in the market is significantly influenced by
world politics. In the Short-term Energy Outlook of the U.S. The Energy Informa-
tion Administration [8] noted that the oil and gas market have great uncertainties,
including due to “Russia’s full-scale invasion of Ukraine”.

On the one hand, the world community needs to find new energy sources,
develop alternative energy [9], and on the other hand in conditional of changing
geopoletics, the is a need to take care of its independence from extremal energy
supplies.
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Fig. 2. Production of fossil resources: / — Crude oil; 2 — Natural gas; 3 — Coal and
lignite
Source: based on data in [7]

In order to quantitatively estimate the energy security of different countries
of the world the Energy Freedom Index (ES) [10] is used. It aggregates the of
three separate sub-indices, which can be the object of independent analysis:

o Sub-index of energy potential — determines the established potential of
the country in terms of access to fuel and energy resources: coal, natural gas and
crude oil reserves (calculated as the value of the total explored reserves of coal,
natural gas and crude oil, determined per capita).

e Sub-index of energy balance — reflects the annual balance between total
production and consumption of electricity and heat in the country (calculated as
the ratio of annual production and annual energy consumption in million metric
tons of oil equivalent).

e Sub-index of energy development — demonstrates the ability of the coun-
try’s energy system to develop with the possibility of energy transition (calculated
as chain growth rate of the total installed capacity of all electricity generation fa-
cilities in the country).

Threat 2. The imbalance between biological capacity of the Earth and human
needs in biosphere (BB)

In early 2022, the world’s population reached 7.95 billion people living on the
total area 510 072 000 km” [11]. According to the method of arithmetic extrapola-
tion the Earth population will have been 9.75 billion people by the year 2050. At
the same time, our planet has limited space and resources.

In 2018, the consumption of natural resources exceeded 1.75 times that the
Earth’s biosphere can restore, forming a significant environmental deficit (Fig. 3).

Ecological Footprint adds up all the productive areas for which a population,
a person or a product competes. It measures the ecological assets that a given
population or product requires to produce the natural resources it consumes (in-
cluding plant-based food and fiber products, livestock and fish products, timber
and other forest products, space for urban infrastructure) and to absorb its waste,
especially carbon emissions. The Ecological Footprint tracks the use of produc-
tive surface areas. Typically, these areas are: cropland, grazing land, fishing
grounds, built-up land, forest area, and carbon demand on land. On the supply
side, a city, state or nation’s biocapacity represents the productivity of its ecologi-

Cucmemni docnioxcenns ma inghopmayivini mexunonoeii, 2022 Ne 3 9
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cal assets (including cropland, grazing land, forest land, fishing grounds, and
built-up land) [13].

World

158
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global hectares
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Fig. 3. Ecological footprint trend: / — Ecological Reserve; 2 — Ecological Deficit; 3 —
Biocapasity; 4 — Ecological Footprint
Source: [12]

Therefore, the increase in the ecological deficit over time can lead to irre-
versible changes in the biosphere, which will directly threaten the existence of
mankind.

For estimation of increasing threats, connected with imbalance between bio-
logical capability of the Earth and human requirements in biosphere, in terms of
demographic structure change of the world we will use the indicator which is ratio
level between biocapacity and ecological footprint consumption for a country
[12]:

— value >1 — the country is an ecological creditor;

— value <1 — the country is an ecological debtor.

Threat 3. Growing inequality between people and countries on the Earth
(GINID)

According to the World Bank, in 2018, 3 billion people live on less than $ 150 a
month [14]. And although most regions, except the Middle East and North Africa,
are showing progress in the fight against poverty, the situation remains threaten-
ing [15].

Political and military conflicts, pandemics, global corruption, terrorism, de-
pletion of resources, etc. complicate humanity’s ability to overcome poverty and
inequality. For example, [16] emphasizss that due to the restrictions imposed by
the proliferation of Covid-19, for the first time since 1993, inequalities between
countries are projected to increase (Fig. 4).

To asses quantitatively the disparity of the distribution of economic and so-
cial benefits for each of the countries under study, we will use the Gini index [17],
which reflects these characteristics.
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Fig. 4. Degree of inequality between countries

Source: [16]

Threat 4. The spread of global diseases (GD)

The World Health Organization has identified the top 10 causes of death globally
in 2019, which caused 55% of 55.4 million deaths worldwide (Fig. 5) [18].
At a global level, 7 of the 10 leading causes of deaths in 2019 were non-
communicable diseases. They kill 41 million people each year, equivalent to 71%
of all deaths globally. The main types of NCD are cardiovascular diseases (such
as heart attacks and stroke), cancers, chronic respiratory diseases (such as chronic
obstructive pulmonary disease and asthma) and diabetes [19].

2000 2019
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3. Chronic obstructive pulmonary disease

4. Lower respiratory infections
~
5. Neonatal conditions
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6. Trachea, bronchus, lung cancers
7. Alzheimer’s disease and other dementias
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—

A
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Fig. 5. Top 10 causes of death globally in 2019.

Source: [18]
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Also, in the study we consider the communicable (including infectious) dis-
eases, such as: tuberculosis, HIV/AIDS, diarrhea, malaria, hepatitis, etc. They
have lower part of deaths globally, but the threat of new diseases remains. Lower
respiratory infections remained the world’s most deadly communicable disease,
ranked as the 4th leading cause of death. However, the number of deaths has gone
down substantially: in 2019 it claimed 2.6 million lives, 460 000 fewer than in
2000 [20]. Also, nearly half of the world’s population was at risk of malaria in
2020, it is estimated 41 million cases [18]. In 2020, 680 000 (480 000—1.0 mil-
lion) people died from HIV-related causes and 1.5 million (1.0-2.0 million) peo-
ple acquired HIV [21]. Also dangerous for the world community are the pandem-
ics of swine flu (2008-2009), Ebola (2014-2015), SARS-CoV-2 (from 2020),
which also contributed to the deepening of economic crises [22].

The spread of global diseases (GD) is measured in the normalized total
number of people (millions per year) who died from these diseases. For the sub-
sequent simulation, we take data on these diseases from the World Health Organi-
zation [23].

Threat 5. Information gap (IG)

Humanity is constantly generating gigantic volumes of new data and information.
There were 79 zettabytes of data generated worldwide in 2021, 90% of it is repli-
cated [24] (Fig. 6). This raises a number of challenges: how to access this infor-
mation, how to process it, and whether it is trustworthy.

200 | Volume of data in zettabytes 181
.
147
150 .
120 .-
.
97
100 -
79 -*
50
0
2010 11 12 13 14 115 16 17 18 19 20 2027 'Zz 23 24 2025

Fig. 6. Annual volume of data generated, consumed, copied and stored
Source: [24]

To assess these challenges Information Gap is formed by following determi-
nants of the modern information society:

1. Readiness of the local ICT infrastructure (RLI). This indicator is based on
the ICT Development Index [25], it shows the degree of involvement of the popu-
lation in the consumption / generation of information and the level of exports of
services and goods of the sector, which indicates the availability of an appropriate
base. The following data sets with equal weights are used for this purpose:
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— individuals using the Internet (% of population) [26];

— mobile cellular subscriptions (per 100 people) [26];

— fixed broadband subscriptions (per 100 people) [26];

—ICT goods exports (% of total goods exports) [27];

—ICT service exports (BoP, current US$) [28].

2. Number of secure Internet servers (per 1 million people) (SIS) [29]. Se-
cure servers are servers using encryption technology in internet transactions. They
provide the infrastructure for the secure exchange of generated data.

3. The vulnerability of one or another country, territory or world to the ac-
tion of cyber-attacks. This component will be measured using the Global Cyber-
security Index (GCI) [30].

4. World Press Freedom index (WPF). It is defined as the ability of journal-
ists as individuals and collectives to select, produce, and disseminate news in the
public interest independent of political, economic, legal, and social interference
and in the absence of threats to their physical and mental safety [31].

The resulting index of IG will be calculated from the formula:

1G=0.4RLI+ 0.15851IS + 0.3GCI + 0.15WPF.

Threat 6. Corruption perception (CP)

Humanity is constantly generating gigantic volumes of new data and information.
There were 79 zettabytes of data generated worldwide in 2021, 90% of it is repli-
cated [24] (Fig. 6). This raises a number of challenges: how to access this infor-
mation, how to process it, and whether it is trustworthy.

Corruption is the biggest obstacle to the economic and social development of
society. Over last decade world has made no significant progress against corrup-
tion [32].

To estimate the influence of corruption on socio-economical and cultural de-
velopment of different countries of the world we will use the Corruption Percep-
tion Index established by the international organization Transparency Interna-
tional [33].

Corruption is connected with all spheres of society. Countries experiencing
armed conflict or authoritarianism tend to earn the lowest scores, including Vene-
zuela, Afghanistan, North Korea, Yemen, Equatorial Guinea, Libya and Turk-
menistan. Also, last research of Transparency International showed that corrup-
tion level is opposite to the level of human rights [32].

Threat 7. Limited access to drinking water (WA)

According to the data of the World Health Organization (WHO) and the UNICEF
the world is under the threat of reduced the access to drinking (potable) water and
to sanitary facilities. The fourth part of all mankind (2 billion people) does not
have access to drinking water in 2020. At the same time 46% (4.2 billion people)
lack safe sanitation. This situation persists, provided that in 2030 the Agenda for
Sustainable Development agreed to take concrete steps to achieve goals 6.1 and
6.2, i.e. to make access to water “for all” [34].

Meanwhile the world’s population grows, especially in underdeveloped
countries, the struggle for control over the remnants of drinking water resources
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increases. This phenomenon gives rise to the next, growing in time, threat to hu-
manity.

The limited access to the drinking water will be estimated by the inversed
magnitude to the indicator of the access to drinking water [35].

Threat 8. Impact of climate change and natural disaster (CN)

According to [5], the threat of climate change and the occurrence of natural disas-
ters require increased attention of society and its consolidated efforts to minimize
this factor.

Since the 1940s, the Earth’s surface temperature has been constantly rising
(Fig. 7). That extra heat is driving regional and seasonal temperature extremes,
reducing snow cover and sea ice, intensifying heavy rainfall, increase the number
of natural disasters, and changing habitat ranges for plants and animals —
expanding some and shrinking others [36].
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Fig. 7. Yearly surface temperature compared to the 20th-century average from 1880-2020
Source: [36]

It is necessary to accept that influence of carbon dioxide emissions on the
global temperature changing is much higher than the corresponding influence of
methane. That is why the danger of global warming could be estimated by the
amount of carbon dioxide emissions CO, in metric tons per capita (CDE) [37].

In 2021, 432 natural disasters were registered, causing 10.5 thousand deaths
and causing $252 billion as economic damage [38].

For the quantitative estimation of the degree of vulnerability of the world
countries to the natural disasters the index of vulnerability to natural cataclysms
(NDT) is used [39]. It includes the affected from draughts, floods, hurricanes, ex-
treme temperatures, earth-quakes and tsunami.

As a result of the control over decreasing natural resources the struggle not
only between countries but also between separate groups of population can exac-
erbate. This process will cause new global conflicts.

Thus, the CN we calculate as follows:

CN=0.3CDE + 0.7NDT.
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Threat 9. The state fragility (SF)

In conditions of political, social and economic instability, each country faces the
task of preserving its sovereignty and improving its position in all spheres of
functioning. Thus, in Fig. 8 shows the gradual growth of the World Uncertainty
Index and the main reasons for its peaks [40]. It is natural that these events affect
the development of each country individually.
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Fig. 8. World Uncertainty Index
Source: [40]

A number of such pressures act on the fragile state. For the quantitative es-
timation of the threat in our study the Fragile States Index produced by The Fund
for Peace (FFP) is used [41]. It is based on a conflict assessment framework —
known as “CAST” — that was developed by FFP nearly a quarter-century ago for
assessing the vulnerability of states to collapse. The CAST framework was origi-
nally designed to measure this vulnerability and assess how it might affect pro-
jects in the field, and continues to be used widely by policy makers, field practi-
tioners, and local community networks. The methodology uses both qualitative
and quantitative indicators, relies on public source data, and produces quantifiable
results.

Threat 10. Increasing proliferation and global terrorism (PT)

This global threat we will consider in the terms of the debarment of the nuclear
war, terrorism and the increasing of total number of weapons. There are three
components for assessing proliferation and global terrorism:

1. The Nonproliferation Index (NPI) [42]. It defines degree of military pro-
liferation and covers four categories of policy: demilitarization or disarmament;
scientific research; state’s development; level of nonproliferation for neighbor
states.

2. The Global Terrorism Index (GTI) [43]. The GTI scores each country on
a scale from 0 to 10; where 0 represents no impact from terrorism and 10 repre-
sents the highest measurable impact of terrorism. It consists of:
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— total number of terrorist incidents in a given year;

— total number of fatalities caused by terrorists in a given year;

— total number of injuries caused by terrorists in a given year;

— total number of hostages caused by terrorists in a given year.

3. Militarization (MLT) [44]. It is also the subindex of The Global Peace In-
dex. It shows the state of the country armament and considers:

— military expenditure as a percentage of GDP;

— number of armed services personnel per 100.000 people;

— volume of transfers of major conventional weapons as recipient (imports)
per 100.000 people;

— volume of transfers of major conventional weapons as supplier (exports)
per 100.000 people;

— financial contribution to UN peacekeeping missions;

—nuclear and heavy weapons capabilities;

— ease of access to small arms and light weapons.

Thus, we obtained a comprehensive system of indicators, which is embedded
in the integrated formula:

PT=04NPI+02GTI +04MLT.

Threat 11. Conflict intensity increasing (CI)

The number of military and paramilitary conflicts occurring at the national and
international levels has a tendency to increase. But the nature of armed conflicts
changed significantly due to the use of high-tech weapons. It should also be noted
that part of the hostilities was transferred to the digital space [42].

In our research we will consider a conflict between interstate, intrastate, sub-
state, and transstate ones. To assess the conflict intensity in the country we take
into account the two parameters.

The first one is the levels of conflicts intensity (ICB), which were proposed
Heidelberg Institute for International Conflict Research in Conflict Barometer
[45]. They are dispute, non-violent crisis, violent crisis, limited war, and war. In
the methodology of Conflict Barometer, the level of violence and the intensity
class are considered. The last three are violent conflicts, which causes deaths and
distraction of the different level.

The second is the index, which characterized the parameters of the ongoing
domestic and international conflicts (OCI). It is the subindex of The Global Peace
Index, which was introduced by The Institute for Economics and Peace Limited
[44]. It includes:

— number and duration of internal conflicts;

— number of deaths from external/internal organized conflict;

—number, duration and role in external/internal conflicts;

— relations with neighboring countries.

The quantitative value for intensity of conflicts we will take in the form:

CI=0.4ICB + 0.60CI.
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This threat acts as a multiplier for the security level. This naturally follows
from the thesis that it is almost impossible to ensure the sustainable development
of the country by participating in the armed conflicts.

Given the above, we obtained a system of indicators that identify 11 threats
identified in the study. Table 1 shows their relevance to the global challenges

listed in the previous section.

Table 1. The connection between the 11 global treats and global challenges

Global Threat World Economic Mlllen.mum United Nations
Forum Project
The global decrease | Natural resource GOAL 7: Affordable and|
ES | . . . Energy
in energy security crises Clean Energy
be{hzellrlnlt))folf;lc'ial Biodiversity loss,
e g Human GOAL 2:
BB | capacity of the Earth . —
environmental Zero Hunger
and human needs
S damage
in biosphere
Growing inequality . . . GOAL 1: No Poverty,
GINI| between people and Som:rlocs(i)gﬁsmn POpUI;tilgﬁl_ aggrrezources, GOAL 10: Reduced
countries on the Earth| poor gap Inequality
GD The sprfaad of global Infectlous Health issues GOAL 3: Good Health
diseases diseases and Well-being
. Global convergence of IT,
IG | Information gap o Science and technology o
CP Corruption Social cohesion Population .
perception erosion and resources
Limited access to GOAL 6: Clean
WA drinking water o Clean water Water and Sanitation
Impact of climate Climate action Sustainable
. GOAL 13:
CN | change and natural failure, development Climate Action
disaster Extreme weather and climate change
Democratization, Global | GOAL 8: Decent Work
SF | The state fragilit Livelihood crises,| foresight and decision | and Economic Growth,
gty Debt crises making, Status of woman,| GOAL 16: Peace and
Education and learning | Justice Strong Institutions
Increasing . GOAL 16: Peace
. . Peace and conflict, . .
PT proliferation — . . and Justice Strong Insti-
. Education and learning .
and global terrorism tutions
. . . Peace and conflict, GOAL 16: Peace
Conflict intensity Geoeconomic . . . .
CI . . . Transnational organized | and Justice Strong Insti-
increasing confrontation . . .
crime, Global ethics tutions

MODELING THE TOTAL IMPACT OF THE AGGREGATE OF 11 GLOBAL
THREATS ON DIFFERENT COUNTRIES AND GROUPS OF COUNTRIES

Let’s determine the vulnerability of different countries and groups of countries to
the impact of a set of 11 major threats. Quantitative data on each of the 11 threats
will be obtained from the global databases specified in the description of these
threats in section 2. To determine the groups of countries with close values of
vulnerabilities to the impact of the 11 main threats, we use the partition algorithm
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of clustering the multivariate time-series with the global alignment kernel dis-
tance [46]. It takes into the account all history of the threats and minimize differ-
ences of their values and behaviour.

Let’s associate each country j with a vector E for year i:
Tr,' = (ES,BB,GINI,GD,1G,CP,WA,CN SF, PT, cnl’,

elements of which characterize the degree of manifestation of corresponding 11

threats presented in Section 2, j = 2005..2021, j=1..134.

Considering the fact that all the measured data for components of vector E

are presented in different units of measurement, they have different physical
meaning and vary in different ranges, they have been reduced to the normalized
form, so that they vary in the range (0.1). In this case, the value 0 corresponds to
the minimum value of the threat, and the value 1 corresponds to the maximum of
this threat. In the study the logistic normalization is used [2].

The security index Iy of each country with a value ||T_rjl || is calculated as

the Minkowski norm of the vector T_rjl for the jth country, composed of nor-

malized threats. After normalization the security index I for each country is
defined as the Minkowski norm:

P A L p
Lol =S =5, S )7
k=1

with parameter p =3, where j=2005..2021,j=1..134, sz‘ is the vector of the

normilized threats T_rjl .
Thus, I, defines the degree of remoteness from the influence of the set
of 11 threats. Based on the calculated norms of the vector of threats ||T_rj||

for each country j, we obtained an order relation between clusters of countries
(Table 2):

2021 T 2021
) T
ZPEKk Trp < Z]EK/ J

Ky =<K, < <
: card (K;) card (K ;)

b

where K, , K ; are the pair of obtained clusters.

From Table 2 it follows that Cluster 1 includes the group of countries most
successful from the safety standpoint, for which the degree of remoteness from
the set of 11 global threats is the greatest during 2005-2021. And vice versa,
Cluster 5 includes the most vulnerable countries. For these countries the degree of
remoteness from the set of 11 global threats is minimal.

Based on the data presented in Table 2, Fig. 9 illustrates the safety levels for
different countries and regions of the world.
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Table 2. Countries degree remoteness from the Set of Threats Based on
Clustering Analysis, 2005-2021*

Total influence of the set of global threats
on different countries
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1 2 3 4 5 6 7 8 9 10 11 12 13 14
Cluster 1 (Very high degree of remoteness during 2005-2021)
Denmark
1 ($ 56202.17) 0.607 | 0.544 |27.700(0.537|0.837|88.000| 96.731 |0.580| 18.800 {0.773(0.793| 1.426
New Zealand
2 ($ 40218.39) 0.724 | 1.667 | NA |0.566|0.749|88.000|100.000{0.528| 18.400 {0.6780.837| 1.417
Australia
4 ($ 58029.52) 3.552 | 1.619 |34.300{0.566|0.771{73.000] NA [0.466| 21.800 [0.582(0.828|1.372
6 Canada 1.846 | 1.827 |33.300(0.5440.798|74.000| 99.039 {0.468| 21.700 |0.636|0.837| 1.369
($42258.69) | - ' ’ ’ ' ’ ' ’ ' ' ’ ’
Uruguay
7 ($ 15044.64) 0.583 | 7.405 |40.200{0.537|0.673(73.000] NA [0.612| 35.900 [0.592(0.838|1.367
Cluster 2 (High degree of remoteness during 2005-2021)
3 Austria 0.322 | 0.441 (30.200{0.544|0.784|74.000| 98.901 [0.557| 26.100 |0.693]0.836| 1.374
($43346.43) | ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’
5 Malta 0.013 | 0.089 |31.000{0.533|0.738(54.000{100.000{0.625| 36.200 [0.711|0.955|1.371

($ 25005.76)

10 ($lif)l4g;§n9lz) 0.261 | 0.111 [27.200(0.544]0.793]73.000| 99.914 |0.542| 31.000 |0.671]0.817| 1.359

Finland
14 ($ 44778.87) 0.489 | 1.884 |27.700(0.546(0.846|88.000| 99.638 [0.544| 70.400 |0.696|0.794 | 1.345

Portugal 0.308 | 0.284 |32.800(0.535]|0.779(62.000| 95.354 |0.595| 26.800 {0.668 |0.836| 1.328

151 (519771.58)
Czech Rep.
17 | 5 1808 4.6‘;) 0.592 | 0.407 [25.300|0.542(0.784|54.000| 97.882 |0.468| 39.300 |0.696/0.836| 1.317
1g | Slovenia 1553|410 24.400(0.5500.730(57.000] 98.274 [0.544| 28.200 |0.742 [0.718] 1292
($ 22899.36)
Slovakia
19 0.403 | 0.590 [23.200[0.547(0.779(52.000| 99.238 |0.575| 39.000 |0.681/0.718| 1.274

($ 17360.71)

21 (:’flr;l“;“gl(f 0.370 | 0.320 [31.700/0.541{0.859/80.000| 99.993 [0.536| 24.800 |0.614 |0.652 | 1.240

Italy
22 | (529350.93) | 0239 | 0191 [35.200/0.559|0.748(56.000 95.824 0.585 | 45.200 |0.563 |0.836| 1.236
Latvia
23 | (g 1558393 | 0-557 | 1.273 [34.500]0.555/0.760|59.000| 96.289 |0.612 | 44.000 [0.656 |0.717| 1.231
25 | Mauritius 1 559 | 507 [36.800[0.539]0.673]54.000] NA |0.624| 38.100 | 0.608 [0.838] 1.216
($9058.21)
26 | Jithuania 50016 295 135300]0.555)0.786]61.000( 94.924 [0.609| 38.700 |0.502 |0.745] 1.215
($ 17213.81)
Estonia
27 0.105 | 1.165 [30.800|0.538(0.836|74.000| 95.761 |0.498 | 39.500 |0.640 |0.657| 1.207

($ 19767.08)

Cucmemni docniodcenns ma ingpopmayivini mexnonoeii, 2022 Ne 3 19



M. Zgurovsky, I. Pyshnograiev

1 2 3 4 s |6 | 7| 8 9 |10 | 11 | 12]13]| 14
30 | s 3{:155)?;22) 0.137 | 0.129 [32.900[0.537]0.786|73.000| 98.565 |0.480 | 32.200 |0.603 |0.658 | 1.183
38 ($IEI3‘§§%9) 0.418 | 0.665 [30.000[0.541{0.758|43.000| 92.589 |0.593| 51.100 |0.684|0.657| 1.151
A | g g%n.zz) 2.742 | 0227 | NA [0.587|0.619|52.000 90.557 |0.479| 50.400 |0.484|0.718] 1.125
45 %";ﬁg?ﬁj 0.128 | 0.102 [31.400]0.562|0.784/62.000 99.191 [0.490| 32.500 | 0.475|0.552| 1.064

Cluster 3 (Medium degree of remoteness during 2005-2021)
8 ($§§’5‘1";‘>§ 6) | 5247 | 1:219 [27.700/0.544/0.800|85.000| 98.643 |0.559 | 16.600 | 0.453 0705 1.366
9 s %;67132(‘155) 0.283 | 0.585 |30.600(0.561|0.842(74.000| 97.329 [0.550| 22.200 [0.570{0.838 | 1.361
1 g‘fg;‘gg‘g 0317 | 0.137 [29.200]0.564|0.871/82.000| 99.972 [0.534| 24.100 |0.407|0.836| 1.358
12 (?;istz‘;rgg) 0.511 | 0.229 [33.100]0.5650.826(84.000| 94.248 [0.604| 19.900 [0.4070.837| 1.356
13 é‘i’;i%‘?‘;fg?) 0.049 | 0.093 |34.200[0.544|0.809|81.000| 99.459 {0.470{ 21.100 [0.401 [0.955 1.348
16 ($S?5‘;goasp6‘f$) 0.013 | 0.010 | NA |0.550{0.797|85.000|100.000|0.536| 26.600 |0.522]0.810| 1.320
20 ($§V1V;§9e‘?5 6) | 0-590 | 11427 [29.300]0.542(0.834(85.000/ 99752 |0.619]| 21400 | 0.563 0609 1.242
24 s 3F§3§?97) 0.539 | 0.538 [32.400|0.563|0.806|71.000| 99.249 |0.597| 32.500 |0.3070.701 | 1.227
2| f’:ézf(‘)fi79) 0.630 | 0.396 [30.200{0.536{0.755|56.000| 98.325 |0.540| 43.100 |0.574|0.746 | 1.204
29 ($Bla3r'§g‘;f)g3) 0.119 | 0.047 | NA [0.555|0.494(65.000] NA [0.605| 47.000 |0.527]0.955|1.196
32 ® 5‘;?;19) 0.279 | 0.350 |34.300{0.555|0.775[61.000| 99.587 [0.584| 44.800 |0.528|0.703| 1.177
36 U‘(‘;wfﬁiz%%‘;‘)’m 0.660 | 0.246 |35.100]0.536/0.823(78.000| 99.822 [0.585 | 41.500 [0.332[0.648 | 1.160
46 ($§£7r;25) 0.046 | 0.053 [31.200[0.544(0.762|53.000| 99.765 |0.575| 57.400 |0.528|0.606 | 1.064
2 | 1%;1:: 41y | 0256 | 0777 [44.900/0.555(0.640|67.000| 98.771 |0.494 | 44.100 |0.414|0.613|1.021
58 ‘5;2;‘2105;?;; 1.103 | 0.417 [41.500|0.548|0.847|67.000| 97.326 |0.289| 44.600 | 0.284 |0.468|0.936
Cluster 4 (Low degree of remoteness during 2005-2021)
3 s 45?;08) 0.140 | 0.878 [30.100[0.549(0.464|55.000] NA [0.228] 16.200 |0.528{0.884|1.178
33 ($C1r2‘;a§f7) 0.429 | 0.730 [28.900[0.564(0.701(47.000] NA |0.607| 49.800 |0.610{0.7071.172
34 ($Rl‘(’)r§‘j:i§3) 0.538 | 0.887 [34.800/0.545]0.709(45.000| 81.989 |0.613| 51.000 |0.559 [0.808 | 1.168
35 (5‘1’3?0?32) 0.428 | 0.614 [49.300/0.602(0.657|58.000| 80.516 [0.558| 42.500 |0.530{0.795| 1.163
37 ($hfgzél3yf.i§1) 1.154 | 0.507 |41.100{0.557|0.713|48.000| 93.818 |0.486| 56.900 |0.6370.807| 1.154
42 g‘g;;ﬁ;‘; 0.051 | 0.259 [42.400/0.581]0.420[58.000] NA |0.652| 64.200 |0.473[0.955| 1.114
43 (Sgg‘;;ag 4y | 1104 | 0.965 |37.400/0.5250.394/68.000| 36.648 |0.639| 68.300 | 0.673|0.745 | 1.085
47 (&rfgﬁfl) 0.916 | 1.866 [42.300[0.568(0.570(38.000] NA [0.588| 50.100 |0.482{0.767| 1.062
48 (S;G;zy;gz) 0.005 |21.338| NA [0.555(0.430(39.000] NA [0.490| 66.100 |0.642|0.606| 1.061
49 (gztzsgwgag?) 0.589 | 1.394 [53.300[0.421{0.560|55.000] NA |0.609| 57.000 |0.570{0.838|1.058
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[1] 2 3 456718 9 Jwo] 1r [12]13]14
Kazakhstan
S1 | (5 10974.6) | 2603 | 0.722 [27.80010.568(0.607|37.000| 89.335 0496 61.200 | 0.495 |0.606) 1,029
Serbia
53| (5654035 | O-877 | 0.547 [34.50010.558(0.671{38.000| 75.038 0549 67400 | 0.630 0.606 0.989
Moldova
54| ($30501) | 0-023 | 0:667 26.00010.540|0.583(36.000| 74.071 |0.611 67.000 | 0.598 |0.552 0.964
55 Nz’ghsq’fla;"’g;‘)“a 0.395 | 0.482 [33.000[0.480]0.62239.000| 76.833 |0.619| 64.500 |0.645 |0.5640.950
56 %Oglstelg"g‘)’ 0.665 | 0.594 [36.800|0.562(0.592]46.000| 85.072 |0.608| 58.500 [0.515]0.564 0.949
Dominican
57 | Republic | 0.060 | 0.378 |39.600[0.563|0.567|30.000] NA |0.448| 64.700 |0.603 |0.7180.942
($7677.71)
Viet Nam
59| (3265577 | 0734 | 0:413 [35.700(0.537(0.67739.000] NA |0.389| 63.300 |0.505 |0.658| 0.931
Jamaica
60 | (sas30) | 0039 | 0256 |45500/0.56110.49844.000] NA (0.570| 61.200 |0.625(0.613|0.920
Ghana
61 | (52018.62) | 1479 | 0:648 [43.500/0.451(0.588(43.000| 41.410 0596 | 63.900 | 0.577 |0.656| 0.919
Jordan
62 | (5400896 | 0055 | 0.086 [33.700(0.539|0.48749.000| 85.701 |0.637| 76.800 |0.58210.543| 0911
Greece
64 | (g 1732382 | 0-280 | 0.285 [33.10010.537|0.700[49.000/100.000/0.567  54.500 | 0.459 0.459) 0.896
Albania
65 | (s4380.0) | 0395 | 0526 |30.800]0.564]0.549|35.000] 70.675 |0.363 | 59.000 |0.549|0.564| 0.887
66 Benin 0.000 | 0.572 [37.800/0.431]0.476/42.000] NA [0.637| 72.800 |0.501(0.690| 0.886
($ 1214.66)
67 Cg;g;%‘;e 0.877 | 1.281 [37.200/0.433]0.523|36.000| 35.205 [0.669| 90.700 | 0.602 |0.596| 0.885
Bosnia and
68 | Herzegovina | 0.609 | 0.514 [33.000[0.531]0.499|35.000| 88.869 |0.464| 72.900 |0.548|0.611 | 0.885
($ 5433.15)
71 Senegal | 148 | 0.785 [38.100{0.531]0.432(43.000] NA [0.594| 73.400 |0.626 |0.561|0.863
($1364.84) | - : : : : : : : : : :
72 (g‘i‘gﬁni% 0.415 | 0.839 40.500[0.420]0.501|39.000] NA {0.533| 79.300 |0.604 [0.698 | 0.860
74 | Paraguay 1y 6001 3598 143.500(0.593]0.516[30.000] 64.084 |0.323| 66.400 |0.449 |0.564] 0.855
($ 5670.75)
75 | Indomesia 1y o1 1955 137.300[0.519[0.595(38.000] NA [0.602] 67.600 [0.480 [0.505|0.854
($ 3756.91)
76 (s;T;%SOIZ) 0.303 | 0.339 |32.800[0.537/0.626/44.000| 79.286 |0.636| 69.200 |0.497 [0.455| 0.849
Armenia
77| (5400105 | 0291 | 0324 25.20010.599|0.537[49.000| 86.911 [0.611| 69.800 | 0.454|0.388) 0.844
78 | Azebaiian |y o011 g 385 126.600[0.565[0.575(30.000] 88.323 [0.621 75.100 |0.460 [0.352| 0.839
($ 5083.38)
Ecuador
79 | (531768 | 1:862 | 1108 |47.300]0.576|0.427|36.000| 66.827 0.536| 71.200 |0.525|0.560| 0.839
80 ($G9‘§2%‘1) 0.136 | 1.116 |29.600[0.447]0.348/25.000] NA [0.667| 97.400 |0.506|0.558| 0.838
81 Georgia | 300 | 0.545 [34.500]0.530/0.641]55.000( 66.355 [0.611| 72.600 |0.476 |0.459| 0.835
($4447.66) | : : : : : : : : : : :
82 S(‘;rg;;‘;r;e 0.102 | 0.880 [35.700/0.462(0.361/34.000| 10.621 |0.661| 83.400 | 0.631|0.562| 0.835
84 gyﬁggﬁ; 0.659 | 0.779 {29.000[0.582|0.488|27.000| 70.090 |0.644| 76.400 |0.748 [0.365 0.832
85 Belarus | 1 | 0.649 [24.400[0.556]0.565(41.000| 94.611 |0.561 | 68.000 |0.526]0.3620.805
($6234.82) | : : : : : : : : : : :
86 Algeria | 205 10,243 [27.600[0.571[0.415(33.000] 72.381 [0.603| 73.600 [0.413[0.389] 0.794
($3834.44) | = : : : : : : : : : : :
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|1| 2 3 4 5 6 | 7] 8 9 10 11 12113 14
Belize
88 | (s 306849) | 0-536 | 046 |53300[0.571/0447) NA | NA |0.609| 64.200 | 0.436/0.500/0.789
Brazil
89 | (s ga08.78) | 0-945 | 3327 [48.900/0.551/0.627|38.000| 85.766 0.545 | 75.800 |0.605 (0.367| 0.783
g0 | ElSalvador 1,161 290 [38.800{0.587(0.434[34.000] NA |0.425| 71.600 |0.464|0.563|0.769
($ 3632.45)
g1 | Moroceo 1 69 | 0.450 [39.500[0.561]0.589]39.000] 79.950 |0.530| 71.500 | 0.511 |0.443] 0.766
($2818.77)
94 (fg;gb;) 0.003 | 0.496 [35.9000.518]0.400(37.000| 44.715 |0.562| 80.500 | 0.507|0.563| 0.752
Ukraine
97 | (5234436 | 0774 | 1-130 [25.600/0.523(0.622(32.000| 89.020 0.607 | 69.800 | 0.447 |0.273| 0.716
Egypt
98 | (5400842 | O-898 | 0.199 31.500/0.576|0.558(33.000] NA |0.637| 85.000 |0.4000.322| 0.712
101 (g?;‘;‘;tgg) 0.844 | 0.422 |34.000[0.589/0.323|25.000| 55.237|0.652| 75.100 |0.628|0.302|0.705
105 | Colombia 1, ors5 | 1 855 |54.200(0.574/0.548(39.000] 73.009 [0.601| 79.300 [0.269 0291 0.685
($ 5892.48)
Israel
108 | (g 37488.45) | 0379 | 0:039 [38.600]0.539|0.770|59.000] 99.321 |0.550 75.100 |0.24910.237| 0.676
109 g‘fg;;g;;‘) 0.244 | 1.537 46.200[0.575/0.336|20.000| 55.516 |0.404| 77.100 |0.625 |0.404| 0.675
| Russian s 449 11265 [35.300[0.529(0.689[29.000] 76.104 |0.503| 73.600 |0.217 [0.264] 0.655
($ 9666.81)
13| igagg 6 | 1:604 | 0223 140.900/0.582]0.589|25.000|93.984 0.244| 84.500 0318 [0.285 0.632
Saudi Arabia
114 | ¢ {601 28 | 3415 | 0.082 | NA |0.606/0.620|53.000/ NA 0478/ 69.700 | 0.369 |0.167| 0.630
116 V(e;‘;\llea 2.310 | 1.154 |44.800(0.576]0.373[14.000] NA |0.594] 92.600 |0.386/0.292|0.619
Mexico
17| (5 8000.65) | 0-683 | 0485 [45.400/0.644/0.612[31.000| 43.026 0.572| 69.900 |0.450 0.197 | 0.601
11 | Lebanon i 6161 0.085 [31.800]0.564]0.413(24.000] 47.700 [0.496| 89.000 |0.262[0.299] 0.565
($5382.34)
Turkey
121| (6 1203863 | 0-306 | 0.390 [41.900/0.566|0.616/38.0001 NA |0.591| 79.700 | 0.404 |0.145 0.530
129 Bgl;‘;‘fgg)s" 0.034 | 0.792 47.300/0.473]0.416/42.000] NA [0.535| 87.100 |0.542(0.185| 0.472
130 | Cameroon |y ses | 313 146.600(0.416(0.39327.000] NA [0.659] 97.200 |0.448 [0.113] 0.464
($ 1419.68)
132 (Sg‘:) 0.422 | 0364 [37.500/0.592]0.34413.000] NA [0.607|110.700{0.325(0.059| 0.440
133 ée;i‘; 0.803 | 0.737 [36.700(0.579]0.234]16.000] NA |0.595|111.700[0.280/0.066| 0.438
Cluster 5 (Very low degree of remoteness during 2005-2021)
39 g%‘%‘;?) 5.942 | 1.944 [32.700[0.539{0.461(35.000| 30.061 |0.208| 52.300 [0.574]0.795| 1.137
50 Congo 9.043 | 8.538 [48.900[0.411]0.303|21.000| 45.897 |0.432| 92.400 [0.479(0.661 | 1.045
($ 1608.78)
63 Zambia | ce1 | 1373 |57.100{0.403]0.455(33.000] NA |0.645| 84.900 |0.621[0.694| 0.905
($ 1273.88)
Angola
69 | (5316805 | 9381 | 2131 [51.300(0.403(0.307[29.000] NA |0.534| 9.000 |0.563 0.506| 0.873
Bolivia.
70 | (5208303 | 2081 | 4.583 [43.600/0.560/0.392/30.000] NA |0.375| 74.900 |0.515|0.564| 0.873
Namibia
73 | (s4047.86) | 0134 | 2519 [59.100/0.407)0.395/49.000 NA 0307 64.300 |0.531 |0.795| 0.859
83 “(’I;ijgzafg‘;r 0.160 | 2.324 42.600[0.492]0.328/26.000| 20.539 {0.389| 79.500 |0.643 [0.739 0.832
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[1] 2 [ 3 ] 4 [s5]e6]7] 8] 9 Jw] 1 [12]13]14
87 | (s 5%3?19) 0.980 | 1.525 [43.800[0.578{0.529(36.000| 51.264 |0.471| 71.400 |0.402{0.560|0.792
92 (ggﬁggzdl) 0.456 | 0.540 [35.000]0.566]0.668[35.000] NA [0.303| 70.900 |0.501 |0.430|0.763
9% | s %?’;146) 0.252 | 0.519 [32.8000.559]0.453(33.000 17.576 |0.416| 82.200 |0.499 [0.549| 0.754
9 | (s 1%}31;‘336) 0.812 | 0.243 [38.200/0.558)0.684[45.000] NA [0.273| 68.900 |0.390|0.4270.745
% | s 213§‘j1f43) 1.191 | 0.922 [38.800[0.573|0.297(30.000| 17.682 |0.258 | 76.000 |0.475 [0.564]0.732
99 ($g§§%2) 0.002 | 0.569 [42.400/0.447]0.369[30.000| 19.561 |0.661| 85.100 |0.418 [0.5490.707
100 1(\%3313‘:)‘ 0.455 | 0.767 [38.500/0.4390.353(35.000] NA |0.345| 83.200 |0.501 |0.694|0.707
102 @gfgg) 0.168 | 0.516 [43.700/0.413(0.449/53.000| 12.103 [0.663| 85.000 | 0.452|0.445| 0.701
103 g‘ﬁ;ggf‘) 0.263 | 0.530 [48.300/0.598(0.371/25.000| 55.834 [0.283| 79.400 |0.471]0.511|0.691
104 (&OLS“ZHI;‘S‘) 0.157 | 0.300 [39.300/0.597/0.487(37.000] NA |0.267| 80.500 |0.421 |0.446| 0.686
106 (?ggggfjg) 0.283 | 1.103 [48.200[0.593{0.290(23.000] NA |0.404| 79.400 |0.456|0.503 | 0.682
107 S(gustlgSAgf;‘f)a 1.025 | 0.262 [63.000[0.355|0.642[44.000] NA [0.451| 70.000 |0.534 [0.416]0.682
110 (;gi‘;tg‘;) 0.279 | 0.516 [44.900/0.375]0.339|38.000| 28.906 |0.243| 77.900 |0.567 |0.641 0.673
112 ga‘llgig‘%}; 0.694 | 0.459 [32.400/0.513]0.492[26.000| 58.512 |0.315| 85.000 |0.515 |0.388| 0.636
115 (gﬁ?';gf‘if) 0.204 | 0.796 | NA |0.491]0.354[23.00027.758 |0.375| 80.600 |0.488 [0.604| 0.626
119 (g%gf;‘) 0.343 | 0.441 [42.7000.378]0.422[27.000| 16.648 |0.639| 92.900 |0.513 [0.316] 0.564
120 | (g llg(lﬁl%S) 0.523 | 0.368 [35.700[0.487(0.590[40.000] NA [0.358| 77.000 |0.382{0.250|0.534
122 ME’;*;‘;‘E?)”‘* 3.192 | 1.962 [54.000[0.292(0.312[26.000] NA [0.315] 93.900 |0.481{0.256|0.520
123 ($I‘2]i3%e6r?84) 3.467 | 0.632 [35.100[0.368|0.497(24.000| 21.669 |0.619| 98.000 |0.543|0.108|0.517
124 ($Pf}4‘jfgf‘g‘l) 0.507 | 0.433 [29.600/0.479]0.424(28.000| 35.839 |0.508| 90.500 |0.239 [0.233 | 0.504
125 ($Il<§§’g§5) 0.238 | 0.468 [40.800/0.434/0.514[30.000] NA |0.335| 89.200 |0.391 |0.342| 0.492
126 ($C‘(i“§4) 0.174 | 6.237 [56.200/0.369]0.239|24.000| 6.183 |0.648|107.000|0.467 |0.094|0.491
127 &hélé%%fgf;s) 0.315 | 0.351 [42.300{0.476{0.628|33.000| 47.465 |0.205| 82.400 |0.390{0.230 | 0.482
128 ($I§;g2fg6) 0.785 | 0.843 [37.300/0.482(0.302|31.000] NA [0.343| 96.000 |0.374(0.318|0.482
31| s %*{1173) 0.222 | 1.151 [36.100/0.444]0.353[29.000] NA |0.616| 96.600 |0.408 [0.126] 0.448
134 (gggpglg) 0.376 | 0.547 [35.0000.474]0.332(39.000| 12.577 |0.523| 99.000 |0.417|0.111|0.403

NA — data not available; critical threats are indicated by red color;
(<) — a lower value corresponds to a higher threat. (>) — a higher value corresponds to a higher threat;
*latest available data;
** Data Source: [47].

As presented in Table 3, the common trait of the ten leaders is high Isec, and
low level of threats. E.g., the group leaders, Denmark, New Zealand, and Austria,
have the best indicators among all the group countries. However, half of the list
have a relatively low level of energy security (ES), this threat is critical for them.
It is also necessary to pay attention to the low biological balance (BB) of Belgium
and Malta, and the high level of inequality (GINI) of Uruguay.
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Fig. 9. Countries safety levels — degree of remoteness from the Set of Threats (Based on

Clustering Analysis)

Table 3. Top 10 countries with the highest level of national security*

}}Sa:ck I1SO | Country | Isec | ES | BB | GINI |GD | IG | CP | WA | CN | SF | PT | CI
1 | DNK | Denmark |1.426]0.607|0.544]27.700/0.537/0.837/88.000 | 96.731[0.580| 18.8000.773|0.793
2 |NzL zglam 4 [1417/0.724/1.667| NA |0.566/0.749| 88.000100.0000.528 | 18.400|0.678/0.837
3 | AUT| Austria [1.374[0.322]0.44130.200]0.544]0.784] 74.000 98.901 |0.557] 26.100 [0.693]0.836
4 | AUS | Australia [1.372]3.552|1.619]34.300|0.566]0.771]73.000] NA [0.466|21.800[0.5820.828
5 |MLT| Malta [1.371]0.013]0.089|31.0000.533/0.738] 54.000 100.000/0.625| 36.200 [0.711]0.955
6 |CAN| Canada |1.369]1.846|1.827)33.3000.544]0.798] 74.000 |99.039 0.468| 21.700 [0.636]0.837
7 | URY | Uruguay |1.367]0.583|7.405]40.200]0.537/0.673] 73.000] NA 0.612|35.900(0.5920.838
8 | NOR| Norway |1.366]5.247]1.219]27.700]0.544/0.800] 85.000 | 98.643|0.559] 16.600 [0.453]0.705
9 | IRL | Ireland [1.3610.2830.585/30.600(0.561]0.842]74.000]97.3290.550|22.200[0.5700.838
10 | BEL | Belgium |1.359/0.2610.111(27.200(0.544]0.793]73.000]99.914 [0.542|31.000[0.6710.817

* For each country critical values of the threats indicators are highlighted by red color

The G7 countries are characterized by a high and medium level of national

security and therefore a low vulnerability to the impact of 11 global threats (Ta-
ble 4). In some sense, an exception is the United States, for which the threats of
inequality (GINI), global warming and natural disasters (CN), conflicts (CI), and
the prolifiration (PT) are very critical. In Japan, there are clearly threats to disrupt
the biological balance (BB) and energy security (ES), which is natural in connec-
tion with the geographic location and the great density of the population.

Table 4. The level of national security of the G-7 countries*

Rank

Isec ISO | Country | Isec | ES | BB | GINI | GD | IG CP WA | CN SF PT | CI
6 | CAN [ Canada |1.3691.846(1.827|33.300|0.544|0.798|74.000/99.039(0.468|21.700|0.636(0.837
21 | DEU | Germany | 1.240{0.370/0.320(31.700|0.541/0.859(80.000{99.993|0.536|24.800|0.614/0.652
22 | ITA Italy 1.236(0.239(0.191|35.200{0.559|0.748|56.000(95.824|0.585|45.200(0.563|0.836
24 | FRA | France [1.227{0.539/0.538(32.400|0.563|0.806|/71.000{99.249|0.597|32.500|0.307/|0.701
30 | JPN Japan [1.183(0.137/0.129(32.900|0.537|0.786|73.000(/98.565|0.480(32.200{0.603|0.658
36 | GBR Klljr?;ﬁ)(in 1.160 (0.660(0.246|35.100{0.536|0.823|78.000(99.822|0.585|41.500(0.332(0.648
58 | USA ggtgg 0.936(1.103|0.417(41.500|0.548|0.847(67.000|97.326|0.289|44.600|0.284/0.468

* For each country critical values of the threats indicators are highlighted by red color
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The last 10 countries by the Isec are characterized by a very high vulnerabil-
ity to the impact of 11 global threats (Table 5). These are countries with hostilities
on their territory (CI), low stability of the state (SF) and a high level of
proliferation (PT).

Table 5. Last 10 countries with the lowest level of national security*

Rank
Isec
125 | KEN Kenya 0,492 0,238 0,468 | 40,800 | 0,434 |0,514|30,000| NA | 0,335 | 89,200 | 0,391 | 0,342

Central
126 | CAF | African [0.491|0.174 | 6.237 | 56.200 | 0.369|0.239 | 24.000 | 6.183 | 0.648 [107.000(0.467 | 0.094
Republic

127 | PHL [Philippines{0.482/0.315(0.351|42.300|0.476|0.628|33.000(47.465| 0.205 {82.400{0.390(0.230
128 | NER | Niger ]0.482|0.785|0.843|37.300/0.482|0.302|31.000/ NA | 0.343 |96.000(0.374/0.318

ISO | Country [Isec| ES | BB |[GINI |GD | IG | CP |[WA| CN | SF | PT | CI

129 | BFA Bl;‘:;i;‘a 0.472(0.034|0.792|47.300(0.473|0.416|42.000| NA | 0.535 |87.1000.542(0.185

130 | CMR [Cameroon|0.464|1.585|1.313|46.600/0.416|0.393|27.000) NA | 0.659 [97.200(0.448|0.113
131 | MLI Mali  (0.448|0.222|1.151|36.100|0.444|0.353(29.000| NA | 0.616 |96.600|0.408|0.126
132 | SYR Syria  |0.440/0.422|0.364(37.500(0.592|0.344|13.000| NA | 0.607 |110.700/0.325(0.059
133 |YEM | Yemen [0.438/0.803|0.737|36.700/0.579|0.234|16.000] NA | 0.595 |111.700/0.280(0.066
134 | ETH | Ethiopia |0,403|0,376|0,54735,000/0,474|0,332|39,000/12,577| 0,523 {99,000(0,417|0,111

* For each country critical values of the threats indicators are highlighted by red color

As for Ukraine, the most critical for it is the threat of increasing armed con-
flicts (CI), which prevents the sustainable development of its territory (Table 6).
Among the neighboring countries, Ukraine ranks second to last (the last is Russia).

Table 6. Ukraine in the European context*

‘}:;‘c" ISO | Country |Isec| ES | BB |[GINI|GD | IG | CP | WA |[CN| SF | PT | CI

19 | SVK | Slovakia (1,274(0,403|0,590(23,200/0,547|0,779(52,000{99,238|0,575|39,000/0,681(0,718
21 | DEU | Germany |1,240|0,370{0,320|31,700{0,541|0,859(80,000/99,993|0,536|24,800(0,614|0,652
22 | ITA Italy 1,236(0,239|0,191{35,200|0,559|0,748(56,000(95,824|0,585|45,200/0,563|0,836
24 | FRA | France |1,227|0,539(0,538|32,400(0,563|0,806(71,000(99,249(0,597|32,500(0,307|0,701
28 | POL | Poland [1,204/0.630(0.396(30.200|0.536|0.755(56.000(98.325|0.540|43.100(0.574(0.746

34 [ ROU [ Romania |1.168|0.538(0.887|34.800(0.545|0.709(45.000|81.989(0.613|51.000(0.559|0.808
United
Kingdom
38 | HUN | Hungary [1.151]0.418]0.665{30.000(0.541|0.758|43.000{92.589|0.593|51.100(0.684(0.657

Moldova,
Republic of

85 | BLR [ Belarus [0.805|0.081{0.649|24.400(0.556|0.565/41.000|94.611|0.561|68.000(0.526|0.362
97 | UKR | Ukraine [0.716(0.774{1.130|25.600|0.523(0.622(32.000|89.020|0.607(69.800(0.447|0.273

36 | GBR 1.160{0.660|0.246(35.100|0.536|0.823|78.000{99.822|0.585|41.500/0.332(0.648

54 [ MDA 0.964(0.023(0.667|26.000(0.540|0.583{36.000{74.071|0.611|67.000(0.598|0.552

Russian

111 | RUS Federation

0.655(2.449(1.265|35.300{0.529|0.689(29.000|76.104|0.503|73.600(0.217|0.264

* For each country critical values of the threats indicators are highlighted by red color

POSSIBLE SCENARIOS OF WORLD DEVELOPMENT DURING “CONFLICT XXI”

According to the results of the above-mentioned studies, the following scenarios
of the development of global society during the conflict of the 21st century and
after its end can be assumed:
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Pessimistic scenario. As a result of the conducted research, the question
arises: what does the 21st century have in store for civilization? What is the na-
ture of the final state of civilization as a system? What should happen to world
civilization, in particular, in the 22nd century? Perhaps the final cycle of some
global evolutionary chain of human development is beginning?

The answer to this question can be found in the research of two outstanding
scientists of the last century: Vernadskyi [48] and Moiseev [49]. Independently of
each other, they formulated a very close idea: if humanity on a planetary scale
does not radically change its behaviour (using its mind and its work to self-
destruct), then in the middle of the 21st century conditions may arise in which
people will not be able to exist. Such conclusions were made for the paradigm
constant throughout the history of mankind: “unlimited and growing consump-
tion” and for the technosphere (a set of technological ways of life), unfriendly to
human habitation, which developed in the 19th and early 21st centuries.

An optimistic scenario. If humanity can change the paradigm of its behav-
iour on a planetary scale, for example, to “harmonious coexistence” and radically
transform the technosphere into a “nature-like” one (a human-friendly environ-
ment based on the convergence of nano-, bio-informational, cognitive and socio-
humanitarian technologies [50]) , then the regularity revealed for the previous
paradigm of the development of systemic world conflicts is not justified for the
new paradigm. And this, in turn, will allow humanity to continue its creative mis-
sion on planet Earth.

CONCLUSIONS

The study analyzed the global challenges and problems of humanity. According
to the results of the analysis, the set of global threats to sustainable development
have been defined.

Based on the provided global modelling, 5 clusters of countries were identi-
fied according to their remoteness from these threats during 2005-2021. Using
the obtained results, critical threats were identified for each country. Groups of
countries (Top10, Lastl0, G7, Ukraine in the European context) were analyzed
and their features were identified.

Assumptions are made about possible pessimistic and optimistic scenarios
for the development of the world during the “Conflict XXI” and after it.

These results can be used to study and model the degree of cultural and civi-
lizational gaps in the world.
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JOCJUI)KEHHA TEHJIEHIIN BE3NEKU I'TIOBAJIBHOI'O CYCILJIBCTBA
HA OCHOBI IHTEJIEKTYAJIBHOI'O AHAJII3Y JAHHMX / M.3. 3rypoBcbkuii,
I.O. IlumHorpaes

Anortanisi. [IpucBsY4eHO 3acTOCYBaHHIO METOMOJIOTii CHCTEMHOTO aHaJi3y Ta
IHTENCKTYaJIbHOTO aHali3y JaHuX [0 OJHi€l 3 HaWaKTyaJbHINIUX MPodIieM
CYYacHOCTI: JOCII/DKeHHS Oe3NeKH II00AJbHOTO CYCIHIIbCTBA B KOH(IIKTHOMY
cBiTi. Po3ristHyTO KOMIUIEKC II100aIbHUX 3arpo3, aKTyalbHUX IS HMEPLIOl MOJIOBH-
uu XXI cr. Li 3arpo3u Oymu Bu3Haueni Opranizauiero O0’ennannx Hauii,
BcecBiTHBOIO Oprasizaii€ro OXOpOHH 370poB’s, BcecBiTHIM exoHOMIiYHHM (opy-
MOM Ta IHIIUMH aBTOPUTETHUMH MIKHApOTHHMH OpraHi3alisMu. Y pe3ynbTari 3a-
cTocyBaHHs Metoy Delphi [uist aHaizy IIMPOKOTO CHEKTPY 3arpo3, BUSABICHHUX LU~
MH OpTraHi3amisMy, BHSBIeHO 11 HaHBaXIMBIMIMX 3arpo3 JIOJICTBY B IepHIii
nonoBuHi ~ XXI cr. IlpoaHani3oBaHO Bpas3NUBICTH PI3HMX KpaiH 1O BIUIUBY
CYKYyNHOCTI nux 3arpo3. [Io0ymoBaHO crieHapii MOXKJIMBOTO PO3BUTKY IJ100aJIbHOTO
CYCHIJIbCTBA IIiJ] 9ac Ta Mmicist KOHQITIKTY.

Kawuosi cioBa: riobanpHa Oesreka, CHCTEMHI KOH(IIKTH, TIo0alibHI 3arposw,
HOpMa MiHKOBCBKOT'0, BPa3JIUBiCTb.
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SUPERCONDUCTING GRAVIMETERS BASED ON ADVANCED
NANOMATERIALS AND QUANTUM NEURAL NETWORK

V. YATSENKO, S. KRUCHININ, P. BIDYUK

Abstract. The paper is focused on a new concept of a cryogenic-optical sensor in-
tended for use in the space industry, geodynamics, and fundamental experiments.
The basis of the sensor is a magnetic suspension with a levitating test body, a high-
precision optical recorder of mechanical coordinates of the levitating body, and a
signal-processing system. A Michelson-type interferometer with a laser diode and a
single-mode optical fiber was used to measure the test body's displacements. The
coordination of the laser diode coherence length and the difference in the interfer-
ometer optical lengths of the arms made it possible to eliminate coherent noise
caused by interference from spurious reflections. The minimum recorded shift of the
test body was 0.1 nm. The design of the sensor and the mathematical model of the
superconducting suspension dynamics are presented. The results of experimental
studies of a magnetic suspension together with an optical interferometric displace-
ment sensor having a subnanometer sensitivity are shown.

Keywords: magnetic suspension, laser interferometer, optical fiber, displacement
measurement, quantum neural network.

INTRODUCTION

Remote sensing today is one of the rapidly growing modern measurement tech-
nologies. This direction of studies and applications is an industry with the cost of
billions of dollars, and the number of distant specific images of different parts of
the Earth is continuously growing. Solutions of many practical problems depend
on the widespread use of measuring systems and different principles they use.
These problems include monitoring of natural resources based upon analysis of
gravitational anomalies, study of global geodynamic processes, the Earth’s gravi-
tational field, motions of Earth’s poles, etc. To increase accuracy of the observa-
tions, determining the location and orientation for long-term air flights and un-
derwater vehicle navigations require knowledge of Earth’s gravitational field,
including its anomalies. Detailed information on the Earth’s gravitational field is
needed by many industries and applied sciences (space research, geology, naviga-
tion, science of the Earth’s shape). An accurate fast detection of geodynamic pro-
cesses can provide data on the origin and development of critical local and global
environmental conditions. Another practical problem is in the need to obtain more
accurate information on undiscovered minerals of the Earth.
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A gravimeter is a very accurate tool [1, 2, 6] for measuring the gravity accel-
eration g. At present, accuracy of the best stationary ground-based gravimeters is

107 g. For sea-based gravimeters, it is 107 g, and the aviation uses its value of

about 107° 2. Most gravimeters manufactured by industry are based on the prop-
erties of a stretched spring or elastic properties of springs made of quartz or some
special alloys. Their accuracy is not sufficient to solve these problems. Since the
accuracy of gravimeters based on traditional principles has become fundamentally
exhausted, many developers over the past decades have tried to use unconven-
tional approaches in attempts to create ultraprecise gravimeters [1, 2]. These at-
tempts can be grouped by the method of non-contact suspension of the gravimeter
sensitive mass, by the use of electric or magnetic forces, by the methods of meas-
uring the gravimeter sensitive mass displacements (optical recording systems,
Josephson effects as the basis of measurements, etc.), as well as by computer
based methods of signal processing. A great advance in the improvement of gra-
vimeters was made due to the financing of development of superconducting gra-
vimeters. J. M. Goodkind described in detail a superconducting gravimeter [1]. As
he stated, the basic design of a superconducting gravimeter has been unchanged
for almost 30 years since his first publication [2]. The free-state (levitation) of a
sensitive mass of this gravimeter is achieved due to the Brownback-Meissner ef-
fect [3, 4]. An alternative approach is based on the phenomenon of magnetic levi-
tation. The research in this field began in the late 1960s as a natural consequence
of development of a low-temperature applied superconductivity, the theory of
electromechanical conversion of energy and methods of control theory, as well as
the development of defense navigation systems in the xXUSSR. The phenomenon
of “magnetic potential pit” (MPP) [4-6], discovered in 1975, means that the mag-
netic attraction between two distant magnets can change to the magnetic repulsion
only as a result of growing distance between them. In this case the attractive force
between two distant magnets was considered as a force that increases as the dis-
tance decreases. In other words, MPP considers the minimum magnetic potential
energy as a function of the distance, although, by the time MPP was discovered,
the magnetic interaction was considered monotonic, i.e. without the possibility of
having a minimum anywhere except for points on the boundary.

The objective of this study is to present the results on the development of a
sensitive element and a method for assessing the gravitational perturbation that
affects a levitating test body. The paper presents the concept of a cryogenic opti-
cal sensor, its design, a mathematical model of dynamics of a superconducting
suspension, and its stability analysis. The results of experimental studies of
a magnetic suspension and an optical interferometric displacement sensor with
subnanometer sensitivity are presented.

CONCEPT OF A CRYOGENIC OPTICAL SENSOR
The sensor concept is based on three features and their combination [1, 2, 6, 7, 8].

First, this is a new type of superconducting suspension of a test body of highly
sensitive gravimeter in a free state. Known superconducting suspensions [1-5]
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use the concept of levitation based on the Brownback—Meissner effect [3], when
the stable magnetic confinement without contact with other bodies arises due to
the ideal diamagnetism of the superconductor, which ensures the expulsion of
another magnet from its volume. As an example can be a superconducting magnet
coil powered by the direct current. The test body of known gravimeters is, as
a rule, continuous sphere. Instead of the superconductor diamagnetism, the new
concept uses the zero resistance of a superconductor in the form of a thin closed
loop, for example, a ring. Under certain conditions, due to the manifestation of the
MPP phenomenon, such ring can steadily hang in a free state despite its diamag-
netism that is practically not manifested and, according to well-known physical
principles, makes the suspension inoperative. Another feature is the laser method
for measuring the displacements of the test body, while known superconducting
gravimeters use on the purpose sensors based on the Josephson effect (supercon-
ducting quantum interferometer sensors). The third feature is the use of modern
signal processing methods to isolate very small disturbances against a background
of significant noise levels that correspond to parameters of the measured gravita-
tional field.

The choice of MPP as the basis for the levitation is explained by the two fac-
tors. The first of them is the desire to increase the sensitivity of the superconduct-
ing gravimeter, the second is to expand its dynamic range. The use of optical reg-
istration of the levitating sensitive mass displacements is also a new approach in
the field of ultra-precise gravimseters. To process the signals of cryogenic optical
gravimeter, it is proposed to use several processing steps. The first step is to com-
pensate the noise affecting the base of the device. The second processing stage is
focused on the use of the sensor inverse dynamic model [10]. The adaptive digital
filtering is performed in the third stage of processing. In general, the novelty of
the concept lies in the combination of a free sensitive mass suspension, an optical
registration system, and new signal processing facilities. To our opinion, this ap-
proach to the sensor construction is implemented for the first time.

A superconducting gravimeter is a spring-type meter, in which, however,
a magnetic returning force works as mechanical spring acting on a test supercon-
ducting body in an inhomogeneous magnetic field of superconducting rings or
a permanent magnet. Due to the high stability of the superconducting currents,
a highly stable non-dissipative spring is created. In equilibrium, the test body levi-
tates in a position, where the gravitational force is balanced by a magnetic force
acting in the opposite direction. When the gravity changes, the test body begins to
shift from the zero position, and the electronic displacement sensor produces an
error signal. By changing the current in the control ring, the auto-tuning system
creates an additional magnetic field proportional to this signal, which keeps the
test body in zero position. Since the returning force is proportional to the current,
measuring the current in the control ring provides linear measurement of changes
in the force of gravity.

In the model of sensitive element (Fig. 1), the test mass was in the form of
a cylinder on which superconducting rings and a mirror for interferometric meas-
urements were placed. Additional structural elements necessary for technological
reasons were attached to this cylinder.

An effective use of the advantages of MSS (magnetic suspension system)
which have almost unlimited sensitivity requires an appropriate system of regis-
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tration of the test body displacement. To determine the test body positions in cry-
ogenic element (CE), the use of a laser sensor was proposed. This made it possi-
ble to exclude probable disturbances in the position of test body caused by electric
and magnetic fields as opposed to the conventional sensors used in previous sys-
tems. The modern interferometric methods and dynamic effects in the laser gen-
eration caused by weak external signals are used to detect ultra-small movements
of the test body. The interferometric method can ensure the measuring accuracy
of the test body coordinates not worse than 0.1 nm, what is sufficient to achieve
the necessary sensor sensitivity. We have selected and implemented experimental
schemes with laser displacement detectors, which provide measurements of the
test body displacements and transformation of the signal into digital form for sub-
sequent processing. It was shown that an optical sensor based on a diode laser
with external resonator as a source of monochromatic radiation and a single-mode
optical fiber as a channel for transporting light to a test body with maintaining the
coherence of optical radiation that satisfies set requirements.

-._______,_.Clﬂiﬂlur

Liquid He
—————— Pormanent nragnet

Licuad M, Lavitating suparconducting mass
P—l—

Fig. 1. The layout of the opto-cryogenic sensor

SENSOR DESIGN

The suspension is coaxial, i.e. the holding magnets are displaced from the coaxial
position to the position, where their axes are parallel to the axis of the suspension
(Fig. 2). From various options for the number of holding magnets (two, three,
four), a system of four rare earth permanent magnets with a vertical axis was
selected. Each magnet in the horizontal plane has a rectangular shape. The
vertical positions of all four sets of magnets were shifted from the axis of the
suspension so that a space of 18 mm in diameter was formed to accommodate the
optical sensor. The problem of the non-vertical position of the suspended free
sample, which arose as a result of the unequal magnetic properties of the sets of
permanent magnets, was solved by two structural changes. One of them was an
increase in the pendulous feature of the test mass and the other was reduced to a

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2022, Ne 3 33



V. Yatsenko, S. Kruchinin, P. Bidyuk

thin ferromagnetic ring, which compensated for the azimuthal inhomogeneity of
the suspension magnetic field.

—

Fig. 2. Design of the opto-cryogenic sensor

After theoretical and experimental studies of the suspension, optical sensor,
and measurement software, the feasibility of the implementation of selected de-
sign as a whole was analyzed. As for the suspension, the main work concerned
changes in the design of the magnetic system, when instead of placing remaining
magnets on the axis of the suspension they had to be biased from the axis so that
to place an optical laser sensor on it.

The new design of the working model (Fig. 3, 4) included four sets of per-
manent rare earth magnets, whose vertical axes of which were shifted from the
suspension axis in four radial directions. The new design of the test mass had two
niobium-titanium rings. The upper plane of the sample was polished as a
reflective plane for laser beams. The levitation gap, depending on the weight of
the test body, was from 7 to 15 mm. Based on this working model, theoretical and
experimental studies of the joint operation of the suspension — registration system
were carried out. The influence of the physical state of helium (liquid or gas) on
the joint operation of the suspension — registration system was analyzed. The
effect of a passive filter on the accuracy of the measurements was studied as well.
The factors that influence a decrease in the suspension stiffness, in particular the
presence of an additional ferromagnetic mass on a free sample wecre analyzed.

Experimental studies of the system were carried out to determine the proper-
ties of working model of a gravimeter, the dynamic characteristics of the mag-
netic suspension of free trial mass of the working layout of the gravimeter as well
as the refinement of the sensitive element as a part of magnetic suspension, which
was dictated by the experimental studies.

34 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 3



Superconducting gravimeters based on advanced nanomaterials and quantum neural network

Fig. 4. Magnetic suspension system and optical system for the measurement of mechani-
cal coordinates

SIGNAL PROCESSING SYSTEM

The signal processing system consists of an adaptive compensator, inverse dy-
namic sensor model, adaptive Kalman filter, and a digital filter. Instead of a
reverse model, a special type of neural network can be used. The software
integrates gravity perturbation estimation algorithms with data processing models.
It also includes a subsystem for interaction of the program core with the database,
as well as with algorithms for its interaction with the sensor. It is supposed to in-
clude the software modules implemented in Matlab. Special tools are provided to
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significantly reduce the levels of internal and light-generating noises based on the
use of the features of the detector operation and software.

The analysis of the noise intensity characteristics of the optical coordinate
meter was conducted. The correlation function and spectral density of the noise
were obtained with regard for the properties of the bandpass filtering in an
interferometer and the arbitrary modulation of a wavefront. The analysis included
the modulation of a fractional noise as a special case of noises. To detect a signal
limited by a fractional noise, the signal-noise ratio was found as a function of the
modulation parameters. And the procedure for optimizing the noise-signal ratio
corresponding to the signal demodulation was developed.

A noise compensation algorithm based on the global optimization approach
is proposed. The compensator can extract useful information from a noisy optical
signal. The noise compensation system allows the use of two types of sensors.
The primary sensor generates a noisy source signal, whereas the secondary sensor
measures the noise that is not correlated with the useful signal, but is correlated
with a noise in the primary sensor.

Neural network algorithms for the signal analysis and estimation of gravita-
tional perturbations based on the information approach have been developed. The
error of the entropy minimization approach in identifying the dynamics of a test
body was studied. An influence of the Parsen clock window on the search for a
minimum of the entropy was studied. It has been analytically proved that the min-
imum of the entropy can be local. At the same time, the global minimum of the
entropy with nonparametric estimation can be found by using information from
the Shannon and Gaussian kernels. A comparative analysis of minimizing the en-
tropy of the error and minimizing the entropy of the least squared error of a short-
term prediction of experimental data is carried out. The statistical properties of the
error in estimating the high-order central moments of the experimental time series
and forecasting are used as comparison criteria. A mathematical description of a
new structure of the inhibitor-type neural network which belongs to an important
class of neural networks is developed. The necessary conditions for the behavior
stability of a competitive inhibitory neural network are determined, and an algo-
rithm based on stability conditions is developed. An algorithm of implementation
of an inhibitory neural network for the evaluation of a signal characterizing the
position of a levitating body in space has been also proposed.

Testing of the software for estimation of gravity perturbations affecting the
levitating test body was performed. A module for the asymptotic estimation of
gravitational perturbations by optical measurements has been added to the soft-
ware. The analysis of the signal evaluation quality of the levitating body distur-
bance using the sequential processing of “optimal filter — inverse model — adap-
tive filter” was made. To compare the evaluation qualities, the following criteria
were used: the ratio of standard deviations of the estimated signals, least-square
error of the estimate, and the correlation coefficient of the signal without noise
and the estimated signal.

LASER DISPLACEMENT SENSOR OF A SUPERCONDUCTING GRAVIMETER

Recent advances in development of diode lasers and the fiber optic technology,
progress in the development of laser interferometry methods offer an alternative
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to commonly used electronic displacement sensors. The use of fiberoptic interfer-
ometers has several important potential advantages [1], providing: 1) the possibil-
ity of creating a linear highly sensitive displacement detector; 2) absolute dis-
placement measurements with a natural scale such as the laser radiation
wavelength; 3) a dynamic range sufficient to record the largest seismic distur-
bances; 4) minimal electrical noise; 5) minimum size, relatively easy production,
and the lack of electromagnetic and thermal noises; 6) the ability to reduce drifts
while using frequency-stabilized lasers.

Optical Measurement System Design

In the model of a superconducting gravimeter investigated in this paper, the
motion of the test body was studied, by using an optical sensor — a laser
fiberoptic interferometer. The laser interferometer is based on a 5-m long single-
mode optical fiber, which made it possible to conveniently place the laser-optical
unit relative to the cryogenic one. The test body had the shape of a cylinder on
which a mirror was placed for interferometric measurements (Fig. 5).

Reference surface

]
o >~ Miror surface
Head of levitating
of optical test body
sensor

Fig. 5. The scheme of the insert in a cryostat with an optical gage head mounted on a
supporting plane and with the levitating test body

The general scheme of the optical measuring system is shown in Fig. 6. It
included:

e asource of laser radiation;
fiber optic cable;
photodetector;

e signal recording system,;

e laser radiation monitoring system.

The laser diode radiation was fed into the optical fiber using a collimating
lens. The reference beam of the interferometer was formed by reflecting part of
the laser radiation that was fed into the fiber from the output end of the light
guide, and the signal beam was formed by the reflection from the polished
aluminum surface of the test body. In order to reduce the sensitivity of the device
to the angular deviations of the test body, the output collimating optics was not
installed, the amplitude of the signal beam rapidly decreased with increasing the
distance from the output end of the fiber to the test body. A normal operating
range was considered at distances in the interval 0.2 — 0.8 mm.
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Fig. 6. Block diagram of the optical measuring system: / — cryostat with an insert on
which an optical head is mounted; 2 — optical cable; 3 — focusing lens; 4 — a laser
head with a laser diode; 5 — power supply of the laser diode; 6 — temperature
stabilization unit; 7 — Fabry-Perot IFP-1 interferometer; § — screen; 9 — synchronous
detector; /0 — analog-to-digital oerter; // — modulator; /2 — computer

The reference and signal beams were returned through the fiber back to the
laser optical unit, then reflected from the beam splitter and recorded by
a photodetector.

The laser radiation source was based on a Hitachi semiconductor continuous
laser HL6320G (emission wavelength 635 nm, output power 10 mW). The laser
was placed in a TCLDM9 thermoelectric cooled laser head of Thorlabs Inc.,
which allowed the installation of diodes with a case diameter of 9 mm and
5.6 mm, allowing the modulation of a supply current in the frequency range from
100 kHz to 1 GHz and the precise control over the laser diode temperature. To
feed the laser an LDC-500-EC electronic unit (Thorlabs Inc.) was used, which
made it possible to set the laser diode current in the interval from zero to 500 mA
with an accuracy of + 0.2 mA. Noise in the frequency range of 10 Hz — 10 MHz
does not exceed 5 pA. The power supply had a mode for controlling the laser
radiation power using the photodetector integrated in the laser diode case. The
power supply current of the laser diode could be modulated using an external
generator in the frequency range from DC to 150 kHz, the modulation coefficient
is50mA / V.

The temperature of the laser diode was stabilized using a thermoelectric
cooler built in a laser head, which was controlled by the TEC2000-EC thermal
stabilization unit (Thorlabs Inc.). The temperature stability was 0.001 K, the ad-
justment accuracy was 0.01 "C.

The interferometer used a fiber optic cable P-3224-FC-5 (Thorlabs Inc.). The
cable at both ends had ceramic caps, a numerical aperture of 0.12, a cut-off wave-
length of 620 nm, is single-mode with a core diameter of 4 um, and a sheath di-
ameter of 125 pm. The cable length was 5 m. From the laser side, the radiation
was fed into the optical fiber using an F230FFC-B collimating lens (Thorlabs
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Inc.) with a diameter of 3.8 mm, a numerical aperture of 0.55, and a focal length
of 4.5 mm. Optics were enlightened in the interval of 600—1050 nm.

As a photodetector, PDA55-EC silicon photodiode (Thorlabs Inc.) was used
with a large receiving window area (13 mm?) with a low-noise amplifier, the gain

of which was adjustable from 1.5-10*V/A to 1.5-10°V/A. With a minimum
gain, the receiver bandwidth was at least 10 MHz.

The signal from the photodetector was either fed directly into an analog-
digital 12-bit converter of MC-PC20 type or firstly into a synchronous detector to
increase the signal-to-noise ratio, and then through an ADC to a personal computer.

To form the reference signal for the synchronous detector and to modulate
the interference signal, we used a modulator, which generated an alternating high-
voltage signal for supplying to the piezoelectric element to modulate the position
of the reference plane of the interferometer. The recording system made it possi-
ble to record a continuous signal lasting 16s.

Properties of the fiber optic interference sensor and its maximum sensitivity

Interference signal. The light intensity detected by a photodetector depends on the
distance x between the test body and the end of the fiber and can be represented as

I=1,R, {Rl +(1—=R)TR +2JT(1- RI)Rer(X)COS(4TE %j} . (LD

where [ is the light intensity at the photodetector, [, is the intensity of the laser
radiation fed into the fiber, R, is the reflection coefficient of the dividing plate,
R, is the reflection coefficient of the fiber end, R is the reflection coefficient of
the surface of the test body, 7' is the collection efficiency of the fiber reflected
from the surface of the test body, I'(y) is the correlation function of laser radia-
tion, y =mnl/l,, where | =2xis the difference in the paths of the signal and refer-
ence rays, /. is the coherence length of the laser radiation (/. = xAv, where ¢ is
the speed of light, and Av is the width of the laser radiation spectrum). In the case

of white frequency noise, the laser emission spectrum has a Lorentzian shape, and
the correlation function has the form I'(y) =exp(—y).

The effect of laser radiation coherence. Thus, the interference is possible,
if the path difference is less than the coherence length. The coherence length sub-
stantially depends on the type of laser. For example, for a gas single-mode laser, it
is /. =3 km, while for laser diodes that were used in the described experiments,

this value is less than 1cm. The relative smallness of the coherence length for la-
ser diodes plays a very important role in the operation of a developed laser meter.
In reality, in addition to the interference between the waves reflected from the test
body and the end of the fiber, some of other interferences can be observed (e.g.,
the interference of waves reflected from the input and output ends of the fiber,
etc.).This interference is an unwanted spurious effect that can significantly distort
the useful signal. It is important that in the proposed scheme only a useful signal
takes place, when the difference in the paths of the interfering waves is minimal,
while, for all others, the difference in the courses contains the length of the fiber,
which is 5 m in this experiment. Therefore, it can be expected that when using
“bad” lasers with a short coherence length (but greater than the distance from the
end of the fiber to the test body), the useful signal will not be distorted by the spu-
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rious interference. At the same time, the use of “good” gas lasers will lead to a

significant distortion of the signal.

To confirm this conclusion, an optical meter was experimentally tested for
two cases where a He—Ne laser and a laser diode were used as a source. Fig. 7
illustrates the need to use low-coherence lasers. In this figure, the upper curve
shows the interference signal, when using a gas laser, and the lower curve shows
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Fig. 7. Dependence of the photodetector
signal on the displacement of the reflecting
surface in the case of using a He-Ne laser

(upper figure) and a laser diode (lower figure).

the interference signal for a laser di-
ode. It can be seen that, in the first
case, the interference pattern is dis-
torted due to spurious reflections,
whereas, in the other case, the ideal
sinusoidal dependence of the signal is
observed, when the position of the
test body changes.

The sensitivity of the method.
For experimental determination of the
minimum displacement of a test body
which can be recorded by the devel-
oped optical sensor, the scheme
shown in Fig. 8 was used. The mirror
simulating the test body was mounted
on a piezoelectric element to which a
constant voltage was applied to control
the movement of the mirror with sub-
nanometer accuracy. The magnitude of
a mirror displacement was determined
by the magnitude of the applied
voltage, based on the fact that the
displacement of the mirror by a half

of the laser radiation wavelength (A/2 ~ 0.32um) would be at a voltage of 48V.

The sensitivity of the interferometer was determined when tuning the region of the
highest steepness of the dependence of the signal on the displacement of the mirror.

1 2

To the interferometer
—p

-

! 3
ENENENEREEEN

Fig. 8. Sensitivity calibration scheme of the optical sensor: / — piezoelectric element;
2 — mirror mounted on the piezoelectric element; 3 — optical sensor head; 4 — voltage
source. The input end of the fiber is cut at an angle of 8
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Using a modulation technique to increase the sensitivity. The analysis of
the noise of the optical measuring system showed that, with an increase in the fre-
quency of observations, the spectral density of the noise rapidly decreases, reach-
ing a constant value at frequencies above SkHz, which is two orders of magnitude
lower than the spectral density at low frequencies. Therefore, to increase the accu-
racy of the optical sensor, the modulation technique can be used, which makes it
possible to transfer the registration frequency to the spectral region, where the
system noise is minimal.

According to (1.1), the dependence of the interference signal on the position
of the mirror x can be written as

S=a+bsin2kx,

where k=2n/A, a and b are constants. To eliminate the coordinate-independent
component of the signal a, which makes the main contribution to low-frequency
fluctuations, we modulate the distance to the test body with a frequency of Q,

X =Xy +Axcos(Q).

The signal is recorded at the modulation frequency (or triple frequency) ac-
cording to the formula
2n/Q
[ S(t)cos (kQt + ¢) dt ,
0
where k =1.3. After integration, we obtain, respectively:

s; =bJy(1,2kA) cospcos(2kAx)
and

2h(Gk) 1(2kA2x) — 11 (2kAx) -

b

53 =bcos@cos ZkAx( M]

where J,(2) is the Bessel function.

Experimentally, the efficiency of the modulation technique was tested by
changing the mirror position (or the position of the sensor optical head) with a
frequency of 65Hz and with amplitude of about 0.1lum. The signal from
the photodetector was fed to a selective amplifier, asynchronous detector, and an
integrator and recorded by a computer. The registration of signals was performed
at a frequency of 65 Hzin a
narrow frequency band (the 1,34 w ) ﬁ:| I A
averaging time was equal to - ”r\ Jl’ ' .| _ n il
1s), and the signal-to-noise 1,32 | I \ . ( ||i I !|!|||

[ "

}:\ !'J' | ‘li lA

il
1,28— ‘ I L

1,26-

ratio significantly increases. |||||'I I ;: !‘l || ,-:||| H /
Fig. 7 shows the change in the 1.304 |||II | | \l | | ‘ I||| '| i!' [
signal  with a  stepwise l l‘ ‘ IR |

displacement of the mirror with J| “ \|' \ | “ # J \ ||| ulf

a step of 0.8nm. It can be seen 'H?(

that the use of the modulation

technique even at a not very 124 _ . i

high modulation frequency 53 59 6.0 6.1 6.2 6
leads to a significant reduction . ) ) .

in the noise and, con- Fig. 9. Registration of oscillations of a test
sequently, to a 51gn1ﬁcant body with an amplitude of about 1.0 pm and
increase ’ in the method an oscillation period of about 0.25 s

sensitivity. As follows from Fig. 9, the developed sensor allows to register
displacements at the level of about 0.1 nm.
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Model experiments

Given high cost of cryogenic experiments with relatively short levitation sessions
in the gas phase, the development of the necessary technical solutions was carried
out using models that recreate, as closely as possible, the real working conditions
of a superconducting gravimeter. Based on the fact that the natural frequency of
the developed test body was as low as several Hz, a scheme that recreates the dy-
namics of the test body by placing a reflecting mirror on a floating base was im-
plemented.

It can be shown that the vertical oscillations of the body with an area of S
that floats on the surface of a liquid with density p are described by the relation

mx = pgsSx ,
where m is the mass of the float with a mirror, p is the density of a liquid, and g
is the acceleration of gravity. The natural frequency of such a system is deter-
mined by the value ®=,/pgS/m and can easily be changed by choosing the ap-
propriate values of the system parameters. For model experiments, a system was

used with m =0.05kg, p = 10° kg / m3 (water), the float had the shape of a cyl-

inder with a diameter of 50 mm. The oscillation frequency of such a system was
about 3 Hz.

Fig. 10 shows the signal from an optical sensor, when the oscillation ampli-
tude was about 1 nm. It can be seen that, during the period of oscillations, the mir-
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Fig. 10. An interference signal in the case of a levitating test body: a—c — fragments (0.2 s)
of consecutive 16-second recordings of the interference signal, which were carried out
after 3—5 min one by one. Levitating test body is in a gas environment without direct con-
tact with liquid helium. d — the levitating test body is in direct contact with liquid helium
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ror surface shifts by several half-waves, and the signal follows relation (1.1), in
which the distance varies by the harmonic law.

The model experiments showed that the developed system makes it possible
to register, after the appropriate mathematical processing of the obtained data, the
vibrational motion of the test body with an amplitude greater than or comparable
to the wavelength.

QUANTUM NEURAL NETWORKS

It is planned to use in gravimeter a quantum neural network based upon quantum
automates. We studied the quantum computing within the constraints of using a
polylogarithmic (O(logkn), k\1) number of qubits and a polylogarithmic num-

ber of computation steps. The current research in the literature has focused on
using a polynomial number of qubits. A new mathematical model of computation
called Quantum Neural Networks (QNNs) is defined, building on Deutsch’s mod-
el of quantum computational network. The model introduces a nonlinear and irre-
versible gate, similar to the speculative operator defined by Abrams and Lloyd.
The precise dynamics of this operator are defined and while giving examples in
which nonlinear Schrodinger’s equations are applied, we speculate on its possible
implementation. Many practical problems associated with the current model of
quantum computing are alleviated in the new model. It is shown that QNNs of
logarithmic size and constant depth have the same computational power as
threshold circuits, which are used for modeling neural networks. QNNs of poly-
logarithmic size and polylogarithmic depth can solve the problems in NC, the
class of problems with theoretically fast parallel solutions. Thus, the new model
may indeed provide an approach for building scalable parallel computers.

Our quantum neural network based on quantum automatons. This useful
possibility was introduced by V. Yatsenko. He used controllable Schrodinger’s
equations and it was shown how converts it to a quantum automaton. We formu-
late a new paradigm for computing with cellular automata (CAS) composed of
arrays of quantum devices-quantum cellular automata. Computing in such a para-
digm is edge driven. Input, output, and power are delivered at the edge of the CA
array only; no direct flow of information or energy to internal cells is required.
Computing in this paradigm is also computing with the ground state. The archi-
tecture is so designed that the ground-state configuration of the array, subject to
boundary conditions determined by the input, yields the computational result. We
propose a specific realization of these ideas using two-electron cells composed of
quantum dots. The charge density in the cell is very highly polarized (aligned)
along one of the two cell axes, suggestive of a two-state CA. The polarization of
one cell induces a polarization in a neighboring cell through the Coulomb interac-
tion in a very non-linear fashion. Quantum cellular automata can perform useful
computing. The authors showed that AND gates, OR gates, and inverters can be
constructed and interconnected. This opens new way for implementation of the
gravimeter proposed.

CONCLUSIONS

A gravimeter based on an optical sensor and a magnetic suspension of a super-
conducting test body was developed and experimentally investigated. The sensor
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was studied at cryogenic temperatures, and procedures of data collection and pro-
cessing were developed. Using the developed sensor, we studied the dynamics of
a levitating test body in different environments (liquefied helium, cold helium
vapor, etc.). On the studies of sensor’s model its elements were refined to increase
the sensitivity and to reduce the noise level.

An optical interferometric displacement sensor with subnanometer sensitiv-
ity was developed, created, and studied. The sensor was used to study the dynam-
ics of oscillations of a test body with micron amplitudes, and it was shown that
the proposed and experimentally implemented method for detecting the small dis-
placements of the test body provides the possibility of using this method in super-
conducting gravimeters with adequate parameters of the sensitive element of
a gravimeter. The achieved sensitivity of the optical sensor makes it possible to
record a minimum displacement of the test body of the order of 100 pm, which
with a natural frequency of oscillations of the test body of 0.2 Hz makes it possi-

ble to detect a change in the acceleration of gravity at a level of 10" g. For esti-

mation makes the acceleration of gravity at a level of 10710 g wWe propose to use a
quantum neural network based on quantum automatons.
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HAZIMPOBIIHI TPABIMETPU HA OCHOBI CYHYACHUX HAHOMATEPIAJIIB 1
KBAHTOBUX HEMUPOHHUX MEPEXK / B.O. fuenko, C.I1. Kpyuunin, I1.I. Bigrokx

AHoTanisi. OnicaHo HOBY KOHIICTIIIO KPiOr€HHO-ONTUYHOTO JaT4HlKa, MpPH3HAYe-
HOTO JJIs1 BAKOPUCTAHHS Y KOCMIYHUX JOCIHIIKEHHAX, TeOANHaMII Ta (hyHIaMeHTa-
JIBHUX eKCHEePUMEHTaX. B OCHOBY JlaTurKa MMOKJIAICHO MArHITHUH MiJIBiC 3 JIEBITYO-
YHM TECTOBUM TiJIOM, BUCOKOTOYHUH ONTHYHHUN PEECTPATOp MEXaHIYHUX KOOPJIHHAT
JICBITYIOYOTO TiJIa i cUCTeMa 00pOOJICHHS CHUTHAMIB. SIK BUMipIOBaIbHY CHCTEMY JUIS
BU3HAUCHHS 3Mill[CHbh TECTOBOTO TiJla BUKOpPHCTaHO iHTepdepomerp MixenbcoHa 3
Ja3epHUM Ii0110M i onToBojoKHOM. KoopauHariss KOrepeHTHOT TOBXKHUHH J1a3epPHOTO0
nioza i pi3HULI ONTUYHHX JOBXKHH IUIeUeil iHTephepomMerpa qajia 3MOTy BHIAIUTH
KOTE€PEHTHHUH IIyM, 3yMOBJICHHH iHTEp(QEPEHIIEI0 BiJ BHIAAKOBUX BiIOUTKIB. Mi-
HIMaJIbHO 3apEeCTpOBaHE BiAXMICHHS TecToBoro Tina cranoBmio 0,1 mM. [lomano
HPOLEAYPY NPOCKTYBAaHHS JaTYMKA, a TAKOXK MaTeMaTH4Hy MOJEb JUHAMIKH HaJ-
npoBigHOi mixBicku. HaBeneHo pe3ysbTaTH eKCIIepUMEHTAIBHUX TOCIIKCHb Mar-
HITHOI HiJBICKM i ONTHYHOTO iHTEP(HEPOMETPUUHOTO JATINKA BiIXHUJICHb, SIKUH Mae
CyOHAaHOMETPHUYHY Yy TJIUBICTb.

KonrodoBi ciioBa: MarHiTHa mifBicka, Jla3epHUH iHTepdepoMeTp, ONTHIHE BOJIOKHO,
BUMIPIOBaHHS 3MIIIEHHs, KBAHTOBA HEHPOHHA MEPEXKi.
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COMBINED CONTROL OF MULTIRATE IMPULSE PROCESSES
IN A COGNITIVE MAP OF COVID-19 MORBIDITY

V. ROMANENKO, Y. MILTIAVSKYI

Abstract. In this article, a cognitive map (CM) of COVID-19 morbidity in a given
region was built. A general linear impulse process (IP) model in the CM was devel-
oped and measured, and unmeasured CM node coordinates were defined. The gen-
eral IP model was decomposed into interrelated subsystems with measurable and
unmeasurable node coordinates. For the subsystem with measurable node coordi-
nates, multirate sampling of coordinates was conducted, resulting in the develop-
ment of discrete dynamics models for quickly and slowly measured node coordi-
nates. External controls were selected in IP models based on the possible variation
of resources of node coordinates and CM weighting coefficients. IP control laws
based on the variation of CM nodes and weight were designed. As a result, recurrent
procedures for control generation in closed-loop control subsystems with multirate
sampling were formulated. Experimental research on the control subsystems was
carried out. It confirmed high efficiency for decreasing COVID-19 morbidity.

Keywords: cognitive map, impulse processes, control law, optimality criterion,
COVID-19.

INTRODUCTION

In the given article, cognitive modeling is applied to the research of dynamic
processes of coronavirus morbidity. Cognitive modeling is based on the notion of
a cognitive map (CM) which is defined as a weighted oriented graph with nodes
representing coordinates (concepts, factors, characteristics) of a complex system
and weighted edges (arcs) describing cause and effect interrelations between CM
nodes. CM is built by experts. It allows qualitative description of interrelations
between complex system’s components and quantitative assessment of the effect
of each CM node on all others, using edges of the oriented graph.

During evolution of a complex system with impulse-type behavior CM co-
ordinates evolve with time under the effect of different disturbances. Each coor-
dinate takes value z;(k) at discrete time moments k£ =0,1,2,... At the next sam-

pling period the value z;(k+1) is determined by the value z;(k) and information

about increase or decrease of values of other nodes adjacent to given i -th node, at
time moment k& . Change of any j-th node at time moment £ is called “impulse”

and according to [1] is denoted by P;(k) and is given as a difference

© V. Romanenko, Y. Miliavskyi, 2022
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Pi(k)=z;(k)—z;(k-1), k>0.Impulse P;(k) incoming to the ;-th node will

propagate over the paths of the CM to other nodes while increasing or decreasing.
Propagation process of disturbances in the CM is defined by the difference equation [1]

z,(k+1)=z,(k)+ faijpj(k), i=1,..n, (1)
Jj=1

where a;; is a weight of an oriented graph’s edge connecting the j-th node with

the 7-th one. If an edge connecting i -th and j-th nodes is absent, respective co-
efficient a; =0.

CM nodes coordinates propagation rule (1) is often written as a first-order
difference euqatin in variables increments

Az (k+1)= 3 ayz; (k). ®)
=1

which describes CM IP. Here Az;(k)=z;(k)—z;(k-1), i=12,...,n. In a vector
form equation (2) is written as follows

AZ (k+1)= ANZ (k), (3)

where A is a transposed adjacency matrix of the CM, AZ (k) is a vector of in-
crements of coordinates z; of CM nodes, i=1,2,...,n. From the control theory

perspective the model (3) describes dynamics of linear multivariate system in dis-
crete time under free motion of CM nodes.

Not all CM nodes are measurable in different complex systems. E.g., it is
impossible to accurately measure level of a population health, level of democracy
in a society, level of corruption and shadow economy, level of political activity
etc. To solve this problem, [2] suggests to decompose the initial CM model (2),
(3) into two interrelated CM. So, n CM nodes coordinates z; are broken down
into p measurable nodes x; (i=1,..,p) and (n— p) unmeasurable nodes y;,
[=p+1,..,n. Then IP model (3) can be presented as two interrelated subsystems
of IP:

AX (k +1) = A4 ,AX (k) + A, AY (k) ; 4)
AY (k+1) = Ay AY (k) + Ay AX (k) 5)

where X is a vector of measurable CM nodes, Y is a vector of unmeasurable
nodes. Here matrices of weights A4;,, 4,, represent interrelations between the
first (4) and the second (5) parts of the initial CM (3).

In [3] the problem of control automation for CM IP is solved by means of
varying CM nodes coordinates and weights with unirate sampling, where controls
are designed in a closed-loop control system. For this purpose equation (4) with
measurable coordinates is used, augmented by controls as follows:

AX (k +1) = A, AX (k) + A, AY (k) + BAu (k) + L(k)Aa(k),
where Au(k)=u(k)—u(k—1) is the first difference of an external control vector

formed by means of varying resources of CM nodes coordinates,
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Aa(k)=a(k)—a(k —1) is the first difference of a control vector based on vary-
ing the degree of influence a;(k) of the coordinate Ax;(k) on the coordinate

Ax; (k) . The rules for writing matrices B and L(k) are described in [3, 4]. Ap-
plying variations Au(k) and Aa(k) as control inputs is necessary when dimen-

sions dimAu (k) or dimAa(k) are much less than number of nodes dimAX (k).

In such a case using only one group of controls significantly decreases accuracy
and speed of control systems for CM IP.

Among the coordinates of the vector X in the model (4) there can be some
coordinates )? r measured (fixed) with a small sampling period 7, and some co-

ordinates X, measured with a big sampling period /1 =mT, where m is integer

greater than 1. To describe dynamics of such a system a model of an IP with mul-
tirate sampling was developed in [5].

CONSTRUCTION OF A COVID-19 MORBIDITY CM

Fig. 1 shows a CM of cause-and-effect relations in the process of spread of
COVID-19 morbidity in a given region. The following nodes are included into the
CM: 1 — number of daily revealed infected patients; 2 — number of daily vacci-
nated people; 3 — number of patients dying daily of COVID-19; 4 — number of

Fig. 1. COVID-19 morbidity CM

patients in isolation in the given region; 5 — number of patients recovered from
COVID-19 in the given region; 6 — number of infected passengers revealed dur-
ing arriving from other regions; 7 — number of patients in hospitals in the given
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region; 8 — degree of contacts intensity set for the population of the given region
when being in industrial, educational, public spaces; 9 — level of contact protec-
tion against infection (wearing masks); 10 — number of not isolated sick people
who move freely (including those who arrived from other regions and ere not re-
vealed at arrival); 11 — level of danger of the virus strain.

Each CM node affects other nodes. Degree of the effect is estimated by the
weights which can be positive or negative. E.g., the effect of the node 2 on the
node 10 is reflected by the coefficient -0.3 because increase of number of daily
vaccinated people leads to decrease of number of infected not isolated people who
freely move; increase of level of danger of the virus strain (node 11) leads to in-
crease of number of daily revealed infected patients with coefficient 0.4.

For cognitive modeling all CM nodes coordinates which represent factors of
different physical nature are usually kept in a single scale. That’s because when
building the weighted oriented graph experts cannot correctly set the weighting
coefficients of edges between CM nodes if they are measured in different units
(like level of wearing masks, number of patients, danger of the virus strain). Here
we suggest using 100 points scale for all CM nodes coordinates where 0 points
means absence of a given factor and 100 points means maximal possible level of
this factor at the given time interval. Obviously, when defining these factors
values some subjectivity is possible, but it does not interfere with modeling or
control of the whole system behavior.

MODELS DEVELOPMENT FOR CM IP SUBSYSTEMS WITH MULTIRATE
SAMPLING FOR QUICKLY AND SLOWLY MEASURED COORDINATES

We develop models with multirate coordinates sampling based on the model (3),
(5) of the subsystem with measurable coordinates. We assume that some coordi-

nates X , of the vector X belong to the quickly measured CM nodes with a
small sampling period 7;, and some coordinates X are measured in discrete time

moments with a big sampling period ~=m7,. Then the IP model (5) can be
generally written in an intermediate form with unirate sampling as follows:

AX (k +1) (A Aug AX / (k) LB 0 Auy (k) .
AX (k+1)) \ g Ans )\ AX (k) ) | 0 By )\ Aug(k)

+ (Lf ky 0 J(A‘zf (k)J + (A”f jAY(k). (6)
0 Li(k))\ Aay(k) Apyg

Quickly measured coordinates )? ; are nodes 1, 2, 3, 4, 5, 6, 7 of the CM

(Fig. 1). Slowly measured node x, is the CM node 8 — degree of contacts inten-
sity for the population of the given region. Unmeasured coordinates are nodes 9,
10, 11. To create controls Au,(k), Auy(k), Aug(k) we can use varying the re-
sources of the nodes 2, 4, 8 respectively. Varying the weight coefficient a¢; (how

number of infected passengers revealed during arriving from other regions affects
number of patients in hospitals) can be used to create a control Aag;(k). Then
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sizes of the vectors in the model (6) will be dimX =1, dim X, =1,
dimu, =2, dimi, =1, dimY =3, dimAa, =1, dimAz, =0.
According to CM on Fig. 1, matrices in the model (6) will be the following:

03 -02 0 0 0 0 0
03 0 01 0 0 0 0
0 -005 0 0 -015 0 0
Ay =[04 -02 0 0 0 07 0|

0 04 -05 02 0
0 0 0 0 0 0 0
0.1 -025 0 0 0 0.25 0.2

A 5=06 0 02 0 0 0 025),

Ay =(=02 0 0 =005 0 0 —0.05), 4, =0.

Matrix B is created by the CM IP control system designer. It has to ensure
scaling and switching designed controls Au (k). Elements of the matrix B, are
zeros and ones. Element b;, =1 when the i -th CM node is affected by the p -th
component of the control vector. Thus in each row of the matrix B, only one el-
ement can be equal to one and all others will be zero. Size of the matrix B, for
the given CM (6) is 7x2 where 7 and 2 are sizes of vectors X rand uy(k) re-
spectively. Then

(o 1 00000}T
By =

00010O00O0

The rules for writing the matrix L, (k) can be found in [3]. For the model
©) L;(k)=(0 0 0 0 0 Axs(k) 0)".

Unmeasurable CM nodes coordinates yq,1;(,»;; in the model (6) are in-

cluded into the vector AY (k) as unmeasurable disturbances. Then matrix 4, rin
the CM (Fig. 1) will be

~05 06 04
0 0 02
0 0 03

Apyp=| 0 —03 0
0 -04 0
0 0 06
0 02 0
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There is only one slowly measurable coordinate 8 in the CM which can be
affected by the control u, with a sampling period 4 =mT|, via varying resources

of the node 8. So in model (6) B, =1, L (k) =0. Unmeasurable nodes 9, 10, 11
don’t affect the node 8, so 4;,, =0.

Thus IP model (5) is split into two parts. The first part describing dynamics
of the quickly measured CM nodes with sampling period 7|, can be written based

on (6) as follows:

AX/Hk}th(Hl)TO}—AanX/Hk}hHTO}rA“/S S[[i}h +

oy o]t}om] Z%iﬁiﬂ o] o

where [E} is integer part of dividing & by m, [ =0,1,...,m—1. The first differ-
m

s [ 2 o]
NIRRT

and zero otherwise. Disturbances vector

LLm

)

€nce

is generated by the unmeasurable nodes AY of the CM.
The second part of the model described the dynamics of the slowly measured
CM node 8 can be written in the intermediate form based on (6) as

Axg Hk}hﬂlﬂ)%}_AmfAXfHk}thlTO}LB Aug Hﬁ}hHTO} ®)
m

Based on the iterative procedure described in [5] the model (8) can be transi-
tioned to the form where the coordinate x; and the control u, have the big sam-

pling period & =mT, considering that 4,;, =0 and there are no external distur-
bances and weights-varying based controls:

N[ e
S (SR E R
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[t et [ o]

CONTROL AUTOMATION OF CM IP WITH MULTIRATE SAMPLING

For designing algorithms of CM IP automated control dynamics (7), (9) of the
should be written in full CM nodes coordinates (not in incre-

X, Hﬂh +(+ 1)T0} =
k

NT || k ~

R e
(5 o] s [Epn]

9
. MH - Ay AT fﬂﬂh - - 1)TO} - BAu, MH (an

where q_1 is a reverse shift operator with sampling period 7, .

vectors X o, xg

ments):

+Azfﬂﬂh+m)} : (10)

I|= 3=

To design quickly changes controls Au ;,Aa, the following quadratic crite-

rion is suggested:

J{HMUHVO}E {y{
oKl

Ry 0
72 AafH }hHTO}

where E is expectation (mean), Ef is set-point vector for stabilization of CM

T
h+(1+1)T0}5f} x

o) o[£

1
3 | =
| I

1
1
3 | =
1

Airy

>
Nl
~
1
1

I 3=

| I——

(12)

nodes coordinates X IE
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Aii,

Based on minimization of criterion (12) with respect to vector (A J , having

a

!
used model (10), we find quick combined control vector that affects nodes X I
according to (10):

AT, Hﬂh 1T,
Aa, Hﬂh 11T,
Al b Y o

o [Tk % || X
x {(1 st Ang = Ang DX, HZ}h " ITO} t4 USAXSH;}@ '

+A§{[ﬂh+ﬁo}@}. (13)

To design the slow control Au,, the second optimality criterion is suggested:

AGb el e 2] o

where G, is set-point vector for x, stabilization. Based on minimization of crite-

rion (14) with respect to Au,, having used model (11), we find slow combined
control that affects node 8:

Aug H%}h} - BzBi B (xs H%}h} 4 lsz):(f H%}h +(m— 1)T0:| -G j (15)

EXPERIMENTAL RESEARCH OF THE IP CONTROL SYSTEM IN THE
COVID-19 MORBIDITY CM

For a computational simulation initial values of CM nodes coordinates were set at
the medium levels x; =50, i =1,...,11. Problem statement of the experiments is to

move CM nodes coordinates x,,x,,x7,xg to the new levels G, =60, G, =40,
G, =40, Gg =40 . It means that we need to increase number of daily vaccinated
people (x,), decrease number of patients in isolation in the given region (x,),
decrease of patients in hospitals in the given region ( x ), decrease degree of con-
tacts intensity set for the population of the given region when being in industrial,
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educational, public spaces (xg). In the fast control subsystem (13) control vector

consists of the controls Au, = (Au, Au4)T and Aa; =Aag;, and in the slow

subsystem (15) there is only one control Au(rh)= Aug(rh), where r = [i} . Ra-
m

tio between sampling periods of fast and slow subsystems /4 =mI| is selected
with the coefficient m=6.

Fig. 2 shows the charts for the results of simulation of CM nodes
x;,i=1,...,11, and Fig. 3 demonstrates charts of the generated increments of con-

trols Au, (kTy),Auy(kTy)),Aagy (kT)), Aug(rh) based on control laws (13) and (15).

Xl(kTO) x2(kT0) x3(kT0) x4(kT0)
50 50 50
40 58 ( 49
56 48
30 45
20 54 47
10 52 46 M
50 40
10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
x5(kTo) Xs(kTo) x7(kT0) xg(rh)
60 50 50 50
48
495 45 45
55
49
40 44
42
50 485
35
10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
Xo(KT,) X0(KTy) x,,KT,)
50 50 50
495
48.5
46
30
48
44 20 475
10 20 30 40 10 20 30 40 10 20 30 40

Fig. 2. Nodes coordinates changes

Based on the charts analysis we can formulate the following tendencies in
the changes of CM nodes coordinates and controls with multirate sampling.

1. CM nodes coordinates x,, x4, X7, x3 which are directly controlled by
Auy (kTy),Auy (KTy), Aag; (kTy), Aug(rh) respectively quickly shift to their new
levels G, =60,G, =40,G; =40,G3 =40.

2. Nodes coordinates x;,x3,x5,Xs Wwhich are not controlled directly move
slower to the new natural level, i.e. x;,x3,x¢ decrease and x5 increases.

3. Controls in the form of increments Au,(kTy), Auyu(k1y), Aag;(kTh),

Aug(rh) set at zero levels when transient processes are over.
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Au,(kT,) Au (KT )
o F
8
ok
6
2 H
4 -4
-6
2
-8
10 20 30 40 10 20 30 40
Aa67(kT0) Aus(rh)

10 20 30 40 10 20 30 40

Fig. 3. Controls changes

CONCLUSIONS

This article develops a CM which quantitatively describes interrelations between
factors during the spread of COVID-19 morbidity. Based on the CM the IP models
are developed which describe dynamic aspects of the morbidity in the form of
difference equations. Both measurable and unmeasurable coordinates are ac-
counted for. We also account for presence of both quickly and slowly measured
coordinates, which are reflected in the subsystems models with fast and slow
sampling. For these subsystems external controls are selected, which are then
generated based on the linear quadratic control method using combined resources
varying of some nodes coordinates and edges weights in the CM.

Experimental research was conducted by means of computational simulation
of the CM IP closed-loop control system. Based on the charts of the transients
processes of CM nodes coordinates and incremental controls it is concluded that
directly controlled CM nodes quickly shift to the new levels defined by the set-
points of the controller. Not directly controlled CM nodes coordinates move to the
new levels slower.
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KOMBIHOBAHE KEPYBAHHSA IMIYJbCHUMUW TIIPOUHECAMU 3
PI3BHOTEMIOBOIO JUCKPETHU3AIIIEIO B KOI'HITUBHIN KAPTI
3AXBOPIOBAHOCTI HA COVID-19 / B./1. Pomanenko, FO.JI. MinsBcbkuii

56

Amnorauisi. [Tooynosano korxitusay kapty (KK) po3noBciomKkeHHs 3aXBOpIOBaHOC-
ti Ha COVID-19 B nanomy perioni. Po3po6ieHo 3aranbHy JiHIHHY MOJEIb IMITyJIb-
cuux npoueci (IIT) KK i mpoBeaeHo aHaii3 BUMiprOBaHUX 1 HEBUMIPIOBAaHHX KOOP-
muaat BepumH KK. Bukonano pexommosumiro 3arameHoi Mogmenmi III  Ha
B3a€MOIIOB’sI3aHi MiJJICHCTEMH 3 BUMIPIOBaHIMH 1 HE BUMIPIOBAHUMH KOOPAWHATAMH
BepuinH. JIIs migcucTeMu 3 BUMipIOBAHMMH KOOPJIMHATAMH BEPIIHH HPOBEACHO pi-
3HOTEMIIOBY JIMCKPETH3AaLII0 KOOPJIHHAT, y Pe3yJIbTaTi 4YOro po3po0eHO TUCKPETHI
MOZENi JAWHAMIKH JUIS IIBHIKOBUMIPIOBAHUX 1 MOBUIEHOBHMIPIOBAHMUX KOOPIHMHAT
BepuH KK. Bubpano 30BHilnHi kepyBaibHi Aii B Mogersix II1 3 ypaxyBaHHIM MOX-
JIMBOTO BapilOBaHHS pPecypcaMu KOOPAMHAT BEPLIMH i BaroBux KoedilieHTiB pedep
KK. Bukonano cuHTe3 3aKkoHiB KepyBaHHsS 1[I Ha OCHOBI BapilOBaHHS KOOpPIHHAT
BEpIINH 1 BaroBoro xoegimieaTta. Po3pobieHo peKypeHTHI mpouexypu GopMyBaHHS
KepyBaJlbHHX Jifl y 3aMKHEHUX MiICHCTEMax KepyBaHHS 3 Pi3HOTEMIIOBOIO AUCKpe-
Tu3anieo. [IpoBeneHo excriepuMeHTaIbHI JOCHIIKEHHS IiICUCTEM KepyBaHHS, sSKi
HiJTBEP/DKYIOTH BUCOKY €(heKTUBHICTB 110 3HIDKEHHIO 3axBopioBaHocTi Ha COVID-19.

Kio4oBi ci10Ba: KOTHITHBHA KapTa, iMITYyJIbCHI TIPOLECH, 3aKOHU KepYBaHHS, KpU-
Tepiit ontumansHoCcTi, COVID-19.
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THE USE OF ENVIRONMENTAL DECISION SUPPORT
SYSTEMS FOR MODELING OF ATMOSPHERIC POLLUTION
FOLLOWING THE CHEMICAL ACCIDENTS

L.V. KOVALETS, V.P. BESPALOYV, S.Ya. MAISTRENKO, O.I. UDOVENKO

Abstract. We studied the possibility of the combined application of screening mod-
els to assess the characteristics of sources in accidents at storage facilities for haz-
ardous substances with complex models of atmospheric transport as part of modern
decision support systems to calculate air pollution in a wide range of spatial and
temporal scales. The evaporation time following an emergency spill, estimated by
screening models, is used to set the emission intensity and calculate the atmospheric
transport by the RODOS nuclear emergency response system. For the accident in
Chernihiv on March 23, 2022, it was estimated that the maximum permissible con-
centration of ammonia 0.2 mg/m3 was exceeded at distances up to 75 km from the
source. The dependence of the calculated maximum concentrations on time is close

—4.5

to asymptote ¢ ~f up to 15 h after emission, which is consistent with the as-

max
ymptote o ~¢2/3 for the time dependence of the sizes of puffs following turbulent

dispersion of instantaneous releases.

Keywords: atmospheric dispersion, RODOS system, hazardous substances, ammo-
nia, LASAT, DIPCOT, “Povitrya” system.

INTRODUCTION

The military aggression of Russia has led, in particular, to numerous cases of
man-made accidents in Ukraine with the emission of potentially hazardous sub-
stances (HS) into the atmosphere. In many cases, hazardous chemicals such as
ammonia, chlorine, and others are stored in liquefied form. As a result of damage
to a tank or pipeline, a rapid release of the gaseous phase into the atmosphere
(primary cloud) and a spill of the liquid phase of the corresponding chemicals
onto the underlying surface with subsequent evaporation (secondary cloud) can
occur simultaneously. Operational forecasting of damage zones as a result of the
spread of clouds formed after the spill of HS in the world and in Ukraine is car-
ried out according to simplified methods, which are called “screening models”
[1]. Such models describe both the formation of an emission source through the
spread and evaporation of a spill and the spread of a cloud of HS. Examples of
such screening models are works [1-4]. In many cases, the initial results of
screening models are only the integral characteristics of the cloud of HS, such as
the radius of the affected area. When propagating at a distance of more than 10—
20 km, it is necessary to take into account the influence of spatially and tempo-
rally variable meteorological conditions on the formation of pollution concentra-
tion fields, which is possible by using state-of-art atmospheric transport models
(ATMs) that simulate cloud propagation based on data from numerical weather
forecast models and are able to calculate atmospheric transport at distances from

© LV. Kovalets, V.P. Bespalov, S.Ya. Maistrenko, O.1. Udovenko, 2022
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~0.1 to ~1000 km. Examples of modern ATMs are the LASAT [5] and DIPCOT
[6] models as part of the EU nuclear emergency response system RODOS [7], the
WRF-CHEM and CMAQ Euler models [8], the FLEXPART Lagrangian model,
and the CALPUFF Lagrangian-Eulerian model [9] and others. All of the above
models are widely used in the world both for forecasting pollution in real-time
and for analyzing environmental risks associated with possible emissions of pol-
lutants into the atmosphere. In a number of cases, intermediate results of screen-
ing model calculations can be used to set the source characteristics in atmospheric
transport models for further modeling the distribution of a cloud of HS. The pur-
pose of this work is to study the possibility of combined use of screening models
for assessing the characteristics of emission sources during accidents at hazardous
chemicals storage and transportation facilities with the state-of-art atmospheric
transport models for calculating atmospheric pollution over a wide range of spa-
tial and temporal scales.

METHODS

In this work, we use the atmospheric transport model of the RODOS system of
the European Union for nuclear emergency response [7]. It was recently imple-
mented in Ukraine to predict the consequences of radiation accidents and analyze
the risks associated with possible accidents [10, 11]. The RODOS system uses
several atmospheric transport models. In this work, we used the LASAT model of
Lagrangian particles [5], which is the most resource-demanding, but at the same
time the most suitable for application in the case of emissions near the Earth’s
surface. In the LASAT model, particles are considered idealized material points,
which are not assigned a spatial size. Other atmospheric models of the RODOS
system use so-called “puffs” — instantaneous emissions that represent long-term
emission. Each puff is assigned a Gaussian distribution of matter in space, and the
vertical and horizontal size of the puff is determined by the dispersions of this
distribution in the horizontal and vertical planes o7, o2. The distribution disper-
sions increase with time, but when propagating in flows with a large velocity
shift, for example, near the Earth’s surface, the symmetry of the distribution in real
clouds is violated, which may be not well described by the corresponding models.

The input meteorological data of the RODOS system in Ukraine are the
results of numerical weather forecasting of the WRF-Ukraine system, which
operates at the Ukrainian Hydrometeorological Center and uses the modern WRF
meteorological model for calculations [12]. The weather prediction data of the
WRF-Ukraine system have been repeatedly verified on the basis of
hydrometeorological measurements in Ukraine [13].

The source parameters were calculated using the “Povitrya” system [14],
which is in the public domain [15]. The system “Povitrya” implements screening
models for predicting damage zones during HS emissions [3, 4], the intermediate
results of which are the mass of the primary cloud (m,) and the evaporation time
(1) of the secondary cloud. The mass of the primary cloud depends, in particular,
on the boiling point of the given substance, the heat of boiling, the specific heat of
the substance, and the air temperature. Since the total mass of matter in the
container my is set by the user, the emission intensity ¢, during the formation of a
secondary cloud by evaporation can obviously be calculated by the formula:
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my, _My—nmy

qy = (1

T T
Here m, is the mass of the secondary cloud. For most substances in the
model [3], the mass of the primary cloud is neglected, and then m, =m . In [16],

examples of the application of Ukrainian and foreign models for calculating the
evaporation rate ¢, and the mass of the primary cloud and their comparison are

given. It is shown that Ukrainian [3, 4] and foreign [2] models give comparable
results.

Fig. 1 presents a flowchart for the calculation of air pollution based on the
combined use of screening models to assess the characteristics of sources of
emissions of hazardous chemicals with state-of-art models of atmospheric
transport. For the calculations of the screening model, it is necessary to set a
relatively small number of input parameters: the volume of the spill, the
conditions of the spill (was there a spill containment pallet or not), the storage
conditions of the substance (under pressure or not), the type of terrain (for
example, “flat terrain”), the type of vegetation (for example “grassland”),
meteorological conditions at the time of the spill (wind speed and direction,
surface air temperature, soil temperature if available, atmospheric stability). The
masses of primary and secondary clouds calculated on the basis of the screening
model, as well as the evaporation time, are used to set the emission intensity in
the atmospheric transport model according to the formula (1). The mass of the
primary cloud is accounted for as an instantaneous or short-term emission. The
calculated characteristics of the source are transferred to the ATM, which
calculates the spread of atmospheric pollutants taking into account meteorological
conditions changing in time and space. In this work, the transfer of the estimated
characteristics of the emission source to the ATM was performed manually. The
result of the ATM calculation is the field of near-surface concentration of the
pollutant distributed in time and space.

Amount of spill, conditions of | Masses of primary and

i storage, conditions of spill, type| Screenin -
€ P n YP | 8 » secondary clouds, time
of surface, meteorological | source model .
. of evaporation
conditions )

¥
Calculation of emission rates using
prediction and | - B formula (1). Mass of primary cloud is
. ——» dispersion *+— .
meteorological | Fodal accounted for as instantaneous
measurements release

/ Data of numerical weather A
/ f Atmospheric

L}
Calculated spatially
and time
distributed fields of
concentrations

Fig. 1. Flowchart of calculation of air pollution based on the combined application of
screening models to assess the characteristics of sources of emissions of hazardous
chemicals with state-of-art models of atmospheric transport

MODEL VERIFICATION

Let us compare the results of modeling the depth of propagation of a chlorine
cloud after a rapid spill of 67 tons of this substance, performed by the “Povitrya”
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system, with calculations of international atmospheric transport models [17], spe-
cially designed to calculate the propagation of heavy gases, such as chlorine. The
meteorological conditions of the modeling scenario [17] were as follows: wind
speed of 3 m/s, stability category ‘F’ (very stable atmosphere), and air tempera-
ture of 25 °C. When modeling such an event by the “Povitrya” system according
to the method [3], the depth of the cloud propagation zone is 20 km, and the
evaporation time is 90 min.

The range of concentrations calculated by eight models [17] at different dis-
tances from the source is shown in Fig. 2. As can be seen from the presented data,
the range of concentrations calculated by the models in [17] for a distance of 25
km is from 2 to 30 ppm. According to the American Industrial Hygiene Associa-
tion (AIHA), this range includes the maximum concentration that does not cause
irreversible health effects when exposed for one hour ERPG2=3 ppm, and the
maximum concentration of chlorine that does not threaten life ERPG3 =20 ppm,
[18]. Therefore, according to the calculations of the models in [17], at a distance
of 25 km, it is necessary to take countermeasures for the event under considera-
tion, which is consistent with the cloud propagation depth of 20 km according to
the results of the “Povitrya” system.
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Fig. 2. Maximum concentrations of chlorine in the air calculated by the RODOS system
on the cloud symmetry axis for the conditions of the computational experiment according
to [17] and the duration of the source calculated by the “Povitrya” system; concentration
ranges according to the calculations of 8 models in [17] are shown by vertical lines

Fig. 2 also shows the results of calculating the maximum chlorine concentra-
tions by the RODOS system at the same distances as the models in [17]. The
emission source in the RODOS system was set according to the formula (1),
where =90 min according to the calculation of the “Povitrya” system, and the
mass of the primary cloud was neglected. The emission height was assumed to be
10 m since the emission height in the RODOS system cannot be less than 10 m.
As can be seen from the data presented in the figure, the concentrations calculated
by RODOS are underestimated compared to other models according to [17] and
are outside the ranges concentrations of these models up to a distance of 5 km.
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This difference is most likely due to buoyancy effects that affect meteorological
fields in the vicinity of the cloud when the density of the cloud is significantly
different from the density of the surrounding air [19]. These effects may be im-
portant for modeling the propagation of chlorine at high concentrations since the
latter is a heavy gas whose density at atmospheric pressure is about 2.2 times that
of air. Buoyancy effects are taken into account by models [17], which are spe-
cially designed for calculating heavy gases and are ignored by both the RODOS
system and almost all ATMs used to calculate atmospheric transport at a distance
of more than 30 km since taking into account buoyancy effects requires separate
approaches to modeling.

Let us evaluate the significance of buoyancy effects for this problem. In
[19], a parameter was introduced that characterizes the significance of such ef-
fects depending on the emission conditions and meteorological conditions. Ac-
cording to [19], buoyancy effects can be neglected if the following condition is
satisfied:

' 1/3
H:%m.ls. @)

Here U is the wind speed, D is the source diameter, g, is the volumetric gas
flow rates in the source (m’/s), g0=8(pg —P,)/p, is buoyancy, g is the

gravitational acceleration, p, is the gas density at atmospheric pressure, p, is

the air density. To use formula (2), we estimate the parameters: g =12 m/s’,
qo = 4.5 m’/s (the estimate of the evaporation time according to the data of the

“Povitrya” system was used), U =3m/s. To estimate the source diameter, we
use the approach [3], in which it is assumed that during a spill on the real surface
of the Earth, the spill diameter ceases to increase at a spill basin height of less
than 0.05 m due to the impact of minor surface irregularities. Using this estimate,
it is possible to obtain an estimate of the spill diameter D =33 m. Substituting
these data into formula (2), we obtain IT= 0.4, so the effects of buoyancy are im-
portant for this problem. When estimating pollution levels near the source the
buoyancy effects could be properly accounted for by using specialized models of
the heavy gas dispersion, such as those used in [17].

As can be seen from Fig. 2, at distances greater than 5 km, the results calcu-
lated by RODOS fall within the range of model calculations [17]. If at a distance
of 5 km the results of RODOS are at the lower limit of the calculation range of
other models, then at a distance of 25 km they are already inside the range. The
explanation for this is that the effects of buoyancy decrease with distance due to
the mixing of the cloud with the surrounding air [19]. As a result, the distance to a
dangerous concentration of ERPG2=3 ppm according to the calculations of the
RODOS system is 38 km, which is within a significant interval of the correspond-
ing distances according to the models [17]. The lower limit of this interval is
~20 km (obtained by interpolating the lower limits of the intervals depicted in
Fig. 2 to a value of 3 ppm), and the upper limit is ~46 km (obtained by extrapolat-
ing the upper limits of the intervals in Fig. 2 to a value of 3 ppm).

As can be seen from Fig. 2, the difference between the calculations of all
models is large — almost 10 times, and the level of discrepancy practically does
not decrease with distance, although the effects of buoyancy cease to affect cloud
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propagation. The corresponding discrepancies between the distances from the
source to the places where the fixed concentration is reached are also very signifi-
cant, as mentioned above. In addition to negative cloud buoyancy effects and dif-
ferences in the results of evaporation submodels, such differences in calculated
concentrations could be explained by the difficulties in accurately calculating the
propagation of pollutants near the surface, where horizontal velocity gradients are
large. This leads to the effect of “shear dispersion” and the corresponding addi-
tional dilution of the substance concentration [20].

RESULTS OF CALCULATIONS OF THE AMMONIA EMISSION IN
CHERNIHIV

By usmg the proposed methodology, we carried out modeling of the spread of
ammonia vapors after damage to the ammonia pipeline during the shelling of one
of the industrial facilities in Chernihiv on March 23, 2002 [21]. Since the total
volume of ammonia emission is unknown, in this work the estimate m0=50 tons
was accepted. Such a mass corresponds to a spill through a hole with a diameter
of 10 cm at a pressure in the container of 100 psig = 689 kPa for about 4 min [17].
The pressure of 689 kPa is close to the typical pressure in ammonia pipelines of
862 kPa [22]; therefore, the error in the given estimate is determined mainly by
the unknown spill time.
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Fig. 3. The results of the calculation by the “Povitrya” system of the consequences of an
accident in Chernihiv with a leak of 50 tons of ammonia
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Fig. 3 shows the results of calculations of the “Povitrya” system for the sce-
nario under consideration. The meteorological conditions in the calculations were
identical to those observed on the day and time of the accident: northwest wind,
wind speed 1 m/s, air temperature 16 °C, stability category C. The calculated
cloud propagation depth was 3 km. The calculated evaporation time according to
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the model [3] was T =84 min, and the corresponding value obtained according to
the model [4] t =62 min. According to the calculations, the mass of the primary
cloud was m;=11.7 tons, that is, approximately 23% of the total emission volume.

To simulate the propagation of the cloud by the RODOS system, the evapo-
ration time of the cloud was taken to be =60 min. The simulation was carried
out on the basis of meteorological data calculated by the WRF-Ukraine weather
forecasting system. The RODOS system performed calculations on two computa-
tional grids:

1) calculation with the minimum resolution of the spatial grid, which is equal
to 50 m, and the total size of the calculation area is 40x40 km (hereinafter re-
ferred to as “grid 17);

2) calculation with a coarser minimum resolution of the spatial grid, which is
equal to 500 m, and the total size of the computational area is 400400 km (here-
inafter referred to as “grid 27).

Fig. 4 shows the calculated concentration field one hour after the start of the
emission when the concentration values in the near zone around the emission are
maximum (this is the point at which the emission stops). According to [18], the
maximum concentration of ammonia that does not threaten the occurrence of irre-
versible or other serious health effects is ERPG2=150 ppm=105 mg/m’. The
isoline of the corresponding concentration is shown in Fig. 3. The maximum dis-
tance from the emission point to this isoline, according to RODOS calculations,
was: L =1.8km. The corresponding value of the cloud propagation depth calcu-
lated by the “Povitrya” system according to the model [3] is 3 km. This discrep-
ancy can be considered small given the typical discrepancies between models dis-
cussed in the previous section.
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Fig. 4. Ground air pollutant concentrations calculated by the RODOS system (mg/m3) as
a result of the emission of 50 tons of ammonia one hour after the start of the emission;
the calculation was performed on grid 1 for meteorological conditions on March 23, 22;
dashed isoline corresponds to the concentration of 150 ppm=105 mg/m’ (normative value
of ERPG2 according to [18])

Fig. 4 shows a cell with the maximum concentration value, which is equal to
910 mg/m’ and is reached at a distance of 200 m from the source. According to [18],
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ammonia concentrations of 1050 mg/m’ and higher are deadly. In the considered
scenario, such concentrations are not achieved, which is consistent with the above
media report that, according to preliminary data, there were no casualties caused
by this event. But it should be noted that, according to the information [3], a con-
servative estimate when calculating an accident at an ammonia pipeline or
a product pipeline can be considered an outflow of a substance in the amount of
500 tons. When calculating such a conservative scenario by the RODOS system
for meteorological conditions on March 23, 2022, the size of the affected area in
the direction of the wind, which corresponds to the above value of the lethal con-
centration, is 1.8 km.

Fig. 5 shows the isolines of the concentration of 0.2 mg/m’ calculated by the
RODOS system on grid 2 for different time moments after the accident. Accord-
ing to the Order of the Ministry of Health of Ukraine No. 52 dated December 14,
2020, the value of 0.2 mg/m’ for ammonia is the maximum permissible concen-
tration (MPC). As can be seen from the location of the isolines shown in Fig. 5, at
first the cloud moves to the southeast, but over time the wind changes direction,
and the cloud continues to move in a northeasterly direction. MPC exceedances
are observed during 9.5 hours of cloud movement at distances up to 75 km, after
which concentrations become lower than MPC. Owing to the dilution of the cloud
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Fig. 5. Isolines of surface concentrations of ammonia corresponding to the standard
MPC=0.2 mg/m’, calculated by the RODOS system on grid 2 for different time moments
after the accident in Chernihiv (1, 5, 7, 9.5 h) for meteorological conditions on March 23,
2022. For each time, the figure shows the maximum concentrations in the cloud

and the corresponding increase in its horizontal and vertical dimensions, the
maximum concentrations in the cloud rapidly decrease. The maximum value
achieved within each isoline depicted in Fig. 5 is also shown in the figure. Calcu-
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lation on a coarse grid leads to a strong underestimation of the concentration near
the source: one hour after the start of the emission, the maximum value on grid 2
is 212 mg/m’, while on grid 1 the corresponding value is 910 mg/m’. However,
over time, this difference disappears. For example, 5 hours after the start of the
emission, the maximum concentrations calculated on both grids differ by less
than 10%.

The time dependence of the maximum concentrations calculated by the
RODOS system on grids 1 and 2 with an interval of 1 hour is shown in Fig. 6.
Since the results are presented only for the times when the cloud is in the compu-
tational domain, the time series corresponding to the plot for grid 2 is longer than
for grid 1. To test the sensitivity of the results to the model used, in addition to the
LASAT model that was predominantly used in this work. Fig. 6 shows the results
of the DIPCOT model, also available in the RODOS system. Although DIPCOT
also uses a Lagrangian approach to modeling stochastic particle motions in a tur-
bulent medium, in contrast to LASAT, DIPCOT particles are characterized by
finite sizes, that is, they are “puffs”, as discussed above.
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Fig. 6. Dependence of the highest concentrations in the computational area on time after
the start of the emission according to the results of RODOS calculations on grids 1 and 2;
for grid 2, the results of two RODOS models are presented: LASAT and DIPCOT; the
results are presented only for the times when the cloud is inside the computational
domain

From the graphs presented, it can be seen that in all calculations three time
intervals can be distinguished: 1) 1<¢<2 hours, the maximum concentration
decreases rapidly; 2) 2 <t <4h, the concentration decreases slowly; 3) ¢>4h,
the concentration drops rapidly again. The interval 0 <z <1 # is not considered,
since during this period an emission occurs and the maximum concentration is
approximately constant. As can be seen from the above results, during intervals 1)
and 3) the maximum concentration decreases with time approximately as:

™S, 3)

max

and the corresponding asymptotics is also shown on the graph. This dependence
of the maximum concentration on time is in accordance with the classical results
of the theory of turbulent motion of particles, according to which the vertical and
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horizontal dimensions of a medium particle after an instantaneous emission in-
crease following the dependence [23]:

o~132. 4)

Indeed, in the case of an instantaneous emission of a substance, if the height
of the emission (puff) above the Earth’s surface is much less than its characteristic
vertical size o, that is typical for the long-term existence of the puff [24], the
maximum concentration on the Earth’s surface will be determined by the depend-

eNnce Cppay ~ 622(5;1. Substituting expression (4) into the last relation, we obtain

the asymptotic dependence (3), which agrees with the graphs in Fig. 5 at time in-
tervals 1) and 3). Some deviations from this dependence on time intervals 1)
and 3) are explained by the fact that for turbulent dispersion in real meteorologi-
cal fields that vary in time and space, no analytical relationships for the sizes of
puffs with time can be fulfilled exactly.

It should be noted that, according to theoretical studies in [23], when the du-
ration of the movement of puffs is much longer than the Lagrangian integral time
scale of turbulence in the atmosphere (i.e., several hours after the emission), the

law of growth of puff’s sizes (4) should be replaced by more slow dependence

3/4

o ~t"". Then the time dependence of the maximum concentration would be de-

scribed by the relation c,,, ~ 722> which obviously does not occur according to

the calculations of both RODOS models, the data of which are presented in Fig. 6.
Such a discrepancy between theory and model calculations may be the subject of
further research.

A sharp slowdown in the rate of fall of the maximum concentration occurs in
time interval 2) from the second to the fourth hour after the emission, exactly
when the direction of the cloud movement changes from southeast to northeast.
This is associated with the advancement of the pressure trough from the north and
the corresponding change in wind direction. At this time interval, the wind speed
drops below 0.5 m/s for a short time. Hence calm conditions arise when the existing
cloud moves almost without mixing. Within two hours, a stable transport is estab-
lished in the northeast direction, the wind speed increases to 3.5 m/s, and mixing
is restored.

CONCLUSIONS

In the present work, we studied the possibility of the combined application of
screening models for assessing the characteristics of emission sources during ac-
cidents at hazardous chemicals storage and transportation facilities with complex
models of atmospheric transport, functioning as part of state-of-art environmental
decision support systems, for calculating air pollution in a wide range of spatial
and time scales — from ~100 m to ~100 km. The evaporation time and the mass of
the primary cloud in case of an accidental spill of a substance are calculated by
using the web system “Povitrya” based on the calculation of screening models for
assessing affected areas in emergency situations at industrial facilities. These pa-
rameters are then used to set the emission intensity and calculate the atmospheric
transport by the RODOS system of the European Union for nuclear emergency
response. The advantage of using simplified screening models in comparison with
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the more complex models of releases results from the fact that relatively few pa-
rameters need to be specified for the application of simplified models (volume of
the spill, storage and meteorological conditions, type of terrain). The values of the
corresponding parameters could be estimated in real-time.

The chlorine concentrations calculated in this way for the scenario of an ac-
cidental release are compared with the results of international models specially
designed to calculate the spread of heavy gases. It was found that the concentra-
tions calculated by the RODOS system for this scenario are consistent with the
results of other models at distances of more than 5 km and are underestimated at
shorter distances. This is due to the effect of negative buoyancy on the propaga-
tion of the chlorine cloud. With distance, the effects of buoyancy cease to affect
cloud propagation, and as a result, the distance to a dangerous concentration, ac-
cording to RODOS calculations, is within the interval of the results of other models.

The proposed approach was used to analyze the spread of ammonia vapor as
a result of damage to the pipeline in Chernihiv on March 23, 2022, caused by hos-
tilities. The amount of ammonia emission for this event is unknown. A conserva-
tive estimate of the emission of 500 tons for this event leads to an estimate of the
length of the affected area according to the RODOS system up to 1.8 km from the
source in the direction of the wind. Based on information from the media about
the absence of victims, an assumption was made about the emission of 50 tons of
ammonia. Based on the calculations of the RODOS system using the data of the
WREF-Ukraine meteorological forecasting system, it was estimated that, due to
the spread of the cloud, the maximum permissible concentration of ammonia,
MPC = 0.2 mg/m3, was exceeded at distances up to 75 km from the point of emis-
sion. Exceeding the MPC in a certain area means that the cloud could have a dan-
gerous effect on the organisms located in the corresponding area. An assessment
of the degree of such exposure can be made based on the results of the models
used in this work, but requires the involvement of experts in toxicology and is not
the subject of this article.

The temporal behavior of the highest concentrations calculated by the
RODOS system was analyzed. The dependence of maximum concentrations on

time is asymptotic, close to ¢, ~ ™, which is consistent with the classical

asymptotic relation G ~ 1'% for the time dependence of the size of puffs (instant
emissions) during their turbulent mixing in the atmosphere on time intervals
smaller than the Lagrangian integral time scale of turbulence ¢; . However, since
the propagation was calculated for time intervals up to 15 hours, which is more
than 7; , in future theoretical studies on atmospheric dispersion, it would be

necessary to clarify the possibility of fulfilling the dependence o ~ 32

time intervals.

The method of combining screening models for evaluating the characteristics
of sources in the case of severe man-made accidents at industrial facilities with
state-of-art models of atmospheric transport studied in this work can be used to
forecast the consequences of such events for the environment and people, for the
development of new and improved decision support systems for environmental
safety management, and to assess risks due to operation of industrial objects.

on large
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BUKOPUCTAHHSI CUCTEM HIATPUMAHHSA PINIEHb 3 EKOJIOI'TYHOI
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BHACJIIJIOK XIMIYHUX ABAPIA / IB. Kosazeus, B.II becnanos,
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AHoTanisi. JlocniKeHO MOXJIMBICTh KOMOIHOBAaHOTO 3aCTOCYBAaHHS CKPHHIHTOBHX
MOJIeNeH UTs OLIHIOBAHHS XapaKTEPUCTHK JDKepeN y pasi aBapiii Ha 00’ ekrax 30epi-
raHHs HeOe3NEeYHUX PEUOBHH 31 CKIIAJHUMHU MOJACIAMHU aTMOC(HEPHOTO IEpEHECCHHS
Y CKJIaJi CyJacHMX CHCTEM IiATPUMAaHHS PIIIeHb JUIT PO3paxyHKy arMochepHoro
3a0pyIHEHHS Y IUPOKOMY Jiala30Hi MPOCTOPOBHX 1 yacoBux MacmrabiB. Yac Bu-
MapoBYBaHHS Y pa3i aBapiiHOTrO PO3JIMBY, OL[IHEHWI CKPUHIHTOBUMH MOJEIISIMU,
BUKOPUCTOBYETHCS IS 33JJaHHS IHTCHCUBHOCTI eMicii 1 po3paxyHKy arMoc(hepHOro
MOIIUPEHHSI CUCTEMOIO siiepHOro apapiiiHoro pearysanust RODOS. [lns aBapii B
Yepuirosi 23.03.2022 oriHeHo, 110 MEPEBUIIECHHS TPAHUYHOI JOMYCTUMOI KOHIICHT-
pamii amiaky 0.2 Mr/M° BinGyBaeThCS Ha BIICTAaHAX 10 75 KM BiX jukepena. 3amex-
HICTh pO3paxOBaHUX MAaKCHUMaJIbHUX KOHIICHTpAIii Bif Yacy Ma€ acCHMITOTHYHHUI

XapakTep OMM3bKHH 10 ¢, .o ~t™3 110 15 rox micus BUKHUAY, IO y3TOJDKYETHCS 3

ACHMIITOTHYHIM CITIBBIAHOLICHHSIM G ~f°' 2

UL 9acoBOi 3aJIeHOCTI PO3MipiB
XMap y pasi TypOyJIeHTHOI Tucnepcii MUTTEBUX BUKUIB.

Kawuosi cioBa: atmocthepna mucnepceis, cuctema RODOS, HebesedHi pe4oBHHH,
amiak, LASAT, DIPCOT, cucrema «IloBiTps».
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MMPOIIEC KEPYBAHHS 3AXHUIIEHICTIO JAHUX ITIJT YAC
BIJJAJIEHOI BIOMETPUYHOI ABTEHTU®IKAILIL

A.A. ACTPAXAHIIEB, I'.€. JI[IITIEHKO

AnoTtamisi. CucteMu BinganeHol 0i0METpUYHOI aBTCHTU]IKAIIIT 32 OCTaHHIN Yac Ha-
OyJM 3HAYHOTrO NOLIMPEHHS 4Yepe3 HEeOOXiJHICTh KOPUCTYBAHHS 3arajbHUMH IPH-
CTPOSIMU Ta BUKOHAHHSI IUIaTexiB yepe3 [HrepHer. OcKibKH came GioMeTpHUHI Me-
ToIU OLMBII 3pYyYHi Ul KOPHCTYBAYiB 1 HUHI OIBHAKO 3aMiHIOIOTH MapoJi, TO CTa€e
aKTyaJbHUM 3aBJAHHSAM IepeJaBaHHS O0iOMETpUYHOI iH(POpMAIll BIAKPUTOIO Mepe-
Kero 6e3 11 koMmnpomeTaiii. MeToro poOOTH € MOJECpHIi3allis CHCTEMHU BiJIalICHOT aB-
TeHTU]IKaIi U MiJBUINEHHS PiBHS NPHUXOBAHOCTI 1 3aXUIIEHOCTI GiOMETpHUIHMX
JAHUX KOPHCTyBaya. 3alpONOHOBAHO 3aCTOCYBAaHHs HAWKpAIIMX 33 KPUTEpIiEM 3a-
XHIIEHOCTI MeTOZiB (opMyBaHHS OiOMETPHYHOrO IIAOIOHY, METOIIB MEpekeBoi
creraHorpadii uis MiJBHUILIECHHS IPUXOBAHOCTI Ta BIIPOBAIKCHHS IHTEIEKTYaIbHOI
CHCTEMHU NPUHHATTS pileHb. Taki BIOCKOHAJICHHS JI0O3BOJIATH ITiIBUILUTH 3aXHILe-
HICTP 1 IPUXOBAHICTh JAHUX JUIS IPOLECY BilaIeHoi aBTeHTH]iKaLIii.

KiwouoBi cinoBa: GiomeTpuyHuii mabiioH, BinjaieHa aBTCHTH(]IKalis, aTaKH, Me-
pexeBa creraHorpadis.

BCTYII

Hatenep nenani 6inpmoro nonuty HaOyJin iHTEpHET-Mara3uHH, OHJIalH-OaHKIHT
Ta iHII TOCIYTH, MiJ Yac SIKUX KOPUCTYBad KOPUCTYETHCS BiIJaJEHUM Iepea-
BaHHSM CBO€i ocoOucTol iHpopmartii. [1ig gac oHnaifH-omaTH Mocyr (Mara3uHu,
KOMYHaJIbHI IJIATEXi, KYIiBIIsS KBUTKIB Ta iH.) Iy’)K€ BAXIUBUM € 3aXUCT IIEPCO-
HaJbHUX JaHWX KOpHUCTyBada. [lemayi dacrimie i 9ac BiITANICHOI aBTCHTH-
(ikarii KoprmcTyBadya BHUKOPHCTOBYEThCS OioMeTpmuHa aBTeHTH(iKaris [1, 2].
Bona 6a3yeTbcsi Ha BHKOPUCTaHHI TAKUX HEBiJl'€MHHX Ta YHIKATBHUX JJIST KOXKHOT
moAuHK  (QI3MYHMX  XapaKTEepUCTHK, SK BiJOWTKM TAajbliB, 300paKeHHS
paiiny>kHOi 0OOJOHKM OKa, TeoMeTpii o0nmyusi, abo MOBEOIHKOBHUX XapaKTepH-
ctuk. OCKUTBKY LI XapaKTepUCTUKU HE MOXXYTh OyTH BiTHOBJIEHi ab0 3aMiHEHi y
BUIIA/IKy BUKPAJICHHS YU BTPATH, TO 3aBIaHHS 3a0€3II€UEHHS 3aXUIIEHOCTI JaHUX
MiJ] yac rmepenaBaHHs Mepexero ado B MPOoIleci OJHOOIYHOTO MePEeTBOPEHHS JaHUX
JUTSL YHEMOXKITMBIICHHSI BUKOPHUCTAHHS 3JIOBMUCHUKOM € Ty>K€ BaXKIIMBHMH.

Meta po6oTH: yIOCKOHAJICHHS TPOLECIB, 110 BiAOYBalOTHCS Mij Yac Bijja-
neHoi 6ioMeTpUYHOIT aBTeHTH(DIKAITIT Ta i Yac MmepeaaBaHHsa aBTeHTHIKAIHHIX
JTAHUX MEPEKEI0, OTIII MOKJIMBUX aTaK y Mepexi Ta oOpaHHsS METOMIIB, SKi JO-
MMOMOXYTh ITIBUINNATH 3aXUIICHICTh MAaHUX I Yac BimmaneHoi aBTeHTHU(iKaIlii
IUTS TIepellaBaHHs BIAKPUTHMHU KaHaJaMH 3B’ 53Ky .

BIOMETPUYHA ABTEHTU®IKALIA: 3AT'AJIBHI IIPUHIUAIINA TA

MOXKJINBI ATAKHN

VY 3arambHOMY BUTISAI cXeMy OioMeTpHyHOi aBTEeHTH(]iKarii 300pakeHO Ha
puc. 1, a, 6. Cucrema aBreHTu(ikarlii B 6a3i manux 30epirae OioMeTpuyHi mIad-

© A.4 Acmpaxanyes, I.€. Jlawenxo, 2022
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JIOHH 3apeeCTPOBaHUX KOPHUCTYBadiB, JaHi PO HUX Ta IHCTPYKUIl MIOA0 PEKUMY
JIOCTYITy TIEBHHX O0’€KTiB. bioMeTpnyHWI MaT4MK Ha BXOJI 3YUTYE YHIKAJIbHI
OloMeTpHYHI XapaKTePUCTUKH KOPUCTYyBada, CUCTEMa IMOPIBHIOE iX 3 THMHU, IO
BHECEHi 0 0a3u JaHWX, aBTOPU3Y€ KOPHUCTyBaua 1 B pasi 30iry XapakTepHCTHK
KOpHCTyBaua 3 Ia0JIOHOM, III0 BHECEHUH 10 0a3u JaHMX, HAJa€ PIlIeHHS 100
JIOTTYCKY 110 TIeBHOI iH(opMaIrii/o6’ eKTiB/To1I0.

-

KopwcTyead }=:-] FaNUTYE BUKOHAHHA aBTeHTWikal T Ha NnprcTRoi B]

. ey

—

f‘ - ™,

l BIGMETPULHI CEHCOpM }I OTpuMylOTE AaHi Bif KOpUCTYBaYa, _
\ /| wo micTATL biomeTpuyHy aBTeHTudIKaLIAHY iHpopMaLi

Ona dopmyBaHHA WabnNoHy BUKOPUCTOBYETLCS by
6i CDOpMyBaHHﬂs Feature Extractor, moxe noegHyBaTtu
IOMETPUHHOTO LLIAbMOoHY T nekinbka Bugis 6iomeTpil

, ¥

LPEECTDELUH B Basi paHux

s

[

™y

+I 3bepirae iHdopmadiio npo oaHaku (wabnoH) KopucTyBaYa,
J ] Hanpwknag y BUrNAL rewis

a
| KopucTyead |

| BiomeTpu4Hi ceHcopw |

' ‘- # :

| ®opmysaHHA BiomeTpuyHoro wabnoHy |

s y
v v

3HayeHHsa wabnoxy, 3HayeHHs wabnoHy,
oTpumaHe 3 gatyuka oTpumaHe 3 6asn gaHux

Y v
v

-
| MopieHAHHA |

o

| PiweHHA Npo HagaHHA LOCTyYMy |

. -
6
Puc. 1. Y3aranpHena cxema GiomerpuuHoi aBTeHTH(IKaIil: (asa peectpauii (@), paza
nepeBipku (6)

[in gac BigmaneHoi aBTeHTH(]IKAIlT AaHI, 10 MalOTh aBTCHTU(IKYBAaTH KO-
pUCTyBaya, NMEepeNaroThCs MEPEKEI0, IMiJl 4Yac YOro MOXKYTh OyTH CIIOTBOPCHI 3a-
BaJlaMH B KaHaJax 3B’s3Ky Ta CKOMIIPOMETOBaHI B Pe3yJIbTaTi Pi3HUX THUIIIB aTak.
bioMeTpuuHi XapaKTepUCTUKH JIIOJUHU € YHIKaIbHUMU 1 HeBin eMHUMU. lle mae
BEJIMKI MepeBary sl MPaBUIIBHOTO HAJAHHS JOCTYIY 3 BUKOPUCTAHHSAM ITUX Xa-
PaKTEepUCTHK, ajieé BOHA HE MOXYTh OyTH 3aMiHEHi, TOMY TlepelaBaTy iX y BiIKpH-
TOMY BHUTJISAI 200 HaBiTh 3amu(POBAaHOMY HEMOKITUBO.
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Ipoyec kepysanns 3axuwenicmio 0anux nio yac giodarenoi 6iomempuunoi asmenmuixayii

Ha cucremy BignaneHoi aBreHTH(dikanii MOKINBI pi3Hi TUNH aTak (puc. 2).
Ha camMomy mo4aTKy cuCTeMH IMepefaBaHHsA JaHUX MOXKIHBa (ambcudikartis ma-
HUX (spoofing attack) — BukopucTaHHS panbcudikoBaHUX 0IOMETPUIHHUX XapaK-
TEPUCTHK KOPUCTYBaua, MOHOBJICHHS Ta BUKOPUCTAHHS CTAPUX NAHHX, SKi BUKO-
PUCTOBYBAIIMCS paHimie mix yac aBTeHTH(diKamii. Takok icCHye IMOBIPHICTh aTaku
Yy BUTJIAII HECAHKIIIOHOBAHOTO JOCTYIY 10 C(hOPMOBAHOTO OIOMETPUIHOTO Ia0-
JIOHY MiJ 4ac aBTeHTH]iKallii, ioro migMina abo miaMiHa mradiony (substitution
attack) [1, 13], sxuit 30epiraeTbes B 6a3i mannx. Hebe3nedHoto € aTaka Mackapay
(masquerade attack), xomu mudposuit 06paz Moxe OYTH CTBOPCHHM 13 MAOIOHY
OioMeTpuyHOro 00pasy. IcHye MMOBIPHICTH BIUIMBY 3 METOKO MiAMIHM PillICHHS
i1 9ac MOpiBHAHHS GiOMETPUYHUX IAOTIOHIB.

Spoofing
/ (chanbeudikaulia gaHux)
Kopuctyeaa
MoHoBNEHHA Ta

BUKOPWUCTAHHA CTApuUX JaHuX

Biomerprranmil ceHcop ‘ .
BukpaaeHHs BiomeTpuyHoro wabnoHy

DopMyBaHHA DIOMETPITTHOTO
madIoHy

/ MNepexonneHHsA

| DaHw y Kawnani
Hepe,[[aBHHfI JaHHUX MEPECKECIO I" SB’HSKY 36epe;1{e[-]:[11"[ mabmon

y Oasi manix

IlopieHsHES
\ 3amiHa pileHHs

1] Yac MOPiBHSHHS

/ MigmiHa GiomeTpu4Horo WwabnoHy

¥

PiimeHHA Ipo HAIAHHA JOCTYILY

Puc. 2. MoxnuBi Bpa3IuBOCTi B CHCTEMI BiAaneHoi OioMeTpudHOi aBTeHTH(IKAITiT

OxpiM 3a3Ha4eHUX aTaK, MiJ] Yac MepeJaBaHHs JaHUX KaHAJIOM 3B’S3KY € 3a-
rpo3a Toro, 10 JaHi OyayTh IePeXOIIeHi.

[Tix yac cyQiHTOBHX aTak 3JIOBMHUCHHK JJI OTPUMAHHS JOCTYIY B CHCTEMY
BUKOPHUCTOBYE IUTYYHO CTBOpeHi OiomeTpuuHi o3Haku. Hampukman, macky o0-
IUYYs, HaJpyKoBaHe 300pa)KeHHs paiily>KHOi OOOJOHKH OKa TOmIo, abo iMiTye
MOBEAIHKOBI XapaKTEPUCTHUKH, IO BUKOPHUCTOBYIOTHCS Iia Yac AMHAMIYHOI aB-
TeHTU(iKaLil, HAMPUKIIa, IMHaMIYHUN mianuc. Taki 3arpo3u BUHUKAIOTh Ha eTa-
i pobOTH 3 AaTYMKAMH, IO PO3MI3HAIOTH 0CO0Y, TOMY UIS 3aXUCTY Bifl TaKHX
3arpo3 MOTPiIOHO BXKHUTH 3aXOMiB, IO OYIyTh IMMOIEPEIKATH BiJ PO3ITi3HABAHHS
migpobnenux 3paskiB. [IpukiaagoM 6ioMeTpHYHHMX BIACTUBOCTEH, SIKi MAlOTh BU-
COKHI1 piBeHb 3aXHINEHOCTI BiJl MiAPOOJICHb, € TaKi BJACTUBOCTI, K TEMIIEPaTypa,
eJIEKTPUYHA TPOBIIHICTH, MyIHCOKCUMETPIS Ta OMIpP HIKipH.

Jnst 60poTh0H 31 cyiHroM Ha PiBHI MPHCTPOIB BUKOPHCTOBYIOTH arapaTHi
Metoau. BoHM mounsraroTh B iHTErpamii y ckaHep CHeLialbHUX anapaTHUX IpH-
CTpPOIiB, SKi JO3BOJIATH PO3MI3HABATH KOHKPETHI XapaKTEPUCTUKH KUBUX 0iOMET-
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PHUYHUX 3pa3KiB (PYXH OKa, TEMJIO NabIliB Ta iH.); BOHU TAKOXX MOXYTh IIepeBips-
TH pEeaKIliio Ha 30BHIMNTHI CUTHAIH, IO MOTPEOYIOTh HAIBHICTH MTEBHOTO KOPUCTY-
Bavya. Hampuxian, mis Toro, mo0 NONEpelIuTH BUKOPHCTaHHS MiAPOOHHUX
BiIOMTKIB MajbliB, IO CTBOPEHI 31 WITyYHOTO Marepiany CKaHepH BiZOUTKIB
MANbIIiB, 3aCTOCOBYIOTh MEXaHI3MH BHUSBIICHHS MiIPOOHUX BiJOUTKIB.

Jlist BUpimeHHsT TTPOOIeMH BUKOPHUCTAHHS MiAPOOICHUX 300pa’keHb BHKO-
PHUCTOBYIOTH iIeHTH(DIKAIII0 KOPUCTYBAUiB 3a pyXaMH 3iHHIIb, SIKI BHHHKAIOTh Y
pasi 3MiH iX po3MipiB.

Ha piBHi (yHKIi# BUKOPUCTOBYIOTH mporpaMHi metoaw. Lli meromm iHTe-
IPYIOTBCSL B CUCTEMI micis ckaHepiB. PoboTa Takux MeToniB MOATae B €KCTPaK-
TOPi O3HAK 1 BOHH MPAITIOIOTH YK€ 3 TTOCITIIOBHOCTSIMH O3HAaK, OTPUMAaHHX 3a TICB-
HHUH OPOMIXKOK Yacy.

[Tix wac nepmmx eramiB poOOTH CUCTEMU aBTEHTH]IKAIIi BaKINBO YHUKHY-
TH MO>XJIMBOCTI BiTHOBJIEHHS CTapUX, YBEJCHUX 1HIIMM KOPHCTYyBayeM JaHUX IS
OTpPHMaHHS HECAHKI[IOHOBAHOTO JOCTYITY.

Huns 3xiticHeHHs OioMeTpHyHOi aBTEHTHQIKaIii Micis CKaHYBaHHS MEBHUX
OlomMeTpruHHX O3HaK (HOpPMYEThCsl OioMeTpuuHH 11abyioH. bioMeTpuyHuil maob-
JIOH — 1e un¢poBe MOJaHHS JAaHHUX, BIUIyYEHHUX 3 010METpUYHOTO 3pa3Kka. Bonun
30epiratoTecs B 0a3i JaHUX i BAKOPUCTOBYIOTHCS il Yac TIOPiBHSHHS JJIsl aBTEH-
trudikarii. [cHye pu3uK MOHOBIICHHS CTBOPEHOTO ITa0JI0HY Ta BUKOPUCTAHHS CTa-
pux gaHux. € HMOBIPHICTh MiAMIHK WAOJIOHY Ha iHIIWH Ta MEpeXOIUIeHHS M1a0-
JIOHY B KaHaJ 3B’S3Ky Y IpoIleci IepeaaBaHHsI, TOMY BKJIWBHM 3aBIAHHIM €
3axHCT MWabJIOoHIB.

orJjisii BUMOTI TA IIIAXOAIB 10 3AXUCTY BIOMETPUYHOI'O
IMABJIOHY

IneanpHa OioMeTpHYHA CXeMa 3aXUCTy 1a0JOHY NOBUHHA MaTH TaKi YOTHPH Bia-
cTtuBOCTi [7].

1. PisHOMaHITHICTB: O€3MeYHNH Ia0JIOH HE IOBUHEH JIO3BOJISTH MOPIBHSIIb-
HUH MOIIYK 1o 0a3ax AaHUX, THM CaMHM 3a0e3redyoun KOH(iIeHIiiHICTh Kopu-
CTyBaya.

2. MOXIUBICTh aHYJIAIII: Ma€ OYTH MPOCTOIO IS BIIKJIMKAHHSI CKOMITPOME-
TOBAHOTO IIA0JIOHY Ta MEPEBUITYCKY HOBOTO, 3aCHOBAHOTO Ha THX K€ OioMeTphd-
HUX JaHHX.

3. Be3neka: oTpuMaHHs OpHUTiHAIBHOT OiOMeTpHUYHOI iH(opMaIlii i3 copmo-
BAaHOTO IITa0JIOHY MOBHHHO OyTH OOYMCIIOBAILHO BaKKHM. L[ BIacTHBICTH Te-
PEIIKOKA€e BiTHOBICHHIO O10METPHYHHX O3HAK 3 BUKPAJICHOTO IA0JIOHY.

4. TIpooyKTUBHICTE: cxeMa 3aXHCTy OiOMETpHUYHOro mabJIoOHy HE MOBHHHA
MOTiPIIUTH MIPOYKTHBHICTH PO3ITi3HABAHHSI.

OCHOBHHMM BHKIJIMKOM PO3pOOJIeHHS 010METPUYHOT CXEMH 3aXHCTYy IIa0JIOHY,
SIKHI 33JI0OBOJIbHSIE BCI 3rajlaHi BUMOTH, € HEOOXIJHICTh OOpOOJICHHS MIHJIMBHUX
JaHUX KOPUCTYBaya.

Haragaemo, mo aexinpka 300pakeHb OJHi€i 610METpUYHOI O3HAKK HE MpU-
3BOJISITH JI0 TOTO 3K HA0OPy 3HauYeHb. [3 i€l sk mpuuuHN He MOXHa 30epiratu Oio-
METpUYHHMH mabioH y 3ammpoBanii Gopmi (Hampukias, 3a JOIOMOTOI0 CTaH-
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JapTHUX MeToniB mudpyBanHs, Takux K RSA, AES Ta iH.), a oTiM ouiHOBaTH
BIJIITOBITHICTH y 3aIM(PPOBAHOMY TOMEHI.

Bapro 3BepHyTH yBary Ha Te, 0 MHUGPYBaHHSI HE € TIaAKo0 (QyHKINEO i
HEBEJIMKA Pi3HUIS 3HAYEHB, 10 BUTATYIOTHCS 3 MOYATKOBUX OiOMETPUYHHX Ja-
HHUX, TPU3BEAE A0 AYKE BEIMKOI pi3HULI B 3amudpoBaHOMy pesynbTati. llpu
IIbOMY BapiaHT 3 PO3MH(PPOBYBAHHAM IMAOIIOHY 1 OI[IHIOBAaHHSIM BiIIIOBITHOCTI
MK 30epekeHIM Ta PO3MM(POBAHUM IAOJIOHAMH, HE € OE3MEYHUM, OCKUTBKU
Mae 30epiratucs cam 6iomeTpuyHui madnoH. OTxe, cTaHAAPTHI MEeTOAH MHPPY-
BaHHS HE € KOPUCHUMH JUTA 3a0e3MeYeHHS 3aXHCTy 010METPHUYHUX IIa0I0HIB.

PosrisHeMO OCHOBHI CXeMH 3aXHCTy 0i0METPHYHOTO MAbIOHY, 10 HATETEep
HaOynu mommMpeHHs. 3riaHo i3 npausmu [7, 12, 14], miaxoam 10 3aXHCTy MOXKHA
HNOJIMNTH Ha 2 HampsIMU: MiAXOOU Ha OCHOBI MEPETBOPEHHS BIACTHBOCTEH Ta
OioMeTpuuHi KkpurnTocuctemMu (puc. 3).

Meroan 3axmcTy mabnoHis
/ e >

IleperBopeHBs Biomerpami

BIACTHROCTEH EPHIITOCHCTEMHE
> «Comiaass —> 3} SEINEHCHHAM EINOY4
> O oS —>  3f Sp'ESYRAHIAM KN09a

NEPCTROPCHAS
—> 3 rEEepAIic0 KOOI

Puc. 3. Cnpouiena knacudikalis METO/IB 3aXHCTy 11A0I0HY

VY nmekimpkox mkepenax [14, 15] mpomoHYHOTH AOJATKOBI METOIHM: TOMO-
MopdHy KpunTorpadiro, riOpuIHi METOAH, a TAKOK METOJIU Ha OCHOBI CTEraHo-
rpagii Ta BaTepMapKiHTy.

VY migxomax Ha OCHOBI IEPETBOPEHHS BIIACTUBOCTEH OioMeTpHYHi JaHi 00-
POOJISIFOThCA 32 JIOMTOMOTO0 Jesikoi (PyHKITii-TiepeTBOPEHHs 1 Jaii 30epiraeTbes
e Bxe TpaHchopMoBaHWE 1a0nmoH. 3anexxHo Big THIMY  (QyHKIi-
TIEPETBOPEHHS 1ICH MiIXi/1 MOAUISETHCS HA METOIU «COJIIHHSD Ta OAHOOIYHI TIepe-
TBOPEHHSI.

Y MeTomax Ha OCHOBI «COIIHHSI» (DYHKIIiS-TIEPETBOPEHHAS MOXe OyTH 00ep-
HeHoto [12], ToOTo, SKIIO KITF0Y MepEeTBOPEHHS BiIOMUH 10 TPaHCPOPMOBAHOMY
m1abyioHy, MOKHa BiATBOPUTH OpUTiHaNbHUU. Besneka Takux cucreMm 0azyeThes
Ha 3aXMIICHOCTI KJIIoYa 4M napoiis. Y MeToAax Ha OCHOBI OZHOOIYHHX MEPETBO-
peHb 3a3BWUail OOYMCIIOBAIIGHO BAXKKO BITHOBUTH OpPWTIHAIRHUIN MIA0IOH 3a
TpaHC(OPMOBAHUM, HABITh SKIIO KIFOY BioMHH [7].

Biomerpuysni kpuntocuctemu [1] y cBoro 4epry MOIUISIOTHCS Ha CUCTEMH 3i
3BinpHeHHsAM Kitoua (key release cryptosystems), cucteMu 3i 3B’I3yBaHHSM KITIO-
ga (key binding cryptosystems) Ta cucremu 3 reHepariiero kroda (key generation
cryptosystems).

VY OioMeTpUYHUX KPHUNTOCHCTEMaX KOPUCTyBaueBi He MOTpiOHO 3a-
naM’SITOBYBaTW Mapoii Ta/ab0 BHKOPHCTOBYBaTH JMOJATKOBI MPUCTPOi i
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30epiranHs, nepenaBanHs Ta iH. biomerpuyna kpunrocucrtemMa B OyAb-sKUil yac i
B OyIb-IKOMY MICIi 1HIITIaTi3yEeThCS NMIITXOM BIUTYUSHHS «HA JTHOTY» HEO0OXiTHUX
napameTpiB 3 HaJaHUX OIOMETPUYHUX 300paKeHb (3 MOXKIMBUMH IMTOMHIJIKAMHU,
CTHPaHHSM TOII0) 03 IKOAN IS X 300paKeHb.

AHAJII3 EOEKTUBHOCTI ICHYIOUUX METO/IIB 3AXUCTY
BIOMETPUYHOI'O IIABJIOHY

PosrnsitHeMo HaBe/CHI BUIIE METOIHU M OIIIHUMO X MepeBard Ta HeMOiKHU. 3a pe-
3yJbTaTaMHu a”alizy chopMyeMo HaOip MpaBwiI I BUOOPY HAWKPAIIOTO PilllcH-
HS B KOXKHIN OKpeMili cutyartii.

OCHOBHI METOJIY 3aXUCTY I1a0yIoHy Taki [7, 12, 13]:

Memoou «coninnay. Coninasg abo 6i0xent — Iie MiaXia 3aXucTy MmabioHy, y
SAKOMY O10METpHUYHI O3HAKH MEPETBOPIOIOTHCS 3a JONOMOTo0 (YHKIIi, BU3HAYE-
HOT crieruigHuM KirfodeM abo maposeM KopucTyBada. OCKUTBKY TpaHCchopMaltis
Moxe OyTH 0OepHEeHa, TO K04 HOBUHEH OyTH HaIiiiHO 30epekeHui KOPHCTYBa-
YeM Ta TOoJaHuH i 9ac aBTeHTHdikamii. [l morpeda B nogatkoBiii indopmariii y
BUTJISIZI KITFOYa 30UIBIIY€E €HTPOMil0 0i0METPUYHOro INAbJIoHY i, OTXKE, yCKal-
HIOE ISl IPOTUBHHKA BralyBaHHs Ia0JIOHY.

MokHa BiJ3HAYUTH IIEpEBaru MeToay «coiiHHs». [lo-mepine, ne edekTus-
HUI METO]| IEPETBOPEHHS BXiTHUX 0iOMETPHUYHUX JaHUX Y BUCOKOSHTPOIIiiHI 3a
paxyHOK 30iJIbIIEHHSI CHTPOMil OIOMETPHUYHMX JAHWX 3 HaKJIaJaHHSM Ha OioMeT-
pUYHI 3pa3Kky TCEBAOBUMAIKOBHUX MOCTiMOBHOCTEH. [lo-apyre, BHKOpPHCTaHHS
KJTI0Ya JI03BOJISIE 301IBIIATH BiJICTAaHh XEMIiHra MiXk JaHUMHU OIOMETPUYHHX 3pa3-
kiB. CxeMa MpUHATTA pillleHHs 32 OIOMeTpHYHOI 1IeHTH(IKaIlii TOBUHHA BPaxo-
BYBAaTH 3HAa4EHHS KUJILKOCTI OITiB, sIKi 30iraloThcs y pa3i MopiBHSAHHS OioMeTpuy-
HUX 3pa3KiB.

Oo6mexernrs. 1. SIkmo crermudivaui KITIF0Y KOPHCTyBada CKOMITPOMETOBA-
HU, 1a0JI0H Oinblre He € Oe3MeYHuM, TOOTO, SKII0 NPOTUBHUK OTPUMYE JOCTYI
JI0 KJIf09a Ta TpaHC(HOPMOBAHOTO MIA0IOHY, BIH MOXE BITHOBHUTH OPHUTIHAIBHHMA
OlomerpuuHmii madaoH. 2. OCKIIBKU NOPIBHSIHHS BiIOYBAa€THCS y TIEPETBOPEHO-
My BWTJISAI, MEXaHI3M «CONIHHSI» TOBHHEH OyTH pO3pOOJICHWH TaKMM YHHOM,
o0 MPOAYKTHBHICTH PO3Mi3HABaHHS HE IMOTipIIyBanacs, HaBiTh MiA yac 3MiH y
010METPUYHHX JTAHUX KOPUCTYBaya.

BukopucTtaHHs HEYITKMX KOHTCHHEpIB Ha OCHOBI 3aCTOCYBaHHS METOJIB
«CONIHHSA» € €(eKTHBHHM METOJIOM MOOYJOBH MHOXXHHHU TOJaHb O10METPUIHHX
JaHux 010METPUYHOTO 3pa3Ka.

Memoou na ocHog8i 00HObIuHUX nepemBoperb. 3a HOTO MiAX0My OloMeTpud-
HUH 11a0JI0H MH(PYETHCS 32 JTOTIOMOrOK OJHOOIYHOT (YHKIIT MMEepeTBOPEHHS.
[Napametpu ¢yHKUii TepeTBOpEHHS BU3HAUAIOTHCS KIIOYEM, SIKUA HOBUHEH OyTH
MOCTYITHUM Trif dac aBTeHTH(]iKarii. OCHOBHOIO XapaKTEPUCTHKOIO TAKOTO IIif-
X0y € Te, IO HaBiTh SKIIO KU Ta/abo TpaHcdopMoBaHUil M1a0IOH BigOMi, TO
00YNCIICHHSIM BaXKKO (Yepe3 CKIAIHICTh Tpy00i CHIIN) IS IPOTUBHUKA BiJHOBH-
TH OpPHUTIHATBHUN O1OMETPpUIHHIA 1T1a0I0H.

IepeBaroro MeTOAy € Te, IO HABITh SKIO KIFOY CKOMIIPOMETOBAHHM, IIs
cxeMa 3abe3neuye Kpairy Oe3leKy, HiK METOJ «COJIiHHS». 3aMiHa maljoHy Ta
aHYJISIIs] MOXKYTh OYTH peali3oBaHi 3a JIOTIOMOTO0 Crielu(pIYHUX (PYHKIIIMH.

O6mexeHHss. OCHOBHHM HENONIKOM TaKOTO IIIXOAY € KOMIIPOMIC MiX
HEBIMOBITHICTIO Ta OMHOOIUHICTIO QYHKINI mepeTBopeHHS. DYHKINSA MTepETBO-
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peHHs, 3 onHOro OOKy, Mae 30epiraTi moAioHicTh (PpyHKIIT 0THOTO KOpHUCTYBaya
MMOBHUHHI MaTH BHCOKY TIOIOHICTh ¥ TIEPETBOPEHOMY MIPOCTOPi, a PYHKIIT pi3HUX
KOPUCTYBadiB OyTH NOCUTH PI3HOPINHUMH Micys TpaHcopMarlii), a 3 APyroro
00Ky, moBuHHa OyTH 0HOOIUHOW. Baxko cnpoektyBatu (yHKIIi epeTBOPESHHS,
SK1 OJTHOYACHO 33/I0BOJILHAIOTH 00H/BI yMOBH. KpiMm TorO, (pyHKIIiS TIepeTBOpeH-
HS TaKOX 3QJICKUTH BiJ O10METPUYHHUX O3HAK, SIKI MMOTPIOHO BHKOPHUCTOBYBATH Y
MEBHOMY 3aCTOCYBaHHI.

Biomempuuni kpunmocucmemu. TpaauuiiiHo, 610MeTPUYHI KPUITOCUCTEMHU
Ha HEYITKUX EKCTPaKTOpax, a TAKOX CHCTEMH, LI0 iM MepenyloTh, Ha HEUITKHX
KoHTelHepax [2, 13], OyayroThCS 3 BUKOPHUCTAHHSAM 3aBaJOCTIHKOTO KOJXYBaHHS.
Ha noyatrkoBoMy erami GioMeTpuyHi AaHi B IEBHOMY CEHCI 00’ €THYIOTBCS 3 eJe-
MEHTaMH 3aBaIOCTIHKUX KOIIB (HAaNpHKJak, 3 KOXOBUMH CIOBaMH ad0 CHHAPOM-
HAMHU TIOCTIAOBHOCTSAMHM). J[JIs1 HEUITKUX EKCTPaKTOPIB JTOJATKOBO yYTBOPIOETHCS
BinkpuTHid nornomMixkHuH pspok (helper data), sikuit Jomomarae BUITy4aTd CEKpeT-
HUH MapaMeTp Ha HEYITKHX 3aJaHuX OioMeTpHyHHMX NaHuxX. Ha erami BuKopu-
CTaHHS 3aCTOCOBYETHCS 3aBaJOCTIMKE AEKOAYBaHHS, L0 YCyBa€ MOXIIHMBY He-
BU3HA4YeHICTh (BUKJIMKaHy 3aBaJlaMM, CTHpPAHHSIM TOINO) Yy  HaJaHHUX
OlomMeTpryHHX IA0JOHaX KOpUCTyBaua. SIKIIo BiIMiHHOCTI B Habopax Xapakre-
PUCTHK HEBeNWKi (HE TEepeBUIIYIOTh MOXKIWBOCTI KOPUTYBaJbHHX KOIIB), TO
HEJITKI eKCTpaKkTOpH (KOHTCHHEPH) TO3BOJISIOTH OJHO3HAYHO BiHOBUTH CEKPET-
HUI napameTp (0iIOMETPUYHHHN KITIOY).

Jo xnacy 610MeTpHYHHX KPUITOCUCTEM HANICKATh TPU TPYITH CUCTEM.

1. Biomempuuni cucmemu 3i 36inbHennam xkmoua [1, 14]. YV pexumi 3Binb-
HEHHS KJII0Ya OioMeTpHYHA aBTCHTH(IKAIis 3MIHCHIOEThCS HE3aJIeKHO Bi Me-
XaHi3My 3BUIBHEHHS KIIF04a, O10METPHUYHMIA €TaNIOH i KITF04 30epiraroThesi OKpEMO
OJIMH BiJ OJTHOTO, CaM KJIIOU 3BITBHSETHCS MICIIs YCIINTHOI O10METPUYHOT aBTCH-
Tudikaii.

2. bBiomempuuni cucmemu 3i 38’asysannsim kuwoua [1, 14]. Y xpunro-
rpagivHUX CHCTEMaxX TaKOro THUIY KIIIOY 1 O1IOMETpUYHUIA eTajoH Kpunrorpadid-
HO TOB’sA3aHi Mixk co0oto. Kirtou 3a meBHUM aNroOpuTMOM TIOB’SI3YEThCS 3 OioMeT-
PUYHUM €TaJIOHOM KOPHUCTYyBada i 30epiracrbcs B TAKOMY BHIIIAII B 0a3i IaHUX,
BIZIIIOBITHO PO3KPUTH KITIOY MOXE TiJIbKU BIACHUK 0iOMETPUYHHX TapaMeTpiB. Y
TaKUX CHCTeMax mepeadavaeTbes (MpoTe HE € HeOOXiTHMM) BHKOPHUCTAHHS TIO-
nomi>kauX maHuX (helper data) mms memackyBaHHS 3aITyMIIEHUX OiOMETPUYHHUX
JaHUX.

Sk mepeBary KpUITOCUCTEM IOTO TUIY CJIi BII3HAYUTH T€, IO 1S Miaxia
€ TOJCPaHTHUM JUIsi 3MiH (Bapiamiil) JaHMX KOpHCTyBaua, 1 I TOJEPaHTHICTh
BU3HAYAETHCS 3AATHICTIO KOy 3 BULIPABICHHS TIOMUJIOK.

OoOmexenns. 1. BiamoBinHICTh HEOOXITHO BHKOHATH 3a IOINOMOIOK CXEM
KOPEKIil MOMUJIOK, 1 1Ie BHKIIOYa€E BUKOPUCTAHHS CKJIAIHUX CXEM TMOPIBHSIHHS.
Ile Moke mpu3BeCTH 10 3MCHIICHHS TOYHOCTI MOPIBHAHHSA. 2. 3arajoM OioMmer-
pPUYHI KPUNTOCUCTEMH He TpW3HAa4YeHi Uil 3a0e3ledueHHs] Pi3HOMaHITHOCTI Ta
amysmii. [IpoTe HaMararoThCs BBECTH I1i JBI BJIACTUBOCTI B OiOMETPHYHI KPHII-
TOCHUCTEMH, TOJIOBHIUM YHMHOM, BUKOPHCTOBYIOUH iX y TMOEJHAHHI 3 1HIIUMH Mij-
XOJlaMH, TaKUMH SIK «CONiHH». 3. JlomoMixHI JaHi MaroTh OyTH peTeNbHO Po-
3pO0ITeHI.

3. biomempuuni cucmemu 3 eenepayicro kuoua [1]. Y takiit 6iomeTpuuHiit
KPHUIITOCUCTEMI KITI04 (OPMY€ETHCS Oe3mocepeHbo 3 010METPUYHHUX AaHUX KOPHU-
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CTyBaua i He 30epiraeTbcsi B 6a3i gaHuX. BapTo 3BepHYTH yBary Ha Te, IO SIKIIO
cxeMma TeHepye TOW caMHuil KITIoU, He3aJIe)KHO BiJl MAOJIOHY BXIAHWX NaHUX, BiH
Ma€ BHCOKY OCHOBHY CTaOiJIbHICTh, ajie HYJIbOBY €HTPOIII0, 1[0 3yMOBIIIOE BUCO-
ke 3HaueHHs FAR. 3 iHmoro 60Ky, K10 cxeMa CTBOPIOE Pi3HI KIIOUi IS Pi3HUX
1a0JIOHIB TOTO X KOPUCTyBaya, CXeMa Ma€ BHUCOKY EHTPOIIiio, ajie HecTadisb-
HICTh 3yMOBITIO€ BHCOKe 3HaueHHsT FRR. MoykHa BHBECTH KITI0Y O€3TOCEPETHEO 3
0lOMETPHYHHX O3HAK, OJHAK Ba)KKO OJHOYACHO JOCSTTH BHCOKOi €HTpOIIIi Ta BU-
COKOi CTabiTbHOCTI.

[lepeBaroro MeTomy € mpsiMa TeHepaiis Kiitoda 3 0ioMeTpii.

OOmexxeHHS. Bakko reHepyBaTH KIIIOY 3 BHCOKOIO CTaOUTBHICTIO Ta €H-
TPOMI€LO.

Cuenapiif Ta MOYaTKOBI aHi BiAIrpaloTh BaXKIIMBY POJb Y BHOOPI CXEMH 3a-
xucty mabnony [7]. Hanpuknaz, y 3actocyBaHHi OioMeTpu4HOi Bepudikarii, Ta-
KOi sk 6aHKOMAaT O0aHKy, TIPOCTa CXeMa «COJIHHM», 3acHoBaHa Ha PIN-komi xopu-
CTyBada, MOXK€ OYTH IOCTAaTHBOIO IUIsl 3a0€3MEYCHHS 3aXHCTy O010METPHYHOTO
mabmony. 3 iHmoOro OOKy, Wil Yac MPOXOMKEHHS TNPOLEAYp acpornopTy
onHOOIYHE TIEPETBOPEHHS € OUIbIl TPUIATHUM TIAXOJOM, OCKUTBKM BiH
3a0e3nevye SK 3aXHCT IAOJIOHY, TaK i MOMJIMBICTh aHyJSAIIl (BiAKIMKAaHHS), HE
NOKJIafalounch Ha Oynp-sKi iHIN BXimHI JaHi Bifg KopucTyBada. biomerpuuni
KPUNTOCUCTEMH € OLTBII IOIUIBHUMH Y AOAaTKax 3 MOPIBHAHHAMH Ha KapTi.

[HIIIMM OCHOBHMM YMHHHKOM, IO BIUIMBA€ Ha BUOIp CXeMH 3aXHUCTy Iadio-
HY, € BUOpaHa OioMeTpUYHA 03HaKa, ii HaOip (GyHKIIH Ta CTyHiHb Bapialliil JaHUX
KopucTyBauiB. /lu3aifH cxeMH 3aXUCTy MAaOIOHy 3aJIe)KUTh BiJi KOHKPETHOTO THU-
my OioMmeTpii, 10 BUKOPUCTOBYEThCA. Tak 0AHOOIUHI (yHKIIT OyiH 3amporoHo-
BaHi JJIs BIIOUTKIB MAaJbIIiB, ajlle BaXKKO CIIPOEKTYBATH BiJIOBIHE MEPETBOPECHHS
IUTS paiiaykHoi 000I0HKH OKa (iris-code). HaBmaku, Moxe OyTH HMpOCTIIIUM PO3-
poOsieHHsT 610METPUYHOT KPHIITOCHCTEMH JIJIsl paiily»KHOi 000JIOHKH OKa SK OiHap-
HOTO psiika (hiKCOBaHOI TOBKMHM, 1€ MOXKHA JIETKO 3aCTOCYBaTH CTaHAApTHI Me-
TOJIY KOJyBaHHSI 3 KOPUT'YBaHHIM MOMIIIOK. KpiM Toro, sIKIIo Bapiamii BcepeauHi
JaHUX OJHOTO THITY AJISl OMHOI'O KOPUCTYBada JOCUTDH BEJIHKi, TO HEMOXKIIMBO 3a-
CTOCYBaTH OAHOOIYHE MEPETBOPECHHS 200 CTBOPUTH OiOMETPUYHY KPHUIITOCHUCTE-
My. ToMy HaBiTh y KOHKPETHOMY CIIEHApii OLIBII HiX OJHA cXeMa 3aXUCTy mad-
JIOHY MOJKe OYTH MPUIHATHOO, @ BUOIp BIIMOBIAHOTO MiAXOMy MOXe 0a3yBaTuCs
Ha Pl TakuX (akKTOpiB, K MPOAYKTUBHICTH PO3Ii3HABAHHS, OOYMCIIOBAIIbHA
CKJIaHICTh, BAMOTH 1O I1aM’SITI.

OUiHUMO OCHOBHI XapaKTEPUCTHKH CHCTEMH 32 YMOBH BHKOPHCTaHHS HaBe-
JIEHUX METOIiB (hOpMYBaHHS OIOMETPHUIHOTO MIA0IOHY. SIK XapaKTEPUCTUKH CHC-
TeMH 010MeTpUYHOI aBTeHTU]IKalii Oy1eMO BUKOPUCTOBYBATH MOMUJIKH TEPILIO-
T0 poay, KOJW BH3HAYAETHCS HMOBIPHICTH MOMIJIKOBOI BiMOBH B JOCTYII
KIieHTy, sikuii Mmae npaBo poctymy FRR (False Rejection Rate), Ta momumnku apy-
TOro poay SK IMOBIPHICTh TIOMHITKOBOTO JOCTYILY, KOJIH CHCTEMa TIOMIJIKOBO IIi-
3Hae uyxoro kiienTa sk cBoro FAR (False Acceptance Rate).

ONIHIOBAHHSA MTMOBIPHOCTI IIOMWJIKHA IIJT YAC BIJJIAJIEHOI
ABTEHTHU®IKAIIII

Hexaii Ha mabnoH S HOBXUHOIO /g OIT HaKIaJalOThCs KOJOBI CJIOBA JBIKOBOIO
kony (n,k,d), mo kopurye nmoMwiku. [Ipu meoMy mig n OymemMo po3yMiTH 3a-
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rajibHy JAOBXKHHY KOJOBHX CJiB, K — MOBKHMHA iH(QOpMAIIHHUX CIiB 1 d — KO-
JIoBa BijicTaHb. Takux ciiB Oyje

N=Il/n,

IpH [IbOMY KiJIbKICTh KOJOBUX CiB N, = 2k, IlepeTBOpeHHsI BU3HAYAETHCS OTe-

paitiero modiTOBOro CKIIaaHHs CIIiB Ia0I0Hy Si KOy Ci :

S.®C,=SC, i=1,N.

KonoBa BincTans BH3HaYa€ MOXIJIMBOCTI KOPUTYBAaTH Ta BU3HAYATH TIOMUII-
k. Ko Moxe min yac AeKomyBaHHS TapaHTOBAHO BUIPABUTH NMOMWIKHA Kpart-
HICTIO ¢ = (d - 1)/ 2 Ta BUSIBUTU TIOMIJIKU KpaTHicTiO d —1.

KonoBi cnoBa reHepyloTbcs 3a BUNAAKOBUMH 3HAYCHHSAMH iHQOpMaLiiHUX
cuiB k; i=1,N. TakuMm 4uHOM, KJIIOYOBA MOCIiTOBHICTb, 3a SKOIO T€HEPYIOThCS

KOJIOBI CJIOBa, MOBUHHA OYTH BUIAIKOBOIO i MaTH JIOBKUHY
k -
K =kN =;ls (6itiB),

JIe CIIBBITHOIIEHHS! R =k /n BU3HAYa€ MIBUIKICTH KOIY.

CxeMa IpUIHATTS pillIeHHsI MOPIBHIOE 3aIyMJIeHi 00pasu, sKi 30epiraloThes
Ha cepBepi 3 NPUHHATUMH 3 KaHATy 3B’s3Ky. [IOpiBHSIHHS BUKOHYETHCS 33 BHpa-
30M

scC@sck =scl, i=1,N,

ne N — KiJBKICTh KOJOBHUX CIIiB, IO 3aIIyMJIATh O1OMETpHYHI 00pa3y; SCI-C —

3amryMJICHHH OioMeTpuaHU 00pa3, 1Mo 30epiraeThcs Ha CepBepi; SC,-K — 3a-

IIyMJIEHUH O10MEeTpUIHHI 00pa3, Mo MepeBipsETLCS Ha CEpBEPI.
[Tix yac MOPiBHAHHS OTPUMAEMO PE3yIIBTAT

scf=skeckestoct =K sHekcH,
e Cic — KOJIOBa IOCIIZIOBHICTh, IO 3alllyMIIsie OloMeTpHYHHUI 00pa3, sSKul

30epiraeTbcs Ha cepBepi; CiK — KOJIOBa MOCJIZOBHICTh, 10 3aIlyMJIsie 0ioMeT-
pUUHUIT 00pa3, IKUii epeBipsieThCS Ha CepBePi.

CyMa KOIOBHX CIIiB, SIKi HAOIMIUIK 3 KaHATY 3B’SI3Ky Ta 3allyMJIeHi B Oiome-
TpUYHUX MIa0JOHAX Ha CepBepi, A€ KOJMOBi CIIOBa IJIHIHHOTO OJIOKOBOTO KOIY
(n,k,d) . Orpumaemo

scf =sksSHec!, i=1,N,

K
KC®f . .
e C,-P =C; ' — KOJOBI clIOBa JiHiHOrO 6J10KOBOrO KOny (7,k,d).
IMOBipHiCTh TOTO, IO MiJ Yac AEKOAYBaHHS BUHUKHYTh HOMHIKU (SIKi Oy-

.. K -
AYTb BU3HA4YaTUCH SIK pO361)KHICTI> Si 1 Sic ) BHU3HAYA€THCA

N,

C

Ny,

pe=l—
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[Min yac aBTeHTHU(IKAIlii KIIBKICTh IOMHIKOBUX KOJIOBUX CJiB HE MOBHHHA
MIePEBUIITYBATH 3HAUYCHHS mopora 7' (103BoJieHa 1T KOPEKTHOI pOOOTH KiJbKiCTh
MOMHWJIOK). Y TakKOMY BHIAJIKy oTpuMaeMo OIiHKy FAR iMOBIpHOCTI TOMIITKOBO-
T'O JOCTYIY, KOJIH CUCTeMa IMOMIJIKOBO ITi3HAE UYKOTO K CBOTO:

T o .
FAR=Y C{pl(-p, V.
j=0

JlekoyBaHHSI KOJOBHX CIiB KOy (7,kd) I03BOJs€ TapaHTOBAaHO BHSBUTH
MTOMHJIKY KpaTHiCTIO d —1. TakuM 9rHOM, KOJ BHUSBIISIE TIOMUIIKH 3 IMOBIPHICTIO

o N—j
_ N9l 4
Pin = Zj:1cnpn (1= py)
BI/IKOpI/ICTOByIO‘lI/I HCI\/’I BI/Ipa3, OTpI/IMaeMO OHiHKy IIOMUJIKHN Hep]_HOFO pOZ[y

FRR:

T . n—j
FRR=1- z]'=1cij\/pijn(1 - pz‘z{)

3ACTOCYBAHHS METOIIB CTETAHOTI'PA®II JIJ151 HIJIBULLIEHHS
3AXMIIEHOCTI IPOIECY ABTEHTU®IKAIIII

Jy1s i IBUTIIEHHS 3aXUIIEHOCTI (IUIIXOM 30UTBIICHHS IPUXOBAHOCTI) OioMeTprd-
HHUX JAHUX MOKIIMBE BUKOPHCTaHHS PI3HUX METOIB MepexeBoi creranorpadii,
SIKI TO3BOJISIFOTH IPUXOBAaTU caM (akT MepeaBaHHs JIaHUX, HEOOXiTHUX Ul aB-
TeHTH]iKaIii Mepexero. J{J1s 3acTocyBaHHS BUKOPUCTAHO METOJIM HA OCHOBI BOY-
JOBYBAHHS IaHUX Y TOJI1 MEPEKEBUX IPOTOKOJIB.

3anponoHOBaHy CXEMy 3aXHUCTY MPOLECY BiIIaaeHOi 0iOMETPUYHOI aBTCH-
Tudikamii 3 noJaBaHHSAM eTamiB BOYIOBYBaHHSA Ta 3aBaJOCTIMKOrO KOAYBaHHS
NOKa3aHo Ha puc. 4. bioku, mo Bigpi3HAOTH ii BiA MOYaTKOBOI CXeMH, HaBeIEH1
3aTEMHEHUM KOJIbOPOM.

Sk nmokazano y npami [11], anst 3aga4 mepeskeBoi aBTeHTH]IKaMii HalKpani
MOKa3HUKU 3a0e3NnedyloTh Taki Metoau MepexeBoi creranorpadii: HICCUPS
(0,21); TranSteg, LACK (0,18); RSTEG (0,15) ra SCTP (0,12), ne B ny*xkax Ha-
BEJICHO 3HAYCHHSI BEKTOPIB IMPIOPHUTETY .

Meton HICCUPS 3a06e3neuye HalBHIIUI PiBEHb MPUXOBAHOCTI Y 3alIyMJie-
HHUX KaHajaX, OCKUIbKM BUKOHY€ MacKyBaHHS iHpOpMaLii miJ «IpUpoaHi» 3aBa-
nu. Meton TranSteg BUKOPUCTOBYETBHCS sl IPUXOBYBaHHs naHux B IP Ttene-
(doHii, a TakoX IS TepedaBaHHA TIOTOKOBOTO Bimeo. Jlims TPUXOBYBaHHS
iHpopMaLii JaHWH METOA CTUCKAE KOPHCHE HAaBaHTaXEHHS MEpPEKEeBOro IaKeTa
3a paxyHOK IEpPEeKOAYBaHHS T'OJIOCOBHX IAaHHMX 3 MiHIMaJbHOIO BTPATOIO SIKOCTI
TOJIOCY 1 Ha MicCIIe, 0 3BiIFHIIOCH, B 00JIACTh KOPUCHOTO HABAaHTAXXEHHS MaKeTa
BHOCSITH CTEraHOTpaMmy; BiJIIIOBIIHO e METOJ]] €(EeKTUBHHUM IiJi 4ac aKTUBHOI
roiocoBoi un Bigeo cecii. Metogq LACK Ttakox BukopucTtoBye akTuBHy RTP
cecito, ane HOro MpUHLMI Il 3aCHOBAaHWK HAa BHECEHHI 3aTPUMKH UIS BilIpas-
JICHHS TIEBHUX TOJIOCOBHX ITaKETiB, KOPUCHE HABAHTAXKEHHSI SKUX 3aMiHeHO. Me-
ton RSTEG rpyHTYy€eThCSI Ha TOBTOPHOMY IEpECHIIaHHI MaKeTiB 1 H0ro BUKOPH-
CTaHHS AJIs1 HAWO1BIIOT MPHXOBAHOCTI TAKOXK PEKOMEHIOBAHO B KaHaJax 3B S3KY
3 HU3BKHM CITiBBITHOIICHHSIM CHTHAJ/IITYM.
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Puc. 4. MomugikoBaHa cxema 3aXHCTY BifmaneHoi GioMeTpuaHO1 aBTeHTHDiKamii

Jns ocTaTOYHOTO BU3HAYEHHS HaMOUIbII eQEeKTHMBHUX METONIB BOYIOBY-
BaHHS Ta MOKpPAIICHHS POOOTH CHUCTEMHU BiajganeHol aBTeHTH(IKaIlil B HUIOMY
no0yIyeEMO iHTENIEKTyallbHy CHCTEMY, o Oyne ineHTu]iKyBaTn yMOBH Ha BXOI,
BU3HAYaTH MOTOYHUM cLeHapiii Ta oOMpaTH HA OCHOBI MPaBWJ I HBOTO HAOIp
METOJIIB 3aXHCTY.

3ACTOCYBAHHS IHTEJIEKTYAJIbHOI CACTEMHY NPUMHATTS PILIEHB
JIJISI IIBUILEHHSA 3AXUIIEHOCTI CACTEMH BIJJIAJIEHOI
ABTEHTHU®IKAIIII

PosrnsiHeMo 3amporioHOBaHy cucTeMy NpUHHATTS pimeHs (puc. 5). Hexail Ha i1
BXI1JI MOIa€ThCs HAOIp MOYaTKOBUX MaHuX (010K «BxiaHi naHi», puc. 5), SKuil ans
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JOCHIPKYBAaHOTO BUMAJKY MICTHThH iH(OpMaIiio Mpo cTaH KaHally 3B S3Ky Ta iH-
(hopwmartito Ipo XapakTep OTPUMaHUX O1OMETPHUIHHUX O3HAK KOPUCTYyBaua.

Buxonysau
(3amyck oOpaHNX METO/IB HAa BUKOHAHHS)

Y

®opmyBaHHSI HA0OPY METOIB 3aXUCTY

!

3BepHEHHS 10 0a3u mpaBmT/
METOJIiB 3aXHCTY

Y

IneHTH}IKAIS TOTOYHOTO CIICHAPIIO

¥

Bxigni mnani

Puc. 5. Y3araibHeHa cxema IPUHHATTS PillIeHb

Inghopmayin npo cman kanany [10] BKIIO9ae Taki mapaMmeTpu (JOCIIHKCHHS
nposoauiucs Ha npukiani LTE/SG mepexi):

® MapaMeTpH MOTYXXHOCTI CUTHAIIy Ta SKOCTi: IMOTYXHICTh curHainy RSRP
(Reference Signal Receive Power), skicte curnmamy RSRQ (Reference Signal
Received Quality), cniBBigHomenHs curHan/mym SINR (Signal-to-Interference-
plus-Noise Ratio), moctynna npomnyckHa 3aatHicth Cell Bandwidth, Bukopucro-
ByBaHa cxema MoAyuii Ta koxyBanHs MCS (Modulation and Coding Scheme);

e HasBHICTH (hOHOBUX ceciii 3a mpotokosiamu IP, TCP, RTP, SCTP Ta in.

Ha ocHOBI TTpoITyCKHOT 31aTHOCTI, CITIBBIIHOIIIEHHS CUTHAI/IITYM Ta TTapame-
TPiB SIKOCTi/IOTYXHOCTI BU3HAYA€THCSI TPAHUYHA KUTBKICTh TIOBTOPHO MEpeAaHuX
MaKeTiB, IO JO3BOJISIE 3a/1aTH TIPOITYCKHY 3AaTHICTh CTeraHOrpadidHIX METOIIB,
K1 BUKOPUCTOBYIOTH MoBTOpHE nepenasanns (RSTEG, HICCUPS).

HasiBHICTH aKTHBHHUX CeCiii aHaJIi3yeThCs 3a JOMOMOTOI0 MPOTPAMHOTO 3a-
Oe3revyeHHs] Ha TPUCTPOi KOPUCTyBava i MOXKE BIUIMBAaTH Ha BHOIp METOIY, IO
BHKOPHCTOBYE 3aMiHy ITEBHHX IIOJIIB ¥ 3aTr0JIOBKY.

Jlist HaBgaHHS Mepeski MiATOTOBICHA BUOIpKa MEPEKEBUX CTaHIB, OTpUMaHa
3 tenedoHiB Samsung Galaxy S21, ska micTuTh cTaHum kaHamy Big RSRP =
=-0 nbm g0 -120 abwm, sixicte RSRQ 3MiHIOE€TBCS B AiamaszoHi Bix -5 mo -18 nb,
npomyckHa 3aatHicTh: 10—-15MI'u. Ha npomy eramni mpoBoAMTHCS MiATOTOBKA Te-
CTOBOI BHOIPKH J0 HaBYaHHS Ta aHANI3y €(PEKTUBHOCTI Pi3HHX THIIIB HEHPOHHUX
Mepex U1t 00pOoOIIEHHS TECTOBHX JaHUX.

Inghopmayis npo xapakmep ompumanux 6GiomempuyHux 03HAK KOPUCTyBada
(hopMyeThCsl SIK pe3yJibTaT PoOOTH OJIOKIB OTPUMAaHHS OIOMETPUYHMX JaHUX 13
ceHcopiB Ta GopMmyBaHHS OioMeTpudyHOTO mAabIoHy (AMB. puc. 4) 1 BKIIOYA€E Taki
€IIEMEHTH, SIK MOTepeqHe 0OpOoOJIeHHS 300pakKeHHs, BUTATHEHHS 010METpHYHHUX
03HaK Ta 00’ eqHAHHSI 010OMETPUYHUX O3HAK.

[Ipouemypu monepenHbOro 0OpOOIECHHSI OTPUMAHUX BiJl CEHCOPIB JaHUX Ta
BUTSITHEHHS! 010METPUHUX O3HAK BKIIOYAIOTh Y ce0e CTaHIapTHI MpoLexypH po-
0oTH i3 300pakKeHHSIMH, SKi, HANPUKIAA, Y BUIMAIKy OOpOOJICHHS palTy KHOI
000JIOHKHM OKa, BKJIIOUYAIOThH [ 16] HopMmarizalito 300pakeHHs, 3acToCyBaHHS (ijib-
Tpa ['abopa, ["ayca uu Jlamnaca Ta reHeparito Koay paiayKHoi 000JOHKH.
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[Mpouenypa 06’eqnanHs GioMeTpHUHUX O3HAK (pHc. 6) mepexdayae mpiopu-
Te3aril0 OTPUMaHUX OIOMETPHYHUX O3HAK, MOJABaHHSI TEHEpaTopy IIyMy IS
NPUXOBYBaHHS TIOJNIB HE3allOBHEHHX O3HAK, MPOIENypy MepeMeXyBaHHS 1 3aBa-
JOCTIMKHMHA KOozAep, Ha MapaMeTpH KOO BIUIMBA€E ONMUCaHa iHPOpMaLis Mpo CTaH
KaHay.

=
BekTop 03Hak IRIS

= = = = |
BekTop 03HaK FINGER 3acTOCYBaHHA NPUOPITETY [eHepaTop wWymMmy Nepemexysay
\4
| =
3aBafocTiAkui kogep
o y
BekTop o3Hak FACE
N .

IHpOPMaLiA NPO CTaH KaHany

Puc. 6. Ilpouenypa 00’ eqHanHs 610METPHYHIX O3HAK

[lepen moyaTkoM poOOTH CUCTEMHU MalOTh OyTH cHOPMOBaHI BCi JO3BOJIEHI
cueHapii pobotn. MHOXHWHA cCIeHapiiB Mae 30epiratucs y cremianpHiid 0asi
3HaHb. ApXITeKTypa 0a3u JaHWX BKIIOYAE BCI 3a3HAUEHI IOJIS CTaHy KaHaJy i HOo-
je, mo MICTUTH copMOBaHi OIOMETpHYHI O3HAKH KOpHCTyBaua. Takoxk g0 Hel
BKJIIOYEHI TI0JIE 3 MEpPeNiKOM MOXKJIMBUX METOJIB 3aXHCTy Ta ToJie 3 HaOOpoM
JTIO3BOJICHUX anTOpUTMiB. OOpaHHS TOTO YH iHIIOTO CIIEHAPiI0 BiAOyBaTHUMETHCS
HAa OCHOBI HABYaHHS BiJNOBIIHOI HEHPOHHOI Mepexi. [IJis HeMOMyIICHHs BUNIa/I-
Ky DoS (Denial of Service) araku B 6a3i 3HaHb Ma€ OyTH NPONUCAHUN «HAWUTIp-
Ay CIleHapii, Skui Oyme TparoBaTH y OyIb-SKHX YMOBax, ajieé MOXKIHUBO 3
TipIIMMU  XapaKTEPUCTUKaMU (HMKYa MIBHIKICTH Ta TNPUXOBAHICTh, OLIbINA
HaJIMIpHICTh [Ia0JIOHY).

BuxopucroByroun BXinHiI AaHi, cuctemMa (IuB. puc. 5), obupae 3rijHo i3 3a-
MAaHUMHW 3a3JaJIeTilb KPUTEPIAMH BIiIITOBITHOCTI CIIEHApid, IO MaKCHMaJIbHO
BiZITOBiTa€ moToOYHOMY cTaHy. [licnst mporo 3 6a3u 3HaHb OOMpaeThCs HAOIpP MoC-
TYNHUX AJISl LBOTO CIIEHAPil0 METOIB 3aXUCTY.

[puxman pobotn cuctemMu i (GoOpMyBaHHS pIIIEHHS MOJAHO HAa pHUC. 7.
VY upoMy mpHKIaAi MaeMO HHU3bKHH PiBeHb MOTY)KHOCTI 32 HU3BKOI SKOCTI, IO
3rifiHo 13 mpartero [17] Oyne Biamorigatu napametpy sikocti kanany (CQI) 7-9. e
JIO3BOJIUTH 00patu anroput™M Moayisarii 16QAM i mBuakocTi komyBaHHS 1/3;
Takok Hemae iHdopMallii Ipo TOJaTKOBI cecii, BiAMoBiqHO Mae OyTu oOpaHHi
CTIMKHMI 10 3aBajl JITOPUTM 3aXUCTy — OlOMETpHYHA CHUCTEMA 3i 3B’SI3yBaHHSIM
KJTfo4a Ta anroput™ npuxoByBanHs RSTEG a6o HICCUPS.

=

M = 2 | =Y L %
EPEeNeBI napameTpu Cell Bandwidth Modulation and Ceding BuGip MeTOLY 3aXHCTY
AKOCTI \ VAN S )

I A
& Vs ™ - ™ ( A
o =) o =
RSRP = -96 dBm, RSRQ = -12 dB 10MHz 16-QAM, Code rate = 1/3

\

=
Bu6ip meTony
OpyAyBaHHS faHUX

-
]
‘ HICCUPS / RSTEG

ﬁmmemwwa CucTema
31 38'A3YBaHHAM KNK0Ya

% /

Puc. 7. llpuknaau poGOTH IHTEIEKTYaIbHOI CHCTEMH PUHHSTTS PillIeHb
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BUCHOBKHU

Y poOoTi BUpINIEHO aKTyaJlbHE 3aBAaHHS MIABHIICHHS 3aXHINCHOCTI IPOIECY
BiJIaJicHOi OloMeTpuyHOi aBTEHTHU(IKAIli NUISXOM IOKPAIIECHHS 3aXHUIICHOCTI
CHUCTEMH BiJIaJIieHOi aBTeHTU(IKali]l Ta 3aCTOCYBaHHS IHTEIEKTYAIbHOI CHCTEMU
MPUHHATTS PilllcHb. 3apONOHOBaHA CHCTeMa JO03BOJIIE Ha OCHOBI iH(oOpMartii
npo HasBHI OIOMETPUYHI O3HAKH KOPUCTYyBada OOpaTH HaWKpalluil 3a 3aJaHUMHU
KPHUTEPiAMU CHOCIO 1X mepeTBOpeHHs B 3axWIIeHUH OiomeTpuuHuid mabmon. Ha
OCHOBI iH(MOpMAIIiT TIPO IMapaMeTpH KaHATy 3B’S3Ky 3allpOIIOHOBaHA CUCTEMa J03-
BOJIIE OOpaTH METOJ| IMiJBUIICHHS MPUXOBAHOCTI NUISIXOM BUKOPUCTAHHS Mepe-
JKeBOi cTeranorpadii.

Y poOoTi 3amponOHOBAaHO HOBUH MigXiM JUIsl MiABHINEHHS 3aXUIICHOCTI
IIISIXOM JIO/IaBaHHS 3aBaJIOCTIHKOTO KOJYBAaHHS T2 BUKOPHCTAHHS METOJIB Me-
pexeBoi creranorpadii. BusHaueHO OCHOBHI aTaku Ha CHCTEMY Ta 3alpOIIOHOBA-
HO MeToIu MiHimi3amii HMoBipHOCTI iX peamizanii. [IpoananizoBaHo MeTonu
(hopmyBaHHsS OiOMETpPUYHOTrO IMIA0IIOHY KOPHUCTyBada Ta HAJaHO PEKOMEHIAIl
OJ0 1X BUKOPUCTAHHS.

HaykoBa HOBH3Ha po0OOTH IOJISITaE B 3aCTOCYBAaHHI 1HTENIEKTYalbHOI CUCTe-
MU NPUAHATTS PillleHb IS MiJBUIICHHS 3aXWINEHOCTI MPOIECY BiAgalieHOi aB-
TeHTU(IKAIITl; ymepiie 3anpornoHOBAHO BHUKOPHCTOBYBATH MEPEKEBY CTEraHO-
rpadiro TS M ABUINEHHS TPUXOBAHOCTI MPOIIECY BiamaneHoi aBTeHTH(IKAITIi.

[MpakTyHa 3HAYYIIICTH POOOTH TMOJSATAE B MOMKIJIMBOCTI BUKOPUCTAHHS 3a-
MIPOMIOHOBAHOI CUCTEMH JIJIS MiJBUINECHHS 3aXUINEHOCTI BijaieHoi 010METpUIHOT
aBTeHTH(]IKAIli] KOPUCTYBaviB y O€31POTOBIX/MOOITFHIX Mepexax 3B s3KY.
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DATA PROTECTION MANAGEMENT PROCESS DURING REMOTE
BIOMETRIC AUTHENTICATION / A.A. Astrakhantsev, G.Ye. Liashenko

Abstract. Remote biometric authentication systems have recently become
widespread due to the need to use common devices and make payments over the
Internet. Because biometric methods are more user-friendly and now quickly replace
passwords, the task of transmitting biometric information over an open network
without compromising it is becoming urgent. This work aims to upgrade the remote
authentication system to increase the secrecy and security of user biometric data. In
order to achieve this goal, it is proposed to use the best security methods for forming
biometric templates, network steganography to increase secrecy, and the
introduction of an intelligent decision-making system. These improvements will
increase the security and privacy of data during the remote authentication process.

Keywords: biometric template, remote authentication, attacks, network
steganography.
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RESOURCE SCHEDULING IN EDGE COMPUTING IOT
NETWORKS USING HYBRID DEEP LEARNING ALGORITHM

G. VIJAYASEKARAN, M. DURAIPANDIAN

Abstract. The proliferation of the Internet of Things (IoT) and wireless sensor net-
works enhances data communication. The demand for data communication rapidly
increases, which calls the emerging edge computing paradigm. Edge computing
plays a major role in IoT networks and provides computing resources close to the
users. Moving the services from the cloud to users increases the communication,
storage, and network features of the users. However, massive [oT networks require a
large spectrum of resources for their computations. In order to attain this, resource
scheduling algorithms are employed in edge computing. Statistical and machine
learning-based resource scheduling algorithms have evolved in the past decade, but
the performance can be improved if resource requirements are analyzed further. A
deep learning-based resource scheduling in edge computing IoT networks is pre-
sented in this research work using deep bidirectional recurrent neural network
(BRNN) and convolutional neural network algorithms. Before scheduling, the IoT
users are categorized into clusters using a spectral clustering algorithm. The pro-
posed model simulation analysis verifies the performance in terms of delay, re-
sponse time, execution time, and resource utilization. Existing resource scheduling
algorithms like a genetic algorithm (GA), Improved Particle Swarm Optimization
(IPSO), and LSTM-based models are compared with the proposed model to validate
the superior performances.

Keywords: edge computing, cloud computing, Internet of Things (IoT), resource
scheduling, deep learning.

INTRODUCTION

The Internet and smart devices have become indispensable elements in daily life.
People depend on their smart devices for daily activities like payment, healthcare,
virtual reality, games, etc. These different applications increase the resource re-
quirements of smart devices. Cloud computing has been adopted to meet resource
demands. The cost-effective cloud solutions offer numerous advantages in infor-
mation technology and ensure that users receive essential computing, storage, and
communication services based on their needs [1]. The tremendous applications
based on loT networks enhance the quality of life (Fig. 1). However, the high
bandwidth requirement for loT applications increases energy consumption,
transmission bandwidth, and delay. Moreover, providing all the user-requested
services using cloud computing is difficult since more than ten billion edge de-
vices are deployed every day, and the rate is increasing [2]. To overcome these
issues, edge computing paradigms have been introduced.
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Fig. 1. 10T edge networks

Edge computing IoT networks allow the process to be performed near the
device or node. The user-requested functions and services from the edge cloud are
moved near to the user in edge computing to provide better storage and computing
facilities [3]. Figure 1 depicts a simple illustration of IoT edge networks.

Though edge computing provides a wide range of services in various do-
mains, it is essential to look into resource management. The increased number of
user services increases the bandwidth demand on IoT networks. The resource
scarcity problem and the computational complexities of loT networks reduce the
overall quality of services. Edge computing provides user-requested resources
incorporating multiple techniques like clustering algorithms, and scheduling algo-
rithms to define the user demand. Since the resource requirements to compute
data types in [oT systems are different, the data processing is generally performed
at regular intervals. In order to process diverse data, the system requires different
computation resources, which should be provided by edge computing by switch-
ing resources from one to the other. This process will increase the computation
time. To avoid this, clustering techniques are used in edge computing before allo-
cating the resources [4].

Traditional clustering techniques like k-means, fuzzy c-means, hierarchical
clustering, etc. are used in various research models. However, the conventional
methods lag in performance while handling large data volumes. Moreover, con-
ventional clustering techniques require additional dimensionality reduction tech-
niques, which increase the overall computation cost [5]. Considering this limita-
tion, in our previous work, we have employed an improved spectral clustering
algorithm that clusters the resource requirements based on the data similarity [25].
The process flow of the clustering model is simply illustrated in Fig. 2. Compared
to conventional cloud computing services, edge computing will provide minimum
latency and support a wide range of IoT applications. As discussed, to satisfy the
computation requirements of IoT and improve the quality of services, a hybrid
deep learning-based resource allocation procedure is presented in this research
work. Summarized research contributions are presented as follows.

e Presented a hybrid deep learning model for resource allocation in edge
computing using deep bidirectional recurrent neural network and convolutional
neural network technique.

e Presented an intense experimental analysis of the proposed model in
terms of different metrics like resource utilization, response time, execution time,
delay, and efficiency.
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Fig. 2. Improved spectral clustering algorithm

e Presented a comparative analysis of the proposed model to validate the
superior performance with conventional techniques like Improved PSO (IPSO),
Genetic Algorithm (GA), and LSTM based resource scheduling procedures.

The remaining part of the article is arranged in the following order: Litera-
ture analysis of existing scheduling approaches are presented in section 2. Sec-
tion 3 presents the hybrid deep learning based resource scheduling model. Section
4 presents the details of simulation results and discussion and finally, the features
are concluded in section 5.

RELATED WORKS

Resource scheduling strategies that have evolved in the past few years are
considered for literature analysis, and the observations are summarized in this
section based on the methodology, feature merits, and demerits. The recent trends
in resource scheduling in edge computing are analyzed in [6] based on resource
allocation, computation offloading, and resource provisioning. The techniques
that have evolved for scheduling are categorized into centralized and distributed
approaches. Applications related to these centralized and distributed approaches
are analyzed and discussed in detail, which provides a basic ideology about the
resource scheduling procedures. A hybrid resource scheduling procedure in edge
computing was reported in [7] as a four-layer computing system that supports in-
telligent operations in a smart manufacturing environment. The presented two-
phase hybrid algorithm incorporates greedy and threshold strategies for resource
scheduling to minimize energy consumption and maximize efficiency in a manu-
facturing environment.

A dynamic scheduling approach for edge computing was reported in [8] in-
corporates deep reinforcement learning and deterministic policy gradient methods
to minimize delay, energy consumption, and cache fetching costs. The presented
learning models schedule the resources based on cache, offload status for un-
cached tasks, offloading transmission power, and edge computing resource status.
The combined approach minimizes the cost function and performs better than
conventional deep Q networks. The major objective of edge computing is to pro-
vide suitable computing resources for user requests in a static and dynamic envi-
ronment. The issues in resource allocation are formulated as a nonlinear optimiza-
tion problem in [9] and presented with a regularization-based agnostic online
algorithm. The presented approach split the major issues into subcategories and
formulated an objective function for each subcategory. Convex programming is
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used to solve the objectives, and the experimental results validate the better per-
formance over the online greedy one-shot solution.

A stochastic optimization was formulated in [10] considering the resource
scheduling and offloading in local devices, back-end cloud and base station. To
attain the objective of minimum energy consumption, and meet the QoS require-
ments, the stochastic optimization problem is converted into a dynamic optimiza-
tion problem. To obtain an optimal solution to the dynamic optimization problem,
a Lyapunov optimization theory based offloading and scheduling procedure was
presented, which improves the overall performance and minimizes energy con-
sumption. Similarly, a delay based Lyapunov function was utilized in [11], [12] to
minimize the scheduling delay in multi-server edge computing systems. Without
traffic statistics, the computation and communication delay can be formulated
using the function and directly minimize the latency compared to traditional ap-
proaches.

Task offloading and resource scheduling in hybrid edge cloud computing re-
ported in [13] considers the applications as graphs and analyzes the resource re-
quirements to minimize the rent cost, time, and energy. Semidefinite and dual de-
composition methods are employed to obtain offloading and scheduling decisions.
Furthermore, the deep reinforcement learning model is employed to obtain dis-
crete offloading decisions and computation frequencies. Better convergence and
scheduling performance are the observed features of the presented work. The task
offloading and resource scheduling procedure reported in [14] employs a decom-
position model to reduce the computation complexity of the system. Logic-based
bender decomposition is employed to obtain the optimal solution for master and
subcategorized issues in edge computing resource management. The presented
model attains better performance in delay-sensitive applications compared to con-
ventional approaches.

An optimal task offloading and scheduling process reported in [15] considers
the completion latency and energy consumption to frame the research objective.
Based on the Markov decision procedure, a reinforcement learning model is em-
ployed in the presented work. Initially, it converts the problems of dynamic net-
work conditions and task generations into a decision process. Then a double Q
network is utilized along with a neural network to define the rewards attained by
the system. The presented approach additionally includes a context-aware atten-
tion mechanism that assigns different weights to each action to validate better per-
formances. Mobile edge computing, proximity-aware task offloading and sched-
uling were presented in [16]. The research model initially considers the
distributed resources, user mobility, energy requirements, and task properties as a
mixed integer non-linear programming problem. The optimal solution for the given
problem is obtained using a genetic algorithm and a heuristic mobility-aware
scheduling scheme was presented for effective task assignment with minimum
delay and energy constraints compared to traditional methodologies. A deadline-
aware task dispatching and scheduling model presented in [17] is used to schedule
the new tasks and take the decision to replace the existing tasks to meet the dead-
line constraints. The non-trivial analysis provides better scalability compared to
centralized algorithms. The presented approach minimizes the latency in sensitive
applications and reduces the deadline miss ratio compared to traditional ap-
proaches.
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Collaborative offloading and resource allocation algorithms reported in [18]
improve the overall performance of edge computing systems and make sure that
the response time limits are met. Presented migrating birds optimization algorithm
identifies the optimal solution for the resource allocation problem considering the
memory, CPU, energy, task queue, and servers. Maximizing the service rate with
better load balancing and minimizing energy requirements are the observed fea-
tures of the presented research model. A similar collaborative task scheduling
model for edge computing loT networks was reported in [19], which defines the
offload state based on energy consumption and execution time. The presented
approach defines when to execute the offload tasks based on the local task execu-
tion, which improves the overall throughput and deadline satisfaction ratio for
critical tasks.

The resource allocation procedure for vehicle-mounted edge computing re-
ported in [20] employed a piecewise linear approximation and relaxation proce-
dure to obtain the optimal solution. Further, a gap-adjusted branch and bound al-
gorithm are presented that includes a lookahead branch scheme to improve the
scheduling performance over conventional scheduling models. A similar vehicu-
lar edge computing model reported in [21] incorporated the Markov decision pro-
cess into the deep reinforcement learning model to obtain better training effi-
ciency. The presented deep reinforcement learning model implementation is
defined based on the proximal policy optimization algorithm. A convolutional
neural network was also incorporated to approximate the value and policy func-
tions to extract the essential features. From the literature analysis, it can be ob-
served that the features of deep learning algorithms are not effectively utilized in
resource scheduling. Most of the scheduling procedures still follow the linear and
non-linear optimization problem, and solution practices. Moreover, the perform-
ance of such optimization models is also not up to the mark. Reinforcement learn-
ing is widely used in resource scheduling, but the architecture can lead to an over-
load state and diminish the results. Considering these limitations, a hybrid deep
learning-based resource scheduling model is presented in this research work in the
following section.

PROPOSED WORK

The proposed resource scheduling model is developed using a bidirectional recur-
rent neural network model which includes a 1D-convolutional neural network
model, recurrent network, and fully connected neural network block. Instead of a
conventional recurrent neural network, the presented model is combined with a
convolutional neural network to obtain better performances. The included convo-
lution block is trained to learn the features from input data. The resource require-
ments are considered as input data and details of resources are formulated as
complete information using a one-hot encoding procedure. Then the time series
resource requests are processed using a bidirectional recurrent neural network
model which includes a long short-term memory unit. Finally, the fully connected
neural network is used to sample the output which improves the scheduling per-
formances.

Initially, the convolutional neural network receives the requested resource
details as input which includes the features like resource category, duration, sub-
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class, etc., Improved spectral clustering algorithm which is utilized in our previ-
ous work is incorporated in this model also to cluster the resource requirements.
These clustered information features are converted into quantified information
using the encoding procedure. Instead of an integer encoding procedure, one-hot
encoding is used in the proposed work. Since in integer encoding if the require-
ments are encoded in natural order there may be a chance for featuresimposed
which affect the performances. We consider the time duration between resource
requests as a distance factor in the encoding procedure and in the proposed work
distance between each request is considered as same. i.e., the time duration
between one request to another request is considered as same to reduce the ex-
perimental computation complexity.

One-hot encoding present the information as a one-dimensional array func-
tion with equal length where the value 1 in the array represents the specific re-
source request. Though the dimension of one hot encoding array is high due to the
zero elements in the array which is used to fill the complete data. To manage this
dimensionality issue, 1D-Convolutional neural networks are incorporated in the
proposed architecture. CNN reduces the computational complexity by extracting
the features using feature weights and activation functions. In the presented CNN
model, rectified linear unit (ReLU) activation function is used and the procedure
is formulated using filters w = {wy,w,,...,wg} and features [ ={f 1), f(2)- > S(m)}

as follows.
Cm = f(n+2p—m) Xwp ...+ f(n+2p) x WB >

n+2p—p
S

where m = +1;

f(x)=x" =max(0,x),

where c,, is the convoluted value and the input size is reduced into m from » in
one layer. if more number of layers are included then the size can be reduced fur-
ther. Though employing CNN in the scheduling process reduces the computation
cost significantly it reduces the complexities of recurrent block which includes
LSTM and fully connected neural network models.

Following the 1D-CNN model, a bidirectional recurrent neural network is
employed in the proposed architecture. The presented deep RNN model is the ma-
jor element in the scheduling process that analyzes the resource requests effec-
tively. Since the conventional deep neural network doesn’t have the ability to pre-
serve the learned information, it is not able to schedule the resource in the future.
The process must be repeated again in order to satisfy the resource requests.
These limitations are overcome by the presented RNN model, which learns the
information in both directions, i.e., forward and backward, so that the system
needs not be trained again for new requests. The RNN architecture is able to ad-
dress the long-term dependencies. However, if the request gap is too large for the
resources, then the RNN will exhibit poor performance. So, a type of RNN that
performs better than conventional RNNs is employed in the proposed work.

Long short-term memory (LSTM) is a type of RNN model that is utilized as
a bidirectional model to predict the user resource requests in the scheduling
process. To attain better performance, the cells in the model obtain the input from
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the previous layers and time step as a two directional propagation. The proposed
network model is bidirectional, so two activation functions are employed, which

are represented as ' and &'. The only difference between the activation func-
tions is the input and output direction. Several gates like forget, update and output
gates are used in the LSTM cells to controls the information flow over time steps.
Two functions like sigmoid and tanh functions are used in the system design
which is mathematically formulated as

1
o(x) = ——,
l+e
X =X
tanh(x)z%.
e’ +e "

The inputs for the LSTM cell are obtained from the previous layers along
with time step, activation and direction steps. The cell calculates the output
through the activation function along with gates. Initially the forget gate hold or
drop an information. If a resource request is set then LSTM is used to track the
resource schedule over time slot. If the identified resource is need to be changed
due to unavailability, then its associated previous stored values will also be re-
moved as a update process. The forget gate is the main authority which decides
which information has to be stored or removed from the memory. Consider the
previous activation function as gD and its current time step is @(¢), then the

forget gate is represented as a function

! -1
C =o(w o' o] +9,),
where the weights are represented as w , previous activation function is repre-

sented as o'~ ¢(7), the current time step input is represented as () and forget
bias term is represented as 8 ;. The above function results into a vector function
in the range [0,1]. Further this forget gate values are multiplied element wise with
the previous cell thl. If the value of the multiplication process is obtained as

zero or nearer to zero then the selected resources are removed from the schedule.
If the value is near to or absolutely one then the resource will be held for further
process. The tanh function will create new candidate values if an information is
removed by the forget gate. New candidate selection is based on the following
formulation

sz = tan h(wgla' ™, @()] + 9 ¢),

where w, represents the weight function and 3, represents the bias term for

tanh function. The sigmoid function in the network updates the information about
new candidate. The update gate has full control over the candidate values and it
will add the values to the cell state. The major process of update gate is to relate
the candidate to the respective previous files. The update operation is mathemati-
cally expressed as

Cl =o(w,[a' ", e(0)]+9,),
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where C! is the vector and the values are present between [0,1]. Similar to previ-

ous operation an element wise multiplication is performed with C' to compute
C'. w, represents the update gate weight and 9, represents the update term bias

function. The information flow is decided by the forget gate and update gate de-
cides which candidate values are need to be updated. based on this process, the
new cell state is updated as follows.

¢ =CYxCt+ el <.

Finally, the outputs are obtained by the output gate which considers the cell
state as follows:

Co =o(wola' ™, 0]+ 980]);

a' =Cpxtanh (C"),

where the output weight is represented as wy and bias term for output is repre-
sented as 3. In the proposed method, the output can be the requested resource

for schedule and subsequent resource requests which are need to be scheduled.
Fig. 3 depicts the overall architecture of proposed resource scheduling model.

Fig. 3. Overall architecture of the proposed model

The final block in the proposed architecture is fully connected neural net-
work block which is normal neural network. without neural network, SoftMax
function can be used to predict the schedule as a probability function. The re-
source with low probability values are removed and high probability values are
held in the scheduling process. while using fully connected network, instead of
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static threshold-based result prediction, the network model learns the information
from output of previous blocks. Leveraging all the outputs from bidirectional
RNN the performance of proposed model is improved due to the neural network
learning procedure. The process is similar to image classification from the outputs
of CNN blocks but here it needs to learn from the RNN block. Mathematically
the network model is formulated for one layer with activation function is given as

ALY = G(ZM]) _ c;(W[ﬁ]_A[ﬁ*I] +[£])

where the activation function is represented as AL weight function is repre-
sented as w“! and layer is represented as L. The bias term for the layer L is

represented as 941 | The maximum probability obtained for the weight are for-
mulated as

ew,

PO=f10)=—F7—L—.
V=rlo=or

where the probability of prediction from SoftMax output is represented as
P(Y =7119), ¢ represents the set input and w, represents the weights. To train

the fully connected neural network, cross entropy function is employed in the
proposed work. The output of the cross-entropy function measures the error
between predicted results and actual results. The major objective of the training
process is to reduce the prediction error. The function is mathematically formulated as

J= _éz(@(z) log (a1} + (1 - OD)log(1 — a1 €10y
i=1
where the desired output function is represented as oo, training samples are rep-

resented as 9 and activation function for layer £ is represented as alF1O  The
layer parameters are updated using Adam optimizer. The optimization function is
mathematically expressed as

W[(] = W[/] _apta—w/m ;
yn'owl(]+¢
ow[ ]
here fow[] =2
" ST
- - 0
and o] = pip o]+ (1)~ M{jﬂ;
low( ]
towfr) =12
T 6
and n’_lﬁ‘W[ﬁ]=ant_18W[€]+(1—Bz);;—“[7£],

where B, and B, represents the weighted average functions, the learning rate is
represented as &, the squares of gradients before bias correction is represented as
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N, ' represents the after bias correction. In order to avoid zero& is added in

the denominator. Similarly, the CNN blocks are also optimized in the sameman-
ner as neural network block. Summarized pseudocode for the proposed resource
scheduling model is presented as follows.

Pseudocode for the proposed deep bidirectional RNN based resource sched-
uling

Initialize learning procedure

Input: encoded data, network parameters

Output: optimal resource

While do

Forward model

Load network parameters and data

Fort € time slots do
Initialize forward propagation from CNN
Block LSTM to neural network block
Store the prediction results
Store the back propagation values
perform predicted results update
Model backward

For (< time slots do
Obtain parameter gradients in neural network block
Obtain LSTM block parameters
Obtain CNN block parameters
Compute the gradient and store
Perform update of parameters
Update optimizer function
End
End
End

RESULTS AND DISCUSSION

The proposed resource scheduling algorithm using deep recurrent neural network
and convolutional neural network performance is verified through simulation
analysis and compared with existing resource scheduling techniques. Intel Berke-
ley research laboratory benchmark dataset has been used for experimentation. The
dataset includes sensor readings from 54 sensors acquired from light, voltage,
humidity and temperature sensors. The time duration for data collection is about 2
months and measurements are performed for every 31 seconds. Simulation analy-
sis is performed in NetBeans version 8.1 installed in an Intel i5 processor with
16GB memory. Performance metrics like response time, execution time, resource
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utilization, efficiency is considered for scheduling model. Clustering accuracy and
convergence rate are used for improved spectral clustering model performance
analysis. As detailed analysis of spectral clustering performances are explored in
the previous research work this experimental analysis mainly focused the per-
formance of deep learning-based scheduling techniques. Table 1 depicts the de-
tails of clustering model performance over existing k-means and fuzzy c-means
clustering performances.

Table 1. Performance analysis of clustering models

Algorithms Convergence Rate, % Clustering Accuracy, %
k-means 94.30 92.73
FCM 95.90 95.09
Improved spectral
clustering algorithm 99.00 99.15

Fig. 4 depicts the performance comparative analysis of proposed model and
existing scheduling methods like improved particle swarm optimization (IPSO),
genetic algorithm (GA), LSTM based scheduling methods. The resource
utilization is measured based on number of clusters and maximum resource
utilization is obtained by the presented model on contrary to existing
methodologies. The average resource utilization attained by the IPSO and GA
models are 95.92% and 95.62% which is 4% lesser than the proposed scheduling
model. Resource utilization attained by the LSTM based scheduling model is
98.68% which is lesser than the proposed deep BRNN model.
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Fig. 4. Resource Utilization

The response time analysis is comparatively presented in Fig. 5 for the
proposed model and existing models. The minimum time taken by the algorithm
to schedule a resource is measured as response time. It is observed from the
results if the number of clusters are minimum the response time of all the models
is less whereas it gradually increases as the number of clusters increases. The
average response acquired by the hybrid deep learning BRNN model is 1.54
seconds which is much better than the existing resource scheduling approaches.
Further the performance of all the models are measured in terms of overall
execution time. The process of requesting resources, time taken to check the
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resource availability, time acquired to schedule the resource are collectively
measured as overall execution time.
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Fig. 5. Response Time Analysis

Fig. 6 depicts the comparative analysis of proposed model and existing mod-
els execution times with respect to number of iterations. The maximum iteration
is selected into 50 and the execution time gradually increases for all the methods
when iteration increases. The overall execution time attained by the proposed
model is 14.82 seconds. Though the performance of existing methods are varied
in seconds, the small time difference will introduce huge impact in service viola-
tions and affect the quality of services. Presented model schedules the resources
effectively based on the prediction characteristics of bidirectional model which
reduces the further analysis if same resource is requested in future. Whereas exist-
ing methods analyze the request again and confirms the resource status and
schedule to the respective request increases the overall execution time.
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Fig. 6. Execution Time Analysis

The average delay exhibited by the existing models and proposed model is
analyzed and depicted in Fig. 7. The time taken by a user to acquire an optimal
resource is generally termed as waiting time. Whereas delay describes about the
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time which exceeds the stipulated predefined time period. Since all the requests
are fixed with a minimum waiting time and meanwhile the system need to search
for the resource and schedule them for further process. if the minimum waiting
time is exceeding over a period and the resources are scheduled after that then it is
measured as delay. Here the proposed model exhibits minimum delay compared
to existing scheduling procedures. The prediction performance and memory utili-
zation of proposed model not only reduces the execution time also it reduces the
delay by schedule the resource based on existing utilization. Whereas there is no
process followed in the existing scheduling procedures increases the delay.
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Fig. 7. Average Delay Analysis

The overall efficiency of all the approaches are comparatively analyzed and
depicted in Fig. 8. Based on the response time, resource utilization, execution
time and delay the efficiency is measured. If the algorithm exhibits maximum de-
lay definitely it will introduce an impact in the efficiency. Similarly, if the re-
source utilization is low then that system could not be considered as an efficient
one. It is essential for a system to complete the required process with minimum
response time and execution time. Considering all these factors, the proposed
model attains maximum efficiency score compared to other methods. Since the
proposed scheduling procedure reduces the response time, execution time and
improves the resource utilization and minimizes the delay which indicates the
maximum efficiency.

Table 2. Performance Comparative Analysis

Resource | Response | Execution Average Efficienc
Methods Utilization Time Time Delay (%) y
(%) ©) ©) ©) ’
IPSO 95.92 2.20 26.09 5.42 94.50
GA 95.62 1.98 20.73 4.30 96.00
LSTM 98.68 1.66 17.55 3.14 98.00
Proposed BRNN 99.12 1.54 14.82 2.86 98.90

Table 2 depicts the summary of proposed model and existing resource
scheduling models performances in terms of resource utilization, response time,
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execution time, average delay and efficiency. It can be observed from the results
that the proposed model attains better performance than existing approaches. im-
proved scheduling performance will increase the overall performance and quality
of services in cloud integrated IoT networks.

100

zj Prosed BRNN §
® @ // \
g 90 % §
£ 88 / \
86 % \
84 % \
0 B

Fig. 8. Efficiency Analysis

CONCLUSION

A hybrid deep learning model for resource scheduling in edge computing Internet
of Things (IoT) network is presented in this research work. The presented sched-
uling algorithm includes the deep bidirectional recurrent neural network with
convolutional neural network block to improve the scheduling performance in
edge computing. Initially the resource requests are clustered using improved spec-
tral clustering algorithm and converted into encoded image. The encoded infor-
mation features are processed by one-dimensional convolutional neural network
model followed by bidirectional long-short term memory which is type of RNN
model. The final results select the optimal resources and schedule to respective
requests to reduce the computational complexity of IoT network. Simulation
analysis of proposed model demonstrates the better performances compared to
existing scheduling models which is based on improved particle swarm optimiza-
tion algorithm, genetic algorithm and LSTM based model. Further, this research
work can be extended by introducing concatenated deep learning techniques to
avoid initial clustering process and improve the overall performances.
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IIJIAHYBAHHS PECYPCIB Y MEPEXAX 10T EDGE COMPUTING 3
BUKOPUCTAHHSAM T'IBPUTHOI'O AJIT'OPUTMY I'NIMBOKOI'O HABYAHHS /
I'. Bimkascekapan, M. [lypaifnangian

Anotanis. [Tommpenns Iareprery peueit (IoT) i 6e3IpOTOBUX CEHCOPHHUX MEPEK
HOKpallye nepeaady naHuX. [IonuT Ha mepefady JaHUX LIBUIKO 3POCTA€, LIO BH-
KIIMKA€ MOSABY MapagurMu mnepudepiiHux oOuucieHb. ['paHndHi 004MCIEHHS Bili-
TParoTh BaXJIMBY poiib y Mepexax [oT i HamatoTe 004YHCITIOBaNIbHI pecypcH NOOIN3y
kopucTyBauiB. [IlepeneceHHs ciryk0 i3 XMapH O KOPHCTYBadiB PO3LIMPIOE KOMYHi-
KaIlil{Hi, CXOBHINa Ta MepexeBi GyHKHii kopucTyBadiB. OnHak MacuBHI Mepexi [oT
MOTPeOYIOTh BEJIMKOTO 00CATY pecypciB st cBOixX oOumcieHs. [1[o0 gocsrtu 1poro,
Yy TPaHMYHUX OOYMCIIEHHSX BUKOPHUCTOBYIOTHCS alTOPUTMH IUIAHYyBaHHS PECypCiB.
ANTOpUTMH TUIaHYBaHHSI PeCcypciB, 3aCHOBAaHI Ha CTaTUCTHII Ta MAIIMHHOMY Ha-
BYaHHI, PO3BHHYJIUCS IPOTATOM OCTAHHBOTO JECATHIITTS, ajie iX NPOXyKTHUBHICTH
MOJKHa MOKPALIMTH, AKIIO JOJATKOBO MPOAHAII3yBaTH BUMOTH 10 pecypciB. ¥ po-
60Ti nozjaHo riKMOOKe MIaHyBaHHsS PECYpCiB HAa OCHOBI HaBYaHHS B nepudepiiiHux
obOuncmoBanabHuX Mepexax [0oT 3 BUKopuCTaHHSIM IHOOKOI ABOHAIPABICHOI peKy-
penTHOi HeliponHoi mepexi (BRNN) i anropurmiB 3ropTkoBoi HEWPOHHOT Mepexi.
[epen mnanyBanHsaM kopuctyBadi loT kimacugikyroTbes B pi3HI KJIACTEPH 3a JOMO-
MOTOI0 CIIEKTPAIBHOTO aJTOPUTMY KiacTepu3alii. [IporoHoBaHMiA aHATI3 MOIEIO-
BaHH NEPEBipsi€ MPOAYKTUBHICTh 3 TOUKH 30py 3aTPUMKH, 4acy BIATYKy, 4acy BH-
KOHAHHS Ta BUKOPUCTAaHHS pecypciB. [CHyroUl anropuTMu I1aHyBaHHS PECYPCiB, SK-
ot reHernyHui anroput™m (GA), mokpameHna ontumizanist poi yactuaok (IPSO) i
Mojieni Ha ocHOBI LSTM, MOpIBHIOIOTHCS i3 3alpPONOHOBAHOK MOJIEIUTIO JJISL TMijI-
TBEP/KEHHS KPaol MPOyKTHBHOCTI.

KunrodoBi cinoBa: nepudepiiini oGuncienHs, XMapHi 00YHCIICHHS, IHTEpHET pedel
(IoT), mranyBaHHS pecypciB, ITMOOKe HABYAHHSI.
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METO/I TA MOJIEJI HEMPOMEPEKEBOI ATIPOKCUMAIIIT
T'PAJYIOBAJBHUX XAPAKTEPUCTHK NTC-TEPMICTOPIB

C.C. ®EJlIH, I.C. 3YBPEIIbKA

Amnoramisi. ITinTBeppkeHo rinoredy mnpo AouinbHICTH 3actocyBaHHsS RBF-mepex
JUISL TABHMIIEHHS TOYHOCTI MOOYIOBM TIpaayloBalbHUX Xapakrtepuctuk NTC-
TepMicTOpiB y pobouoMy niama3oHi TemmepaTyp 6e3 mojiay Horo Ha mijafiana3oHu.
BcranosneHo, mo moxubka HeHpOMepeKeBOi alpOKCHMAIii rpaayroBaIbHAX Xapak-
tepuctuk NTC-tepmicropiB Ha ocHOBI RBF-Mepex He MeHIIe HiX y MIBTOpa pasu
HIDKYA 33 JOIyCTUMY ITOXHMOKY arpoKcHMaIii oJiHOMiaIbHOI MOZEIN TPETHOTo I10-
PSIKY, sIKa BHKOPHCTOBYETHCSI B IPOIPaMHOMY 3a0e3IedeHHI CYYacHHUX CHCTEM
30upaHHs Ta 00poOIeHHs BUMIiproBaibHOI iH(popMarii. Po3pobiieHo MeTomuky 00-
pobieHHs1 BUMiproBanbHOI iH(opmarii 3 BukopucranssM RBF-mepex mist aBToma-
TU3auii nporeaypu moOyZoBH IHIWBIAyalbHUX TPaIyOBAIbHUX XapaKTEPUCTHK i
nepioanuHoro kaniopysantus NTC-tepmicTopis.

KiouoBi cjioBa: TouHiCTh, BUMipIOBasbHA iH(OpMalis, TpagyloBalbHa XapakTe-
puctuka, NTC-tepmicTop, pobounii Aiana3oH TeMiepaTyp, QyHKIisS NepeTBOPEHHS,
HelipoMepesxeBa anpokcumartis, RBF-mepexa.

BCTYII

[ligBumieHHs TOYHOCTI 0OPOOIEHHS BUMIprOBaNIbHOI iH(pOpMAaIii Ta HOpMyBaHHS
METPOJIOTIYHUX XapaKTEePUCTHK 3ac00iB BUMiproBasibHOI TexHIKH (3BT) 30kpema
JUISL TPaAyIOBaHHS Ta KalliOpyBaHHs TEPBHHHUX BUMIpPIOBAIBHHUX MEPETBOPIOBA-
4iB (CEHCOPIB), € OJIHIEIO 13 BU3HAYAIBHUX YMOB 3a0€3IMCUYCHHS €JHOCTI BUMIipIO-
BaHb.

[lpr mpoMy akTyaJllbHHM 3aBIAHHSIM € 3a0€3MCUCHHS TOYHOCTI MOOYIOBH
rpaayroBanbHUX xapaktepucTuk (['X) TemmepaTypHHX CEHCOPIB, OCKIJIBbKH, SK
MOKa3ye aHalli3 BITYM3HSHHUX 1 3apyOKHUX JOCIHiKEHb, TPUOIU3HO TMOJIOBHHA
BUMIPIOBaHb Y TIPOMHUCIIOBOCTI BUKOHYETHCS JIJIsl BU3HAYCHHS 3HAYCHD TEMITEpa-

Typu (puc. 1) [1, 2].

06 "em 1%

TMomk 6%

[lepracts 2%
Pirers 2%

Trum 4%

Puc. 1. Po3noain BUIIB BUMIPIOBaHb (DI3MYHUX BEJIMYHH Y IIPOMHCIOBOCTI
Y BumpoOyBaibHHX 1 KaJdiOpyBalbHUX JabopaTopisx mpoleaypa MO0y 0BH

I'X KOHTaKTHUX CEHCOpPIB TeMIEpaTypH 3IIHCHIOETHCS 3 BUKOPUCTAHHIM Cydac-
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HUX 1HQOpMaLiiiHO-BUMIpIOBaNIbHUX cucTeM 30upanHa ganux (C3/]) i morpebye
BpaxyBaHHS CHCTEMAaTHIHOI CKJIAIOBOI MOXMOKHW HENHIMHNX (YHKIIH MTepeTBO-
PEHHS CEHCOPIB, BEJIMYMHA SIKOT 3AJICKUTh Bijl JOCKOHAJIOCTI OOYUCITIOBAILHOTO
AITOPUTMY OOpOOJICHHSI eKCIEpUMEHTAIBPHUX AaHUX. 30KpeMa Mija yac rpamyro-
BaHHS HAITIBIPOBIAHUKOBUX CEHCOPIB 13 HENMiHIHOW0 (PYyHKII€I0 TIEpeTBOPEHHS 1
BII’€MHUM TEeMIIEpaTypHUM KoedimieHToM enekTpuaHoro omopy (NTC-
TEpMICTOPIB) CKJIaaoBa MOXHOKK anpokcumManii ['’X mMae OyTH HECYTTEBOIO TOPiB-
HSTHO 3 MIOXUOKOFO Pe3yJIbTaTiB BUMIPIOBaHHS TeMIepaTypH [3, 4].

CydacHi NTC-tepmicTopyu XapakTepuU3yIOThCS BHCOKOI UyTIUBICTIO, Ma-
JIOI0 1HEPIIMHICTIO, CTIMKICTIO 1O XIMIYHHMX i MEXaHIYHHUX BIUIMBIB, KOMITaKTHIC-
TIO Ta BiTHOCHO HH3BKOIO BapTicTiO. Lli BIacTHMBOCTI BH3HAYaIOTh MOMKIIHMBICTH
eextuBHOrO BuKopuctanas NTC-tepmictopiB sk uytnuBux enementiB 3BT mis
BUMIPIOBaHHS CEpeIHIX TeMIlepaTyp y JerKii, HapToBiH, ra3oBiid, Xap4oBill, da-
pMaleBTHYHIH POMHUCIOBOCTI, y MEAMYHIN Ta aBTOMOOUIBHIN TeXHili, mo0yTo-
Bill 1 POMHCIIOBIH €NEeKTPOHILi, CIILCBKOMY Ta KOMYHaJbHOMY TOCIIOJApPCTBI.
Omnak 3actocyBanHs NTC-TepmicTopiB 0OMEXeHE Yepe3 3HAYHY HEJiHIHHICT
3aJIeKHOCTI TEMIIEPaTypH BiJI €IEKTPUYHOTO OMOPY Ta BETUKUI PO3KHI iX Xapak-
tepuctuk [5]. Lle motpedye nobyaosu inauBiayansHux ['X y pobodomy miamazo-
Hi TemIieparyp.

Bupimenns mmporo 3aBnaHHs 3anpononoBano Jx. Creiiaxaprom i Ct. Xap-
TOM Ha OCHOBI 3aCTOCYBaHHS MOJIIHOMiaJIbHOI MOJIETI TPETHOTO TOPSIIIKY

T'=4+B(nR)+C(nR)>, (1)

ne T— temmeparypa, K; R — enexrpuanmii omip, Om; 4, B, C — mapameTpH, sKi
BU3HAUYAIOTHCA IMiJl Yac rpadyloBaHHs y TPHOX BY3JIOBHX TOYKax 3 iHTEPBaJOM HE
meHme Hix 10 °C 3a yMOBH MakCUMaJIbHOTO HAaOMMXKEHHS 10 €KCIICpUMEHTaIIb-
HOT 3aJIeKHOCTI [6].

Oyukuist meperBoperHss NTC-TepMicTOpiB Mae eKCIIOHEHLIHHHUN XapakTep,
TOMY IS 3a0€3MeUeHHS BUCOKOT TOUHOCTI IpH no0ymoBi ['X poboumii miama3on
TeMIepaTyp MOAUISIOTh Ha okpeMmi minianmasoHu. Ilpum mpomy mozens (1), sika
BHKOPUCTOBYETHCS B OO0YHMCIIOBANBHUX anroputmax C3]], Mae pi3Hi 3HaUYeHHS
napameTpiB y KOKHOMY TiJAiana3oHi, 10 3yMOBIIIOE TTOXUOKY (QYHKIII mepeTBo-
pernst NTC-tepmictopa A =0,05°C [7].

[IpoBenenwmii aHai3 JTTEpaTypHUX HKEPENT JTO3BOJIUB BCTAHOBHTH, IO Tij-
BUILIEHHs TOYHOCTI moOynoeu HemiHiHHUX ['X NTC-TepmicTopiB y pododomy ni-
amna3oHi TeMIIEpaTyp MOXKIIMBE 32 PaXyHOK 3aCTOCYBaHHS B OOUHMCIIOBAIBHUX aJl-
roput™ax C3]] moxeneii 0OpoOIeHHsT BUMIpIOBAIbHOT iH(pOpMaIlii, CTBOpeHHX Ha
OCHOBI METOMIB IHTENEKTYAILHOTO aHaNi3y AaHHUX, IO SKUX HaJECKUTh Helpome-
peKeBe MOJICIIIOBAHHS.

TakuMm 9HOM, TIABUINCHHS TOYHOCTI OOPOOJICHHS BHMiprOBaIBbHOI iHMOP-
manii 3a modyzoBu ['’X NTC-tepmicTopiB y pobodoMy miama3oHi TeMmmepaTyp 3
BUKOPHUCTAHHSIM METOAIB HEHPOMEPEKEBOIO MOEIIOBAHHS € AaKTyaJbHUM 3a-
BIIaHHSM, SIKE Ma€ HAYKOBE Ta NMPaKTUIHE 3HAYCHHSI.

ITOCTAHOBKA 3ATAUI

Hexait neniniiine BimoOpaskeHHs «BXim» — «Buxig» ['X NTC-tepmicropis
MOAAHO y BUTIIALI BeKTOpHOI QyHKLUIl f'(-), sika BBaXKa€ThCsl HEBiIOMOIO i iH(Op-
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Mallig po Hel HaJae€ThCsl Y BUIIISLII MHOKHHHU P MpHKIaaiB (BEKTOPIB), IO OTPU-

MaHi 32 BXIIHUMU JaHUMHU Temrepatypu 7; i BUXiAHUMH JaHUMHU €IEKTPUYHOTO

onopy R;
P={(T;, R}, 2

Toni metipomepexkeBy ampokcumariito I'X NTC-tepmicTopiB MOXHA 31iicC-
HUTH Ha TiACcTaBi iHGopMartii, momanoi y BUTIIAAI HaBYaiabHOI BHOiIpKH (2). Ilpu
IBOMY CTPYKTypa HelipoHHOi Mepexi (HM), mo anpokcumye ¢pyHKmiro f(-), mo-
BUHHA BIIMOBIiZaTH YMOBIi: QyHKIiS F(-), sIKa OMUCYE BiIOOpaKEHHS BXiJHOTO
CUTHAJIy y BUXIJTHUH, Mae OyTH JOCUTH OMU3bKOI0 N0 pyHKIii f(-) y BUMIipi eBK-
J10BOT HOPMHU Ha MHOXKHHI BCiX BXiJHUX BEKTOPIB X, TOOTO

|Fx)- f(x)] <e, (3)

Je € — Jesike MaJie 1afiaTHe YKcIIo.

Ockinbku I'X NTC-TepMicTOpiB € €KCHOHEHLIHHO, TO (YHKILIiI0 BiZ000-
paxeHHS F(+) MOXXHA OTPUMATH Ha OCHOBI Mozeli npsmMomaposi HM 3 pamianbHo-
6asucHumu QyHkiisimu (RBF), 3acTocyBaHHs SIKUX TO3BOJISIE €KCIIOHEHIIIHHO 3MEHIITYBa-
TH JIOKaJTi30BaHi HemiHIHOCTI mpH ampokcumariii cknamuux 3anexnoctedd [8]. RBF-
Mepexa Ma€ OIWH MPHUXOBAHWH WIap i3 m; HEHpoHaMH 1 H03BOJsiE BimoOpa3uTu
dynkuio i3 3amMmkHeHoi 06macti R™ y npoctip R, 1€ M, — PO3MIPHICTH BXOIIB
HaBUYaIbHOI BHOipku. MeTon Bukopuctands RBF-mepex, 3acHoBanuii Ha BHOOpi
¢yHKLii, B IKOCTI SIKOT B OUIBILIOCTI BUMAAKIB BAKOPHCTOBYETHCS pajianbHa 6asu-
cHa ¢yskuis ['ayca (GRB-¢yHKIisn)

2
=l

m
F(x)=) wexp| ———=— |, “)
i=1 20

e w;, €N, ¢ eR™, >0 gma i=1, 2,..,my, t; — BEKTOp KOOpIUHAT
uentpis RBF [8].

VY NOpiBHSIHHI 3 KJIIACUYHOIO alPOKCHMAIIIEI0 1 BUKOHAHHIM YMOBH (3) 3a-
CTOCYBaHHSI HEHPOMEPEIKEBIUX MOJIENICH a€ 3MOTY aJanTyBaTUCS O BXIJHUX Ja-

HUX 3 HaOmkeHHsAM mipsamoi R = f(T) i obeprenoi 7 = f 1(R) ¢byHKIIH TIepe-
TBOpeHHs npu kamiopyBanHi NTC-TepMicTOpiB, SIKi XapaKTepU3yIOThCS BEITUKAM
pO3KHIIOM 3HaueHb. [Ipu pOMYy HEOOXiJIHO BHKOHATH CYyMICHI BUMIipIOBaHHs
T i R, orpuMaTi MHOXHHY (2) 1 mofartu ii y BUTJISAI HABYAJILHOI BUOIPKH IS
00YNCITIOBATLHUX €KCIICPUMEHTIB.

META, OB’€EKT I IPEAMET JOCJIIKEHHSA

Merta poOOTH — MiABUIIEHHS TOYHOCTI 00POOJIEHHS BUMIPIOBAIBHOI iH(opMartii
Mg dJac MoOymOBM IHAMBIAyadbHUX TpamyloBalbHUX XapakTepucTuk NTC-
TEPMICTOPIB y POOOYOMY Jialia30Hi TEMIIEPATyp 3 BUKOPUCTAHHIM METOJIB HEM-
POMEPEKEBOr0 MOJICITIOBAHHSI.

O0’exT HOCHIKEHHS — TIpollec 3a0e3MeYeHHs TOYHOCTI BUMIPIOBaHb T€M-
neparypu 3 Bukopuctanasm NTC-tepmicTopis.

[IpenMeToM IOCIIIKEHHST € METOIU 1 MOAEl 00pPOOJICHHST BUMIipIOBAILHOT
iHpopMaLii a1t oOyJ0BU rpagytoBalbHuX XapakTepucTk NTC-tepMicTopiB.
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OI'JIA L JITEPATYPHU

3abesmeuennro touHocti ['X 3BT mnpucesueno mpami O.A. ['epamienka,
B.A. I'panoBcekoro, P. JIxxekcona, B.T. Kornnpartoa, k. @paiigena [9-13]. Pe-
3yJNbTaTH LUX JOCTIKEHb 0a3yI0ThCS Ha BUKOPUCTAHHI CXEMOTEXHIUHUX, CTPYK-
TYpHO-aJITOPUTMIYHHX 1 TTApaMETPUYHUX METOJIB TpalyloBaHHS 1 KaniOpyBaHHS
CEHCOPIB.

Y npawsix O.B. [lertsapposa, O.B. 3amoposxus, I.B. Pyxennesa, N.J. Cotton,
T.D. Dongale, S.A. Khan Ta iHIIMX JOCHITHUKIB ISl BUPIIIEHHS 3aBIaHHS 3MEH-
mIeHHs MoxuOku anpokcumanii ['’X ceHcopiB 3anporOHOBAaHO BUKOPUCTAHHS Me-
TOZIB IHTEIEKTYaJbHOTO OOpOOJIEHHS BUMIpIOBAIBHOI iH(OpMAIii, 10 SKUX Ha-
JEXKUTh HelpoMmepexeBe monemtoBanHs [14—19]. Pesympraté mux AOCTiIKEHb
CBIYaTh Mpo IOHUIBHICTH M0OYy0oBH ['X NTC-TepMicTOpiB Ha OCHOBI MoOjeiei
npsimomapoBux HM tumy nepcentpon (MLP). Taki Mozeni € iHBapiaHTHUMH 10
OyAb-IKOTO BUIIISALY HENiHIHHOCTI (YHKLIH NMEpeTBOPEHHS CEHCOpiB, OJHAK 3a-
cToCcOBYIOThCs [t anpokcuManii I'X NTC-tepmicTopiB, Yy By3bKOMY Jiama3oHi
TEMIIEpATyp, O SIKOTO HEe HAJICKUTh [iala3oH BUMIpIOBAHHS TEMIEpaTypu 3 BH-
kopuctanasaMm NTC-tepmicropis (- 55...155 °C).

[TomepenHi BiacHi AOCHTIKEHHS Ta aHATI3 BIACTHUBOCTEH pi3HMX TumiB HM
MMOKAa3yI0Th, IO VIS PiBHOMIPHOI almpoKcHMaIii Oyap-s1ko1 HerlepepBHOT GyHKITIT
Ha KOMIAKTHIM MHOXXHWHI 3Ha4e€Hb MOXYTh OyTH BuKopucTtani RBF-mepexi
[20, 21, 22]. Bignmosigao mo JACTY ISO/IEC 2382:2017 RBF-mepexxa — mipsi-
momrapoBa HM, y sikili KOKEH NPUXOBAaHWN HEWPOH BUKOPUCTOBYE pajialibHY
0asucHy (QYHKIIIO akTUBalii, a BUXiJAHI HEHPOHM peani3yroTh JiHiiHI KOMOiHALiT
¢yHKUil akTHBaLil HEHPOHIB MPUXOBaHOTO mapy [23].

RBF-¢dynukmiero HazuBaeThess GyHKINIS, KA pagialbHO 3MIHIOETHCS HaBKOJIO
JESIKOro 1LEHTpa 1 HabyBac HCHYIbOBMX 3HAYCHb TUIBKM B OKOJI IBOTO
ueHtpa [24]. Y mpami [8] moka3zaHo, 10 BUKOPHUCTAHHS pa)Z[IaJII)HI/IX 0a3ucHuX
ynkuiii I'ayca 103BOIIsSE SKCIIOHCHIIIHO 3MEHILYBATH JIOKaJIi30BaHi HEeNiHiIHHO-
CTi 3a ampoKcHMalii CKJIaAHUX 3anexxHoctei. Sk i mepexi tumy MLP, RBF-
Mepeki HajJekaTh J0 0araTomapoBUX Mepek MPsSMOTo MOIMMPEHHS 1 € yHiBepca-
JHHAMH anpokcuMmaTtopamu. HesBaxaroun Ha Te, 110 3aBxau icHye RBF-mepesxa,
sIKa 37aTHa iMiTyBaT Mepexxy MLP [8], 111 Tumm HepoMepexeBUX MOeNeH Ma-
I0Th BaXKJIMB1 XapaKTEPUCTHKH, HaBeAEHi B Ta0. 1.

Taoaunsa 1. IlopiBusanus BractuBocteld RBF-mepex i OaraTomapoBux
MepCEeNTPOHIB

Tun HM
XapakTepucTuKa
MLP RBF-mepexa
Kinbgicts binbie ogHOro Onuu
NIPUXOBAHMX IIapiB
Burmsin Mozeni HelipoHa| OHaxosa Pisua
MIPUXOBAHUX IIapax i g .. S
yup p (omHi i Ti X miii) (pi3Hi i)

BUXIHOMY LIapi

Heniniitauii npuxoBaHuii map;
BHXI1THHH IIap — JiHiifHa KOMOiHAIis
BUXOJIiB HEHPOHIB MPUXOBAHOTO IIaPy

JliniitnicTs i (a6o)  |HemniniliHi mpuxoBaHi mwapw i
HeNiHIHHICTh mapiB BUXITHHUH IIap

Ckamnsipauii 100yTOK

AprymeHT QyHKIii | BXiTHOrO BEKTOpa i BEeKTOpa
aKTHBamii CHHANTHYHUX

Bar J1aHoro HeHpoHa

EBxutinoBa HopMa (BIACTAaHb) MiX BXITHUM
BEKTOPOM 1 IEHTPOM paiaibHO1 6a3ucHOL
byHKuii

JlokanbHa anpOKCUMAIlisl HEeNiHIHHOTO
I'moGanpHa anpokcumarisi | BiZoOpakeHHS 32 paXyHOK JIOKATi30BaHUX

HEJIHIHHOTO BiOOpaXKeHHs HeJiHIHHOCTeH, 10 3MEHIIYIOThCS

SKCIIOHEHI[IHO

Bun anpokcumarrii
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Taxum unHOM, aHani3 BnactuBocteit RBF-mepexx 1 MLP no3Bossie 3podutu
MPUIYIIEHHS PO Te, MO0 MiABHIIEHHS TOo4YHOCTI ampokcuMarii ['X NTC-
TEPMICTOPIB Yy pobouoMy miama3oHi Temmeparyp (- 55...155 °C) 6e3 moainy #oro
Ha MiAiana3oHu MOXKIIMBE 38 paXyHOK BUKOPUCTAHHS pafianbHO-0a3ucHUX QyH-
KIii, OCKIIBKM 3aliekHicTh (1) € eKCHOHEeHIItHO HeMiHiiHOI, a paialibHO-
basucHi HM 3abe3nedyroTh piBHOMIpHY ampOKCHMAIIiI0 Oyab-IKOi HENepepBHOI
¢yHKUii Ha KOMITAKTHIH MHOYHHI 3HAUYEHb.

MATEPIAJIA TA METOAHN

®Di3uyHMI EKCIIEPUMEHT 3/IHCHIOBAJIM 3a 3allPOIIOHOBAaHOK Pe3ynbTatu 1ux 10-
CJIiJP)KEHb METOJMKOIO, Y BiAIIOBIAHOCTI JI0 SIKOT B LIEHTPi BUMPOOYBAJIBHOTO BiACIKY
knimMaTaaoi kKamepu KPK 400 po3mimyBanu NTC-tepmictopu Agilent T10 K i
TDK B57861S (tabm. 2) i omopawmii Tepmomerp onopy Pt100 3 moxmbkoro BuMi-
proBanus £0,05 °C [25].

Taoaunsa 2. Xapakrepuctuku NTC-tepmicTopis

PoGounii gianazon| HominanbHuii omip 3a o
Cencopu Temmnepartyp, °C |temnepatypu +25 °C, kOm Toxubiea, °C
Agilent T10 K -70...70 10 +0,2
TDK B57861S —55...155 10 +0,2

Ha mepmomy erami ekcriepuMeHTy micisi migkmoyeHHs: ceHcopa Pt100 mo
KaHaTy BUMipioBaHHs TemnepaTtypu Ta 1Box NTC-tepmictopiB Agilent T10 K no
KaHaJliB BUMIpPIOBaHHS €JEKTPUYHOTrO oropy HamamToByBamu C3]] Agilent
34970A 3 BHKOPHCTaHHSM CIEIiali30BAHOTO MPOTPAMHOrO 3a0e3MeveHHs
BenchLink Data Logger 3 (puc. 2).

€371 Agilent 34970A KPK 400
CTTTT IR
! Karar : Pt100
| BHMIDIOBAHHA e
i TeMmeparypm !
Komm'iorep ¢—| 7777777777777
' ' Agilent T10 K No2 T.°C
! Kanamz !
!  BHUMIPIOBAHHA |
! oTopy ! Agilent T10 K Nel
1 I

A

Puc. 2. CrpykrypHa cxema (I3UIHOTO EKCHEPHUMEHTY 13 3aCTOCYBaHHSM JBOX
NTC-repmicropis Agilent T10 K

Cucremy 30upanns nanux Agilent 34970A migkimodaiy 10 KOMIT FOTepa de-
pe3 mocnigoBHu Topt RS-232 1 BuMipioBanu TeMIiepaTypy B aBTOMaTHUYHOMY
pexumi (puc. 3).

3 ypaxyBaHHSAM XxapakTepucTHk ceHcopiB Agilent T10 K (mmuB. Tabm. 2)
MiHIMaJbHE 3HAUEHHS TeMIIepaTypH BcTaHoBoBaiH Ha piBHI —70 °C. Temmnepa-
TypHu#l pexkxum BuripoOyBanb y KPK 400 mporpamysanu 3a TakuMu mapaMerpa-
MU, sK miama3oH temmeparypu —70...70 °C; kpok 3Miau Temrepatypu 5 °C; dac
3MIHU TeMIIepaTypu 15 XBHWJIHMH; Yac BUTPUMYBAHHS 32 BCTAHOBJICHOIO TeMIIEpa-
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TYpOIO Y KOXKHil By3JI0Biii Touli pobouoro niama3oHy OyB BH3HAYCHUH eKCIIEpH-
MEHTaJIsHO Ta craHOoBUB 30 xBuiMH. BumpoOyBanus TepmictopiB Agilent T10 K
NPOBOMIIM 3 METOI0 OLIHIOBAaHHS PO3KHIY (DYHKIIH NMEepEeTBOPEHHS CEHCOPIB Ha
mificTaBi PO3paxyHKy 3BelEeHOT MOXMOKM 3 BHKOPUCTAHHSIM BiiOpaHUX HaHHX
Temreparypu B onopHux toukax: —70 °C, =35 °C, 0 °C, 35°C i 70 °C. 3Beneny

noxudky NTC-tepmicTopis Agl\BITC PO3paxoByBaiu 3a (HOpMyJIIOI0

T

T -T
SI\BITC :( NTC Pt100 Jloo s (5)
P

ne Tnte 1 Tpigp — BianoBimHo 3HavyenHs temmeparypu NTC-tepmictopis
Agilent T10 K, sixi orprMaH0 Ha OCHOBI 3ayrekHOCTI (1), Ta OIIOpHI 3HAYCHHS Te-
mrepatypu; 7, — HPOTSIKHICTH POOOYOro Jiana3oHy TEMIICPATypH TepMiCTOPIB.

Puc. 3. Anaparna peanizauisi QizuuHoro excrepumenrty: /| — ceHcopu; 2 — C3]1
Agilent 34970A; 3 — komrt’rorep; 4 — kiiMaTnyHa kamepa KPK 400

Pesynprar oOIiHIOBaHHS 3HAYYIIOCTI BiAMIHHOCTEH 3BEIEHUX MOXUOOK
3B . 3B .
NTCNel 1 ANTCNey 3 BUKOPHCTaHHSAM f-TECTY JUISl HE3aTIEKHUX 3MiHHHX, OTPH-

manuii B cucreMi STATISTICA 6.1, nmoka3ye BiIMiHHICTh 3BEJICHOI IIOXHOKU Te-
mneparypu aBox ceHcopiB Agilent T10 K Ha piBHi p = 0,046, mo miaTBepmaKye
JOLUTBHICTB iX 1HAMBIAYalbHOTO TpaxytoBaHHs (puc. 4) [25].

T-kpuTEpHA Hezaewcumel: eribopok (MorpewHocTy_Agilent. sta) ZI
JamMeyaHue: [epeMeHHEIR PACCM. KaK HEIZBUCHMEIE BEIBOPKM

CpegHee CpegHee t-zHau. CT.CE. p

Mpynna 1w Tpynna 2 Cpynna 1 Mpynna 2
3B 3B

A NTCHa1 VS- A NTCHoz2| DO.114714 0356143 | -2 36039 g8 0045930

[4] | b

7

Puc. 4. CKpiHIIOT pe3ynbTaTy OLIHIOBAHHS 3HAYYLIOCTI BIIIMIHHOCTEW 3BEJEHUX
noxu6ox cencopis Agilent T10 K

Ha apyromy erami eKCiepuMeHTY TIPOBOIMIIM BUIIPOOYBAHHS IIECTH TEPMIC-
topiB TDK B57861S, KUTBKICTh SIKHX 00OYMOBJIEHA MiHIMAJIBbHAM OOCSITOM BHOIPKH
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Uil 3a0e3MeueHHs JOCTOBIPHOCTI CTaTUCTUYHOTO OOpPOOJIEHHS OTPHUMAaHHX pe-
3yneTaTiB. CeHcop Nel migxmrodamy M0 KaHATy BHUMIPIOBAHHS EJIEKTPUIHOTO
omopy C3J1 Agilent 34970A, a cencopu Ne2—Ne6 i OmopHHN TEPMOMETP OMOPY
Pt100 — mo xaHayiB BUMIpIOBaHHS TeMIiepaTypH (puc. 5).

[lin wac mpoBenenns BunpoOyBaub ceHcopiB TDK B57861S minimanbHe
3HA4YEHHS TeMIIEpaTypH BCTAHOBIIOBAJIM Ha piBHI —55 °C 1 mporpamyBalid pexuM
NPOBEICHHA BHUNPOOYBaHb 3a MapaMeTpamH: Jialma3oH TeMIeparypu —
55...150 °C, mo oOymoBieHO TexHiYHUMH XapakTtepuctukamu C3]] Agilent
34970A; xpox 3MiHu Temreparypu 5 °C; yac 3MiHM TemrepaTypu — 15 XB; gac
BUTPUMYBAHHS 32 BCTaHOBJIEHOT Temneparypu — 30 xB.

C37] Agilent 345704 KPK 400
S 1 P00
I *
I ]
| i
| Kaam e TDK B578615 M6
| BHMPIBEHHA | TDE B5786A15 Mes
1 "~
Komm'eotep  [¢— | TENTERELIRS . TDK BST8615 Med | - o
i 3 TDK B578615 M3
i 3 TDK B578615 M2
N
CTTTTT T 3
| Kanan '
|  BHMIpIOBAHHA | TDK B578615 Nl
| onopy :‘
L

Puc. 5. CrpykrypHa cxema (i3MUYHOTO E€KCIIEPUMEHTY 13 3aCTOCYBaHHSIM MIECTH
NTC-tepumicropis TDK B57861S

VY pe3ynbTari NpoBeACHHS BUIPOOYBaHb OTPUMAHO 0a3y eKCIEePUMEHTAIIb-
HUX JaHuX (Tadm. 3).

Tadoaumusa 3. DparmenT 6a3u ekcriepuMeHTANBHAUX JaHuX R, Om i T,°C

Homep

BuMip1o- | Rnte et | ZPti00 | INTC N2 | INTC No3 | INTC Ned | INTC No5 | INTC Nos
BaHHA

1 963087,30 | —55,438 | —55,239 | -55,199 | -55,171 | —55,225 | —55,150
2 959686,94 | —55,314 | —55,020 | 54,986 | —54,966 | 55,017 | —54,950
3 949599,80 | —55,167 | 54,868 | —54,828 | —54,805 | —54,857 | —54,787

3704 185,34 149,810 | 149,867 | 149,621 | 149,454 | 149,791 | 149,772

AHali3 eKcriepuMeHTaIbHUX JaHuX (Ta0i. 3) BUKOHYBAJIM 32 3BEACHOIO I10-
XUOKOI0 (5), OIIHKY SIKO1 OTPUMAaJIK Ha OCHOBI BifliOpanux 3 kpokoM 5 °C n =42
3Ha4eHb Temreparypu I’stu tepmictopiB TDK B57861S No2—Ne6 y mianmazoni

—55...150 °C. MakcumanbHi 3Ha4CHHS 3BEACHOI MOXUOKH ASETC TEPMICTOPIB
TDK B57861S naBeneno B Tabu. 4.
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Taoaunsa 4. MakcumanbHi 3HAaYeHHs 3BEICHOI MOXMOKH TEpPMicTOPiB
TDK B57861S

NTC-tepmicTop Ne2 Ne3 Ne4 Nes Ne6
0,1390 0,0732 0,1590 0,0634 0,0937

3B
NTC > %

Otpumany 06a3y naHux (AuB. TaOJ. 3) BUKOPUCTOBYBAIM AJIsI MIPOBEICHHS
00YHCITIOBAIbHUX €KCIIEPUMEHTIB Ha IiJCTaBi HaBuanbHOI BHOipku RBF-mepex,
y SKIi BXOJIOM € €IIEKTPUYHUHN OImip RNTC Nel, @ BUXOJOM — OTIOPHE 3HAYCHHS TEM-
nepatypu Tpiioo-

OBYMCJIIOBAJTBHUMA EKCIIEPUMEHT

3aBIaHHAM OOYHMCIIOBAIILHOTO €KCIIEPUMEHTY € cTBopeHHs1 RBF-mepex ms mo-
nemoBarHs ['X NTC-tepmictopiB (1) i oIiHFOBaHHS TOYHOCTI OTPUMAaHHUX pe-
3yJIBTATIB.

Mertonuka oOpoOieHHs BuMiproBanbHOI iH(oOpMaIii 3 BUKOPUCTAHHIM
RBF-Mepex MiCTHTB Taki eTaru:

1. ®opmyBanHs HaBuaIbHOI BUOipku RBF-mepex.

2. BusHaueHHs KiNBKOCTI HEHWPOHIB MpuxoBaHoro mapy RBF-mepex.

3. MonemoBaHHS BCiX MOKJIMBHX BapiaHTiB apxiTekTyp RBF-mepex 3 ypa-
XYBaHHSIM MaKCHUMaJIbHOI KIJIBKOCTI HEHPOHIB IIPUXOBAHOT'O IIaApy.

4. HaBuanns i 30epexxenHss m xpammux RBF-mepex BiamoBigHo 10 MiHiMa-
JHHUAX 3HAYEHb KPUTEPIiB MOMHUIIOK HaBUAHHS, KOHTPOIO Ta TECTyBaHHS HEHpo-
MEpEKEBUX MOJIETIEH.

5. Bubip 3 m HelipoMepexeBUX Mojieseii HaroueIm anekBaTHOi RBF-Mepexi
Ha ITiJICTaBi MiHIMAJILHOTO 3HAYEHHS KPUTEPII0 TUCTIEPCITHOTO BiTHOIIICHHS.

6. OTpuMaHHs iHTEPIOJIBLOBAHOIO 3HAYEHHS TEMIIEPaTypd B pobodoMy Iia-
na3oni NTC-tepmicTopis.

7. OuiHiOBaHHS JOCTOBIPHOCTI Ta TOYHOCTI PE3yJbTaTiB HEHPOMEPEKEeBOi
arpoKCcUMaIlii 3 BUKOPUCTAHHSAM KOEQII€HTIB MapHOI KOPEJAIlii Ta CTaTHCTHY-
Hux kputepiiB MAD, MSE, MAPE i MPE.

8. IloBTopenHs eramiB 4—7 i mepeBipkH 301KHOCTI Ta BiATBOPIOBAHOCTI
OTPUMaHMX pe3yJibTaTiB HelpoMepexkeroro monenoBanus [ X NTC-tepmicTopi
ITiJT 9ac MOBTOPHUX HaB4YaHh RBF-Mepex Ha pi3HUX amapaTHHUX MIaTdopMax.

OCKUTBKY OJUHUITIO BUMIPIOBAHHS TeMIIEpaTypH B 3ayiexkHOCTI (1) B3sATO 3a
mkanoo KenbBiHa, TO PO3MIpHICTh JaHUX, OTPUMAHHUX B PE3yJbTaTi (Di3HYHOTO
eKCITepUMEHTY (IMB. TabJI. 3) Ta BUKOPUCTAHUX I CTBOPEHHS HaBYAIBHOI BHOIp-
ku RBF-mepex, HaBeneHo y kenbBinax (K) (tabdm. 5).

Taoaunsa 5. @parment HaBuanbHOi BuOipkn RBF-mepex mns tepmicropa
TDK B57861S Nel

H
BI/IMil())IB(:le;gHHﬂ Rytc 1, OM Tpuoo, K
1 963087,30 217,712
2 959686,94 217,836
3 949599,80 217,983
3704 185,34 422,960

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2022, Ne 3 109



C.C. ®eoin, 1.C. 3ybpeyvra

VY cuctemi craructrnunoro anaiizy gaanx STATISTICA 6.1 3 BukopucTas-
HAM iHCTpYMeHTy «Mactep peuieHuii» mMoaynst «HelpoHHBIE ceTH» BU3HAYAIU
Jliana3oH HEHPOHIB MpUXOBaHOTO IIapy apxitektypu RBF-mepex (puc. 6).

HH MacTe p pe e HWK: Te pmucTop_B57B6T5.5ta

Japuohnble: TR

Hezagucumee: R.Om

BhIcTpI onpaﬂmb] Tun cem O6patHan caﬂsb]

0K
Yucno CKPETE 3NMEHT OB O7ieHa
MuHHFY  Makcurys E i
PannancHan asHcHan PUHKLKA: 1 E 926 El ﬁ
=

Puc. 6. 3aranbanii Burisy apxirektypu RBF-mepesx i CKpiHIIOT 11a10roBoro BikHa st
BUOOPY KUTBKOCTI HEHPOHIB IPUXOBAHOTO HIAPY

[Tix wac mMopmenroBaHHS BCiX MOXIMBHX BapiaHTiB apxirektyp HM 3 RBF
(dbyHKIisME akTHBaIii (4) 3 ypaXxyBaHHSAM MaKCHUMAallbHOI KUTBKOCTI HEHpOHIB
NPUXOBAHOTO apy 926 (puc. 6), sKa 3aNeKUTh BiJ 00CATY HaBYaIbHOT BUOIPKH,
BUKOHYBaiu 10 moBTOopHUX HaBuaHnb 100 HelpoMepexeBUX MoOJeNeH
(10x100=1000). [ns 3abe3neueHHst 301)KHOCTI Ta BiATBOPIOBAHOCTI pPe3yJIbTaTIB
HelipomepexeBoi arpokcuMaitii [' X TDK B57861S Nel obGuncnioBaibHHIA €KCTIe-
PUMEHT IMOBTOPIOBAIM TPHUYi HA OAHIN amapaTHid miatdopmi Ta JBi4i Ha JBOX
pi3HuX amapaTHux IuatTgopmax. IIpu npoMy Ha mepuioMy eTami 3 KOXKHUX CTa
mopeneit HM 36epiranu m’site RBF-Mepex 3a MiHIManbHUMH 3HAYSHHSIMH KpH-
TEepiiB TOMWIKA HaBUYaHHS, KOHTPOJILHOI IIOMIUTKH Ta TECTOBOI TOMIUTKH (pHC. 7, 8).

MoppobHee peayaeTate Mogened (Tepmuctop B57EE13 sta)
Apxutertypa |[pOMSEQLMTENLHOCTE KinTp. Tect. Owmbka | Kontponedan | TecToead
il by, NPOMZBOAMTENEHOCTE | NDOWIEOAMTEAEHOCTE | olyyeHna awmbka owmbka
1] PB®1:1-65-1:1 0,000603 0000645 0,000617  0,000010 0,000011] 0,000011
12| PE®1:1-87-1:1 0000575 0000633 0,000596  0,000010 0,000011] 0,000011
3| PB® 1:1-101-1:1 0000555 0,000629 0,000578,  0,000010 0,000011] 0,000010
4 [PBP 1:1-111-1:1 0,000467 0,000432 0,000424)  0,000008 0000002 0,000009
5| PE® 1:1-134-1:10 0,000351 0,000424 D,DTDM? 0,000007 0,000007 D,DDDDﬁJ
1 3

Puc. 7. Pesynprat HaBuaHHa 1T Kpamux RBF-mepex y monmyni «Hefiponusie cetm»
cucremu STATISTICA 6.1 a5t mepiioro 0G4MCIIIOBAIBHOTO €KCIIEPUMEHTY cepii 1

MogpobHeie peayaetatel mogensi (Tepmuctop_B578615. sta) j
Apxutextypa | [pouseogHTENEHOCTE Konp. Tect. Ownbra |Konmponekaa | TecToean
il ofyy. NPOMIBOAHTENEHOCTE | NPOM3BOAKTENBHOCTE  |0ByyeHua alwHAKa e
11| PBT1:1-119-1:1 0,000783 0,000393 0000262 0,000014 0,000016| 0,000017
12| PBD 1:1-141-1:1 0,000445 0,000493 0000466 0,000008 0,000008 0,000008
3[PED 1:1-143-11 0,000373 0,000394 0000405 0,000007 0,000007 0,000007
14 |[PBD 1:1-215-1:1! 0,000309 0,000355 0000368 0,000005 0,000008  0,000007
5‘ ||3E\<D 1:1-236-1:1 0,000317 0,000352 D,DTde 0,000008 0,000008 D,DDDDD?H
q 3

Puc. 8. Pegynprar HaBuaHHs 11’5t Kpammx RBF-mepex y moxyni «HeiiponHsle cetm»
cucremu STATISTICA 6.1 gt ipyroro o09YHCIIOBAIEHOTO EKCIIEPUMEHTY cepii |

3 oTpumanux 1m'atu Moneneit RBF-mepex oOupanm omHy 3a MiHIMaTbHAM
3HAYEHHSIM CTATUCTHUYHOTO KPHUTEPiIO TUCIEPCIHOTO BiHOIICHHS, SIKUW peria-
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MEHTY€ETHCSI HOPMaTHUBHOIO JOKYMEHTAMLI€I0 Ul MEPEeBIpKH aJeKBaTHOCTI MOOY-
nmoBaHoi Mozeni ['X excriepuMeHTaATBHIM JaHUM. Tak, HalpUKiIad, 3a 3HAUCHHIM
BOTO KPUTEPIIO LIS MEPIIOro 00UHCITIOBAIBHOTO EKCIIEPUMEHTY 00paHO MOJEIh
RBF-mepexi 3 apxitektypoto 1-134-1, a ans apyroro — mozpens RBF-mepesxi
3 apxiTekTyporo 1-215-1. V pesynbprati st cepiii 00YMCITIOBaIbHUX EKCIIEPH-
MeHTIB 13 5000 crBopenux moxneneir RBF-mepex Biniopano 50 Moxenei, apxiTek-
TYpH SKHX HaBeIeHO B Tadi. 6 [26].

Taoauusa 6. Bimiopani moxemi RBF-mepex mst anpokcnmartii I'X Tepmictopa

TDK B57861S Nel
IInardopma
AMD Turion 1T Intel Celeron
Homep AMD Athlon IT X2 240, Dual-Core Mobile CPU G530,
eKCIIePHMEHTY 2,81 T, 1,75 Tb RAM M520, 779 MI'n, 2,40 I'Tu,
3,00 'b RAM 1,91 b RAM
Cepisi1 | Cepin2 | Cepis3 Cepis 4 Cepis 5
1 1-134-1 | 1-137-1 | 1-124-1 1-181-1 1-116-1
2 1-215-1 | 1-198-1 | 1-229-1 1-169-1 1-143-1
3 1-102-1 | 1-172-1 | 1-167-1 1-126-1 1-152-1
4 1-180-1 | 1-113-1 | 1-179-1 1-174-1 1-172-1
5 1-127-1 | 1-157-1 | 1-119-1 1-145-1 1-102-1
6 1-174-1 | 1-178-1 | 1-128-1 1-134-1 1-156-1
7 1-119-1 | 1-156-1 | 1-138-1 1-201-1 1-137-1
8 1-236-1 | 1-180-1 1-97-1 1-137-1 1-216-1
9 1-172-1 | 1-127-1 | 1-216-1 1-182-1 1-128-1
10 1-187-1 | 1-151-1 | 1-203-1 1-99-1 1-201-1

PE3YJIBTATHU OBYUCJ/IIOBAJIBHOI'O EKCIIEPUMEHTY

Jlnst xoxHOT cepii eKCIIepuMEHTIB 3 BUKOPUCTaHHAM BimiOpanux mojeneir RBF-
Mepe BU3HAYAJIM IHTEPIIOJIbOBaHI 3HaUYeHHs TeMiieparypu (tabm. 7—11).

Tadaunsa 7. dparMeHT iHTEPIOJLOBAHUX 3HauYeHb Temneparypu T, K mis
nepIIoi cepii eKCIIepruMeHTy

Bxin
R, Om

Homep
BHMipIOBAHHSA

ApxirekTypa

1-134-1

1-215-1

1-102-1

1-180-1

1-127-1/1-174-1

1-119-1

1-236-1

1-172-1

1-187-1

—_

963087,30

217,825

217,726

217,790

217,696

217,7461217,791

217,758

217,740

217,772

217,707

[\

959686,94

217,865

217,765

217,837

217,765

217,798217,838

217,802

217,796

217,819

217,777

3 [949599.,80

217,992

217,894

217,980

217,963

217,952(217,980

217,942

217,960

217,964

217,964

3704| 185,34

422,987

422,969

422,928

423,084

422,970423,068

422,981

422,961

422,985

422,965
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Taoauusa 8. OparMeHT IHTEPHOIHLOBAHWUX 3HA4YeHb Temrepatypu 7, K mms
Ipyroi cepii eKCIiepuMeHTy

Bxin ApxiTekTypa
R, Om

Homep
BUMIPIOBAHHsI

1-137-11-198-1{1-172-1{1-113-1|1-157-1|1-178-1|1-156-1|1-180-1{1-127-1|1-151-1

—_—

963087,30 |1217,7311217,811]217,809217,7611217,795[217,751217,851{217,794217,8311217,793

[\

959686,94 |1217,7861217,853(217,852(217,813|217,843217,804(217,883|217,814217,8671217,839

3 1949599,80 |217,9511217,984(217,984/217,966[217,9871217,9651217,992/217,9051217,9841217,979

370 185,34 1423,086/423,005/422,998422,909/422,984/422,944/423,081/422,880423,039/422,945

Tadoaumusa 9. OparMeHT iHTEPNONBOBAaHMX 3Ha4YeHb Temnepatypu 1, K mis
TPETBOI cepil eKCIIEPUMEHTY

Bxin ApxiTekTypa

R, Om

Homep
BHUMIpIOBaHHS

1-124-11-229-1|1-167-1|1-179-1|1-119-1|1-128-1{1-138-1| 1-97-1 |1-216-1{1-203-1

—

963087,30(217,728217,799(217,797217,7771217,7881217,789|217,7871217,819217,719[217,817

\S]

959686,94(217,787\217,843(217,841(217,815[217,8361217,809(217,8321217,833|217,788[217,854

3 1949599,80(217,957\217,9781217,977217,942(217,981(217,897]217,9711217,899|217,9691217,975

3704) 185,34 1422,996(423,034{422,967422,965/422,945422,982|423,032/422,921(422,994/422,989

Taoaunsa 10. OparMeHT iHTEpPIONBbOBAaHUX 3HaueHb Temmeparypu 7, K mis
YeTBEepPTOI cepii eKCIIepUMEHTY

Bxix ApxiTekTypa

R, Om

Homep
BHMIPIOBAHHS

1-181-1|1-169-1|1-126-1|1-174-1|1-145-1|1-134-1{1-201-1{1-137-1{1-182-1| 1-99-1

—_—

963087,301217,736(217,712]217,845/217,812(217,801{217,756(217,764({217,834/217,7351217,786

[\

959686,94(217,790\217,784({217,8761217,842[217,8431217,808217,811{217,873(217,786/217,821

3 1949599,80[217,953|1217,968217,988|1217,948(217,9741217,963|217,9561217,995/217,944(217,932

3704 185,34 [423,018422,951423,109/422,984/423,064/422,891/422,958423,075|422,958/422,989
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Taoaunsa 11. OparmeHT iHTEpIONBOBaHUX 3HAUYeHb TemmepatTypu T, °K mms
1’ TO1 cepii eKCIIepUMEHTY

Homep
BUMIpIOBaHHS

Bxin
R, Om

ApxiTekTypa

1-116-1

1-143-1

1-152-1

1-172-1

1-102-1

1-156-1

1-137-1

1-216-1

1-128-1

1-201-1

—_—

963087,30

217,728

217,819

217,748

217,787

217,881

217,793

217,857

217,680

217,843

217,737

[\

959686,94

217,778

217,861

217,800

217,836

217,912

217,836

217,889

217,758

217,870

217,795

cee WO

949599,80

217,930

217,991

217,954

217,982

218,012

217,974

217,997

217,966

217,971

217,970

3704

185,34

422,921

422,853

422,979

422,965

422,950

423,027

423,004

423,247

423,016

423217

OBI'OBOPEHHA OTPUMAHUX PE3YJIBTATIB

JocTOBIpHICTh OTPUMAaHHX pE3yJIbTaTiB HEHPOMEPEKEBOIO MOJEIIOBAHHS MiATBEp-
JDKYETBCS BHCOKHM 3HAYCHHSM KOe(iIlieHTIB mapHoi Kopemsmii (puc. 9—13) mix
OIOPHUMH 3Ha4eHHSIMH TemIiepaTypu ceHcopa Pt100 (tabm. 5) Ta 3HaUYCHHAMH TEM-
nepaTypH, IHTepIOILOBaHUMHU Ha 0cHOBI RBF-Mepex (quB. Tadn. 7-11).

Koppensuum (Cepus 1.sta) ZI
OTMeueHHbIE KoppensaLmu 3Ha4MMbl Ha ypoBHe p<,00001 |
n N=3704 (MocTpouHoe yganeHue Ma)
lepemeHHas X
1-134-1 | 0.99599999 19638 |
1-215-1 0,999999943495
1-102-1 0,999999906547
1-180-1 0,999999934319
1-127-1 0,999999914442
1-174-1 0,999999944250
1-119-1 0,999999915800
1-236-1 0,999999954660
1-172-1 0,9999999327 11
1-187-1 0,9999995407 31 _|;I
1< »
Puc. 9. CKpIHIIOT pO3paxyHKy KOE(QII[iEHTIB MapHOi KOPEJIALil JJis IepIioi cepil
€KCIIEpMMEHTIB
Koppensiyum (Cepus 2.sta) izl
OTMeyeHHbIE KOppenaLmMmM 3HaunMbl Ha ypoBHe p<,00001 -
Mepemennas |N=3704 (MocTpoyHoe yaanetue nno)
T.K
11371 | 0999993925479 |
1-198-1 0,999999947078
1-172-1 ,999999933839
1-113-1 0,999999905431
1-157-1 0,999999926207
1-178-1 0,999999939497
1-156-1 0,999999932327
1-180-1 ,999999943140
1-127-1 0,999999924697
1-151-1 0,999999930302 -
13 o]

Puc. 10. Ckpinmor po3paxyHKy KoedilieHTiB mapHoi kopemsanii mns npyroi cepii
€KCIICPUMEHTIB
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Koppensuuu (Cepus 3.sta)
OTMeYeHHbIE KOppenaLmMM 3HaunMbl Ha ypoBHe p<,00001
n N=3704 (MoctpoyHoe yaanenue MO)
lepemeHHas TK
11241 | 0.99939992R261 |
1-220-1 0999999938357
1-167-1 0999999937264
1-179-1 0 999999936950
1-119-1 0,999999911144
1-128-1 0999999919835
1-138-1 0999999927132
1-587-1 0999999386704
1-216-1 0999999945933
1-203-1 0999999945451 f
q »

Puc. 11. CkpiHIIOT po3paxyHKy KOe]illi€eHTiB MmapHOi KOpemsaUii 1t TpeThoi
cepii EKCIIEpUMEHTIB

Koppensuuu (Cepus 4.sta) ZI
OTMeyeHHbIE KOppenaLMmM 3HauuMbl Ha yposHe p<,00001
Mepementas N=3704 (MocTtpoyHoe ynage;me no)
1-181-1 | 0.999999937955 |
1-169-1 0,999999935719
1-126-1 0,999999910426
1-174-1 0,999999936261
1-145-1 0,999999927157
1-134-1 0,999999914954
1-201-1 0,999999937330
1-137-1 0,999999920359
1-182-1 (0,999999940962
1-95-1 0,999999892853 -
1] _'I_I

Puc. 12. CkpiHImIOT po3paxyHKy Koe]imieHTiB mapHOi KOpewsmii mis 4eTBeprToi cepii
€KCIIEPUMEHTIB

Koppensiyum (Cepusi 5.sta) ZI
OTMeyeHHble KoppensLuy 3HauMMbl Ha yposHe p<,00001
MepemetHas N=3704 (MocTpoyHoe ynaneHue Ma)
T.K
1-116-1 | 0999399319356 |
1-143-1 0999999919706
1-152-1 0999999932952
1-172-1 0999993945724
1-102-1 0999998905159
1-156-1 0999999930199
1-137-1 0,999999924071
1-216-1 0999998939316
1-128-1 0,999999921565
1-201-1 0999999929571 _|;I
1] b

Puc. 13. CkpiHIIOT po3paxyHKy Koe(ilieHTiB mapHOoi Kopessiuii 1uist 1’ sIToi cepil
€KCIIEpHMMEHTIB

OI1IiHKY TOYHOCTI OTPHMAHHUX Pe3yIbTaTiB HEUPOMEPEIKEBOTO MOICITIOBAHHS
BukonyBamu B cucrtemi STATISTICA 6.1 3 BukopucranHsm kputepiiB MAD
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(Mean Absolute Derivation), MSE (Mean Squared Error), MAPE (Mean Absolute
Percentage Error) i MPE (Mean Percentage Error):

1 n

MAD =—>|T"pi00 — 7"rE 5 (6)
ni=1
1& . .
MSE =—> (T"pt1io0 — I''RBF )2 (7)
ni=1
100 <. [T"Pti00 —fiRBF‘
MAPE =—73%" i ; (®)
n oo T pt100
100 & (T prioo — 77
MPE — ﬂz ( Pth(; RBF ) ’ )
n ;3 T pt100
ne T P10 — OTIOpHi 3HaueHHA Temnepatypu cencopa Pt100, ski orpumano
BHACIIIJIOK (hi3MUHOTO excriepuMeHTy (nuB. Tadm. 5); 1 'RBF — IHTEepIOILOBAHI

3HAUEHHS TEMIIEPATypH 3 BUKOPUCTaHHAM Mojeneil RBF-mepex.
MiHiManbHI Ta MakCUMallbHI 3HaueHHS KpuTepiiB (6)—(9) s m’stu cepiit
00YNCITIOBATLHUX EKCIIEPUMEHTIB HaBeAeHO B Ta0. 12 [25, 26].

Taoauusa 12. Jliamazonn 3Ha4eHp kputepiis MAD, MSE, MAPE, MPE mns
I'STH cepiii 00YHCIIOBAIBHUX EKCIIEPUMEHTIB

Homep
cepii

1 0,0131 | 0,0192 | 0,00032 | 0,00065 | 0,00399 | 0,00583 |—0,00021 | 0,00054
2 0,0145 | 0,0188 | 0,00037 | 0,00064 | 0,00441 | 0,00567 |—0,00029| 0,00017
3 0,0141 | 0,0212 | 0,00037 | 0,00064 | 0,00428 | 0,00649 |—0,00010| 0,00067
4 0,0152 | 0,0202 | 0,00041 | 0,00075 | 0,00464 | 0,00619 |—0,00007| 0,00021
5 0,0147 | 0,0193 | 0,00038 | 0,00066 | 0,00451 | 0,00589 |—0,00012| 0,00016

MADmin MADmax MSEmin MSEmax MAPEmin MAPEmax MPEmin MPEmax

[eperun iHTepBaniB (Tabn. 12) i MOPAIOK OIMIHOK CTATUCTUYHUX KPHUTEPIiB
(6)—~(9) cBimuaTh TIPO 301KHICTH 1 BiITBOPIOBAHICTh OTPHUMAHUX pPE3yILTaTIB 00-
YHUCIIIOBAIBHUX EKCIIEPUMEHTIB, IO XapaKTepH3ye BUCOKY TOUHICTH HeHpomepe-
xeoi anpokcumanii I'’X NTC-repmicropa TDK B57861S Nel y po6ouomy amiana-
30HI Temmeparyp. OTpuMmaHi pe3yibTaTH HEHPOMEPEKEBOTO MOJICITIOBAHHS
JIO3BOJISIIOTE  PEKOMEHAyBaTH BUKopucTaHHS RBF-mepexx mms aBromaTmzarii
nponeaypu nodyaosu I'X mpu nepioguuHOMY KalliOpyBaHHI TEPMICTOPIB HA CTa-

3B o
nii excruTyaTamii 3a yMOBH, SIKIIO 3BejieHa MoXuOka TemmepaTypun ARpp Haii-

MeHm TouyHuX RBF-mepex, siki cTBOpeHi B KOXHIM cepii 00YHMCIIOBaIbHUX

EKCIIEPUMEHTIB, OyJie MCHIIIOI 3a 3BEJICHY MOXHUOKY ABI\BITC NTC-repmicTopis
Ne2—Ne6 (muB. Tabm. 4).

Jnist po3paxyHKy 3BelIeHOT MOXUOKK 3 0a3u JaHuX Pe3yJbTaTiB 00UMCIIIOBa-
JHHUX EKCMEPUMEHTIB y miamazoHi —55...150 °C 3 kpokom 5 °C Binmibpano n=42
3HAUCHHsI TEMIIEpaTypy HaliMeHII ToYHuX 3a KpurepieM (8) RBF-mepesx (Tabdm. 13).
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Taoauus 13.Bixidpani s3aauenns T, °C cencopa Pt100 i RBF-mepex

TPI]OO TRBF 1-102-1 TRBF 1-113-1 TRBF 1-97-1 TRBF 1-99-1 TRBF 1-101-1
—55,029 | —55,027 —55,033 —55,154 —55,100 —55,028
—50,142 | —50,147 —50,146 —50,113 —50,147 ~50,137
—45110 | 45,110 —45,117 —45,100 —45,106 —45,099
—40,033 | —40,067 —40,068 —40,073 —40,074 —40,056
35031 | —35,028 —35,026 —35,031 —35,034 —35,035
-30,174 | —30,182 -30,176 -30,176 -30,176 -30,182
25073 | -25,104 —25,093 —25,089 —25,098 —25,099
—20,005 | —20,009 —20,007 —20,012 —20,015 —20,011
~15,087 | —15,099 ~15,112 ~15,097 —15,117 ~15,095
~10,045 | —10,091 ~10,088 ~10,088 ~10,103 ~10,090

—5,044 ~5,008 ~5,007 —5,015 ~5,020 =5,010
0,006 0,020 0,009 0,011 0,011 0,014
5,041 5,008 5,001 4,999 5,003 4,995
10,027 10,034 10,030 10,033 10,038 10,028
15,181 15,142 15,135 15,144 15,142 15,138
20,049 20,046 20,048 20,052 20,045 20,046
25,033 25,029 25,027 25,015 25,024 25,005
30,038 30,022 30,024 30,020 30,021 30,025
35,041 35,040 35,032 35,029 35,026 35,029
40,100 40,116 40,105 40,097 40,100 40,097
45,024 45,034 45,019 45,021 45,028 45,019
50,008 50,014 49,998 49,993 50,017 50,002
55,002 54,993 54,984 54,985 54,999 54,996
60,020 60,010 60,004 60,013 60,019 60,016
65,071 65,056 65,063 65,048 65,048 65,047
70,063 70,019 70,041 70,034 70,030 70,025
75,032 75,010 75,002 74,998 75,007 74,993
80,069 80,037 80,036 80,048 80,040 80,055
85,034 85,024 85,020 85,018 85,014 85,018
90,056 90,027 90,011 90,015 90,020 90,015
95,048 95,033 95,032 95,030 95,035 95,022
100,051 | 100,018 99,999 99,998 100,031 99,999
105,043 | 105,005 104,990 104,990 105,039 104,995
110,073 | 110,006 110,030 110,043 110,063 110,038
115,027 | 114,995 114,960 114,947 114,961 114,974
120,085 | 120,127 120,117 120,081 120,076 120,104
125,057 | 125,051 125,069 125,045 125,032 125,035
130,058 | 130,008 130,006 130,025 130,027 129,996
135,001 | 134,916 134,944 134,949 134,985 134,964
140,084 | 140,057 140,063 140,056 140,052 140,055
145,129 | 145,091 145,079 145,069 145,108 145,059
149,810 | 149,778 149,759 149,771 149,839 149,800
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3BeneHy MOXHOKY A31§BF pO3paxoByBaiH 3a GOPMYIIO0

Trgr — T,
SRBBF :( RBF Pt100 JIOO:
Tp

(10)

ne Trer i Ipi100 — BiAMOBiNHO 3HAYEHHS TeMIEpaTypH, OTPHMAHI 3 BUKOPHUC-
taunsaM RBF-mepex, i onopi 3Hauenns temmeparypu; 1. p — TPOTSDKHICTB Po-

0040TO miama3oHy TEMIIEPaTypH TEPMiCTOPIB.

MakcuManbHi 3Ha4YEHHS ASI]:BF moneneii RBF-mepex (10) HaBeneno B
Tabmn. 14.

Taoauua 14. MakcuMmaibHi 3Ha4€HHS 3BE€I€HOT NOXHUOKH HaMEHII TOYHUX
Mojeneit RBF-mepex

1-102-1
0,0205

1-113-1
0,0181

1-97-1
0,0142

1-99-1
0,0141

1-101-1
0,0166

ApxiTekTypa

3B
RBE > /0

Amnaniz pesynbratiB (izmuHoro (tabn. 4) i obduucmoBanbHOrO (Tabm. 14)

eKCTIIEpHMEHTIB TIOKa3ye, 0 y pobodoMy Jiana3oHi TeMriepaTyp Oyb-iKe Mak-
3B o . .

cuMasbHe 3HadeHHs ARpp Haiimenm Tournx RBF-Mepex y Kinbka pasiB MeHIIe

3a Oy/b-sIKe MaKCHMallbHEe 3HAYCHHS 3BE/ICHOI MOXMOKM BUMIpPIOBaHHS TeMIlepa-

TypH AgfITC 3 BUKopucTaHHsIM TepMicTopiB TDK B57861S Ne2—Ne6.

. . . o 3B . 3B o

Pesynbrar ouiHkn 3Hauymocti Biaminaocteit ANTc i ARpF , OTpuMaHmii

Ha OCHOBI f-TecTy Juia He3anexxkHux 3MmiHHHX y cuctemi STATISTICA 6.1, cBin-

YUTHh TIPO BIIIMIHHICTH MOXWOOK TEMIIEPATypH II'SITH CEHCOPIB 1 I’STH MoJienen

RBF-mepex Ha piBHi p=0,0014, mo miaTBEepIKye BUCOKY TOUYHICTH HEHpoOMepe-
xeBoi arpokcnMartii I'X NTC-repmicropis (puc. 14, 15).

T-kpHTEpPHA Hezaeckmel: BolBopok (TTorpewHocTh TOK sta) j
SameyaHie: [epeMeHHBIE PACCM. KAK HEZAEMCMMEE BEIBOpKK
CpenHee CpenHee t-aHau. CT.CE. p
Mpynna 1w Mpynna 2 [pynna 1 [pynna 2
3B 3B
A NTC Vs. A RpE | D.105660 0016700 | 4 785768 8 0001416 |
Kl | 2

Puc. 14. CxpiHIIOT pe3ysbTaTy OIIHKH 3HAYYHIOCTI BIAMIHHOCTEH 3BEJICHUX MOXUOOK
3B . A3B
NTC ! A RBF
Ouinky noxuOku HerpomepekeBoi anpokcuMmariii Aggr ['X NTC-tepmicTopa

TDK B57861S Nel BuszHavanu 3 BUKOpUCTaHHSIM Kpurepito MAD (6) i BiniOpa-
HUX #n=42 3HaueHb TemIepaTypH HaiimeHI TouHux RBF-mepex (tabi. 15) [25].
[Topsimok omiHOK Agpr (Ta0n. 15) CBiT9uUTh TIPO TE, MO0 TOXHUOKA HEWpoMe-
pexesoi anpokcumarii ['’X TDK B57861S Nel He meHme Hixk B 1,5 pa3zy Hibk4a
3a moxuOKy MaTteMatuyHoro neperBoperns A = 0,05 °C 3anexHocti (1), sika Bu-
KOPHUCTOBYEThCS B o0uncioBansHOMY anroputmi C3/1 Agilent 34970A.
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Ouarpamma pasmaxa

3B 3B
Ayt v Argr

0,16
0,14 R
0,12 +
a
0,10
0,08
006
0,04 [0 CpegHee
|:| CpeaHee * Ct.0WL.
oz =
CpepaHee+1,96 Ct.ow.

0,00

Puc. 15. Jliarpama po3kujty 3Ha4eHb 3Be/eHuX MoXH60k ANpc I ARpE

Taoaumusa 15.[loxubka HalimeHin TouHnx Mojeneii RBF-mepex

ApxiTekTypa 1-102-1 1-113-1 1-97-1 1-99-1 1-101-1
Aggr, °C 0,0230 0,0242 0,0267 0,0207 0,0235

TakuM YWHOM, aHAi3 OTPUMAHUX Pe3yJbTATIB J03BOJISAE PEKOMEHYBaTH
3actocyBanHsa RBF-Mepex B oOUMCITIOBaIBRHUX aNTOpUTMax OOpPOOJICHHS BHIMi-
proBaiibHOI iH(opMarii cyuacHux C3J1 mist miIBUIIICHHS TOYHOCTI MPayOBaHHS i
aBTOMaTu3alii npoueaypu nepiogunynoro kaniopysanusa NTC-tepmicTopis.

BHUCHOBKHA

Po3pobrieno meron HeiipomepexeBoro oOpoOIeHHST BUMIpIOBaJIbHOT iH(pOpMAIIii
JUIs anpokcuMaii rpanyroBainbHuX xapakTepuctuk NTC-tepmicTopiB y podouo-
My Jiana3oHi TeMIeparyp, 3aCTOCYBaHHS SKOTO J03BOJISE MiJBUIIUTH TOYHICThH
cyqacanx C3]l, siKi BUKOPHCTOBYIOTHCS y BHIIPOOYBaTBHUX 1 KadiOpyBadbHUX
naboparopisix, 3a paxyHOK 3acTocyBaHHs Moneneli RBF-mepex B oGuncioBanb-
HUX aITOpUTMax 00poOJIEHHS BUMIipPIOBaIbHOI iH(OpMaIii.

BcraHoByieHO, 1110 3aCTOCYBaHHS CTBOPEHOIO METOAY IO3BOJISIE OTPUMATH
MaKCHUMAaJIbHY ITOXHOKY TIepeTBOpPEHHS omopy B Temmeparypy Argr=0,027 °C i HE
MEHIIE HiX B 1,5 pa3u 3HU3UTH MOXUOKY alpOKCHMALil TpalyroBajbHOI XapaKTe-
puctuku NTC-TepMicTOpiB MOPIBHIHO 3 JOMYCTHMOIO MOXHUOKOI MAaTeMaTHYHO-
ro niepetBopeHHs A=0,05 °C moHOMIaTbHOT MOJIENI TPETHOTO TOPSIIKY, SIKA BHU-
KOPHUCTOBYETHCS Y IPOrpaMHOMY 3a0e3MeUYeHHI CydaCHHUX CHUCTeM 30MpaHHs Ta
00pOOJICHHS BUMIPIOBAJIBHOI iHPOpMAIii.
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METHODS AND MODELS OF NEURAL NETWORKS FOR APPROXIMATION
OF CALIBRATION CHARACTERISTICS OF NTC-THERMISTORS / S.S. Fedin,
I.S. Zubretska

Abstract. The hypothesis about the expediency of using RBF-networks to improve
the accuracy of constructing the calibration characteristics of NTC-thermistors in the
operating temperature range without dividing it into subranges is confirmed. It has
been established that the error of the neural network approximation of the calibration
characteristics of NTC-thermistors based on RBF-networks is at least one and a half
times less than the permissible error of approximation of the third-order polynomial
model, which is used in the software of modern systems for collecting and
processing measurement information. A technique has been developed for
processing measurement information using adaptive RBF-networks to automate
constructing individual calibration characteristics and periodic calibration of NTC-
thermistors.

Keywords: accuracy, measuring data, calibration, NTC-thermistor, operating
temperature range, transformation function, neural network approximation, RBF-
network.
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COST EFFECTIVE HYBRID GENETIC ALGORITHM
FOR WORKFLOW SCHEDULING IN CLOUD

SANDEEP KUMAR BOTHRA, SUNITA SINGHAL, HEMLATA GOYAL

Abstract. Cloud computing plays a significant role in everyone’s lifestyle by snugly
linking communities, information, and trades across the globe. Due to its NP-hard
nature, recognizing the optimal solution for workflow scheduling in the cloud is a
challenging area. We proposed a hybrid meta-heuristic cost-effective load-balanced
approach to schedule workflow in a heterogeneous environment. Our model is based
on a genetic algorithm integrated with predict earliest finish time (PEFT) to mini-
mize makespan. Instead of assigning the task randomly to a virtual machine, we ap-
ply a greedy strategy that assigns the task to the lowest-loaded virtual machine. Af-
ter completing the mutation operation, we verify the dependency constraint instead
of each crossover operation, which yields a better outcome. The proposed model in-
corporates the virtual machine’s performance variance as well as acquisition delay,
which concedes the minimum makespan and computing cost. One of the most as-
tounding aspects of our cost-effective hybrid genetic algorithm (CHGA) is its capac-
ity to anticipate by creating an optimistic cost table (OCT) while maintaining quad-
ratic time complexity. Based on the results of our meticulous experiments on some
real-world workflow benchmarks and comprehensive analysis of some recently suc-
cessful scheduling algorithms, we concluded that the performance of our CHGA is
melodious. CHGA is 14.58188%, 11.40224%, 11.75306%, and 9.78841% cheaper
than standard Ant Colony Optimization (ACO), Particle Swarm Optimization
(PSO), Cost Effective Genetic Algorithm(CEGA), and Cost-Effective Load-
balanced Genetic Algorithm (CLGA), respectively.

Keywords: cloud computing, cost effective, genetic algorithm, metaheuristic algo-
rithm, predict earliest finish time, Workflow scheduling.

INTRODUCTION

Cloud computing is a buzzword in the current era, which provides a very elastic
‘pay as you go’ model[1]. Dr. Raj Kumar Buyya says, “A cloud is a kind of paral-
lel and distributed system made up of a number of linked, virtualized computers
that are constantly provided and shown as one or more unified computing re-
sources in accordance with service-level agreements negotiated between the ser-
vice provider and customers” [2]. On the basis of physical location and distribu-
tion, various deployment models are available now. Task scheduling is critical for
maximizing the use of cloud resources as well as providing end users with quality
of service (QoS) [3].

Static scheduling and dynamic scheduling are two different sorts of task
scheduling issues. In the static category, all task characteristics, including the
costs of computation and communication for each activity as well as how those
activities relate to one another, are known in advance. However, the dynamic cat-
egory makes such information unavailable and makes judgments at runtime [4].
Furthermore, static scheduling refers to compile-time scheduling, and dynamic
scheduling refers to scheduling at runtime.
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Heuristic-based and guided random search-based algorithms are the two
types of static scheduling algorithms that are most frequently used.

Heuristic-based algorithms deliver approximate, frequently excellent results
because of their polynomial time complexity [5]. Similar to heuristic-based
algorithms, guided random search-based algorithms provide approximations, but
the results’ quality may be increased by including more rounds, which raises the
cost of the methods [6].

Dependent tasks are represented as a workflow, which is a set of nodes and
edges, with each node representing a job and each edge representing follow-up
dependence [7]. Workflow is scheduled and executed by the workflow
management system where tasks are scheduled and provisioned to virtual
machines [8]. Various researchers are engaged themselves to resolve the problem
of resource scheduling in cloud. Many tasks have been completed using the
heuristic approach; however it is not very excellent owing to its problem-
dependent aspect, which is that it is unable to provide a globally optimum
solution. As a result, the researcher prefers to use a meta-heuristic technique. Due
to its task-independent character, the meta-heuristic method delivers a global
optimal solution. The researcher’s ultimate objective is to maximize cloud
resource usage while lowering costs for cloud’s end users [9], [10].

The majority of quadratic time complexity list-based scheduling algorithms
just evaluate the current task when allocating a task to a processor. Although it is
a low-cost method, it does not examine what comes before the current job, which
could lead to poor decisions in some cases. Lookahead [11] is an example of an
algorithm that analyses the impact on child nodes, but it raises the time
complexity to the fourth order. As a result, we used the PEFT approach in our
proposed model “cost-effective hybrid genetic algorithm” (CHGA). One of
PEFT’s most amazing features is its ability to predict by making an OCT with
optimistic costs while preserving quadratic time complexity.

Motivation. Following a comprehensive review, we motivated to resolve a
research gap where many parameters, such as virtual machine (VM) performance
variation, booting time, and shutdown time, as well as load balancing across VMs
and minimize execution time in parallel using heuristics approaches, are not
effectively addressed.

Objective. The goal of this research is to arrange the tasks of workflow in
such a way that it reduces not only computation costs but also processing time
while maintaining load balance among virtual machines. Our objective was to
create a hybrid meta-heuristic technique for reducing processing time and expense
while maintaining load balance across virtual machines under time constraint.
During population initialization in genetic algorithm, we employed predict
earliest finish time (PEFT) approach, which is significant for decreasing the
makespan. We also took into account the time it takes for a virtual machine (VM)
to boot up and performance fluctuations, both of which have an effect on
computation time and execution cost. This represents the novelty of our model.
To keep the load balanced among the virtual machines, we employed a greedy
method [10] in our proposed model “cost-effective hybrid genetic algorithm”
(CHGA).

The remaining sections of the paper are structured as follows. The second
section goes through some background information. Sections III and IV contain
problem definitions and details of our proposed model, respectively. The per-
formance review may be found in Section V. Section V consists of two sub-
sections: result analysis and discussion. Finally, Section VI draws the paper
toward its conclusion.

122 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 3



Cost effective hybrid genetic algorithm for workflow scheduling in cloud

RELATED WORK

Comprehensive work has been done by us on various meta-heuristic algorithms in
literature [9], some of them are genetic algorithm (GA) [12], ant colony optimiza-
tion (ACO) [13], particle swarm optimization (PSO) [14], artificial bee colony
algorithm (ABC) [15] etc.

The RDPSO (Revised Discrete PSO) technique employed in[16] involves a
greedy adaptive search procedure to establish the swarm particle, followed by the
computation of local best and global best. It focuses on achieving the lowest
execution cost, but load balancing across virtual machines is not provided.

In literature [17] , researchers designed a PSO-based algorithm to minimize
execution cost as well as makespan and compared it with the Best Resource
Selection (BRS) algorithm, but they didn’t take into account dependent tasks in
scheduling approach. This deficiency is removed by [18], where ACO is applied
to the workflow. They used an approach ant strategy: front ant and back ant. Their
study took into account pre-execution time and a pheromone threshold value, but
they did not mimic a different type of scientific workflow.

Researchers in Dynamic Objective-based GA (DOGA) [19] reduced the cost
of workflow execution and reached a result that was comparable to PSO, but they
ignored the booting time factor and the load balancing approach. Authors pro-
vided a GA-based technique in the literature [20], where cost and time span are
both reduced within a user-defined deadline. This paper was not based on real
world workflow, which is accomplished by [21].

A multi-objective PSO approach with a weighted linear transform fitness
function is presented in the literature [22] and they conclude that their proposed
algorithm is better than genetic algorithms, but they consider only makespan and
resource utilization as parameters, not other parameters like execution cost, load
distribution, etc. The outcome of their experiment is not very trustworthy due to
the limited size of their workflow.

A new approach SACO Slave ACO(SACO) [23] proposed a slave-ant
concept where two techniques are used: diversification and reinforcement. These
techniques escape slave ants from long paths. Their experiment didn’t consider
heterogeneous resources or load balance concepts. Multi Objectives ACO(MO-
ACO) [24] addresses this flaw by presenting an approach for scheduling jobs in a
cloud context that considers load balancing with cost and time but ignores
dependent tasks in the cloud.

The Greedy-Ant-based ACO [25] approach uses forward and backward
dependency techniques to build transition probability. To allocate the virtual
machine, they used a greedy strategy. They compared their meta-heuristic model
with a heuristic that has a high level of scarceness in their research.

In the suggested GA [26], VMs are grouped based on their capacity to
shorten the time it takes for a procedure to complete. Before clustering the VM,
they considered cost computing to make this approach more successful. They did
not include the VM termination delay in their study, and they also did not
examine the load balancing idea.

In the literature [27], authors focused on function optimization using improved
genetic algorithms, whereas machine learning concepts are included with GA [28].

In order to reduce makespan and cost, authors presented a HEFT-ACO tech-
nique [29] that is based on the heterogeneous earliest end time (HEFT) and ACO,
but they did not integrate the idea of load balancing across virtual machines.
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In research [10], authors focused on balancing the load among virtual ma-
chines to increase performance. To achieve this, a greedy seeding strategy was
applied with the genetic algorithm, but there was no efficient heuristic approach
to reduce the makespan and cost.

Following a comprehensive review, we observed a research gap where many
parameters, such as virtual machine (VM) performance variation, booting time,
and shutdown time, as well as load balancing across VMs and minimize execution
time in parallel using heuristics, are not effectively addressed.

Our goal was to develop a hybrid meta-heuristic approach for processing
time and cost reduction in a time-constrained situation while maintaining load
balance across virtual machines. To accomplish this, we used the PEFT strategy
during population initialization, which helps to reduce the makespan. The ability
of PEFT to anticipate by building an optimistic cost table (OCT) while preserving
quadratic time complexity is one of its most amazing features. We also took into
account the time it takes for a VM to boot up and performance fluctuations, both
of which have an effect on computation time and execution cost. To keep the load
balanced among the virtual machines, we employed a greedy method in our pro-
posed model CHGA.

PROBLEM DEFINITION

Minimization of computing costs and makespan of scientific workflow with bal-
ancing the loads among virtual machines is the main motto of our proposed Cost
Effective Hybrid Genetic Algorithm (CHGA), which works under a user-defined
deadline constraint. A simple workflow is depicted in Fig. 1, and its correspond-
ing encoding is represented in Fig. 2.

Fig. 1. Example of Workflow

Encodir\g of Chrpmosome _
OrderOfTask| 1 2 3 4 s 6 7 8 9 |10

Task \T1|Ta |73 |76 |T7|T2| 79 [T5|T8 [T10
VM 1 (3|3 |4a4|2 2|5 |4|1]|5|
vmType | 3| 2|2]2]2|2]21]2]3]1]

Fig. 2. Encoding of workflow depicted in Fig. 1

In a heterogeneous cloud computing environment, variation in the per-
formance of VMs and booting time delays are two main factors that impact the
makespan of the scientific workflow. That’s why we considered both of the
above-mentioned parameters in our proposed model. Schedule is illustrated as
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S ={VM gy ,Map, TET , TEC} , Where VMggr a virtual machine pool, and Map
denotes the selection of an appropriate virtual machine to perform a task. Total
Execution Time and Total Execution Cost, respectively, are abbreviated as TET
and TEC. We generate the value 0%—24% randomly as a performance variation,
and the acquisition delay is assumed to be 1 minute for each VM. We defined the
problems to achieve our objectives. If TET violates the deadline constraint, then TEC
is not computed, otherwise it will be computed.

THE PROPOSED HYBRID GENETIC ALGORITHM

Description of the CHGA

We explained CHGA step-by-step here.

Step 1. During population initialization, the chromosome is encoded in the
same way as in the meta-heuristic technique provided by [25]. OrderOfTask,
Task, VM, and VmType are four fields that are used to encode a chromosome.

If the total population is N, then (N —1) is initialized using a random tech-
nique and the remaining is using PEFT. PEFT is described in section IV B.

Step 2. During the population initialization, we employed a greedy tech-
nique [10] to balance the load among several virtual machines, as illustrated
through flowchart in this paper. This strategy assigns the new task to those VMi
which have minimum load at that time. Compute Load Li on a VMi:

n
I = Z j:]Tj '
VMG
Step 3. Now compute the fitness of each candidate.
Step 3.1: Calculate the execution and transfer times for all of the individual’s tasks.

Divide the' task’s size Sizer, by the virtual machine’s processing speed
Speedy,;, to find the task’s execution time ETy,,, (T;)
Sizer.
ETiaty ()= g
The size of an output data file DataFile T, and the typical bandwidth p may

be used to compute the communication time T,

DataF ileTl_
Ej = '
If a task is appear as root task or all parent tasks are on the same VM then
communication time is zero.

Step 3.2. Calculate Execution start time ST, and finish time FTr, now.

STy, is an estimated time to start the execution. It is equal to acquisition delay if
the task is appear as root node, otherwise
STy, ={Max {Avail{VMk},Mapr }FTTP + TTEp,- }.

Here Avail(VM,) is the time of VMk when it is ready to execute a new
task and the VM’s performance variation is denoted by PerVar. FT. T, indicates

completion time of parent’s task.
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ETyyy, (1)
(1 - PerVar)}

FT. T, is the time indicates to finish the execution.

ETyy, (1))

Step 3.3. Now compute TET and TEC as given below:
If TET <D, TET ={FT(t,)} ,
VM,

TEC = C
,,zzl type(VM )*{

Avail M )= STy, +{

VMno_ET-VMno_ST | *
Timelnterval }
Equation (1) to Equation (8) are from literature [19], [20].
Step 4. After computing the fitness of the chromosome, the tournament-
based algorithm is used to select the best two individuals for further crossover.

Step 5. A two-point crossover is used as depicted in Fig. 3.

o et

Order of Task 1 2 3 |4 _|_5_|_6 7 8 9 10

Task T1 | T4 <37 | 7@ | 73 | T6 F 12 | 75 | T8 | T10

VM 1 3 2\ 751" 3 [ a 2 a 1 5

Vm Type 3 2 1\ 1 2 2 1 2 3 1
Parent-1

Schedule s Parent-2

OrderOfTask 1 2 3 | 4 ¥ 5 | 6 | 7 8 ] 10
Task T1 | Ta {13 | T6 | T7 | T9 T2 T5 | T8 | T10
vm 1 3 5 T—S—F—=21 5 | 2 a 1 5
VmType 3 2 1 2 1 1 1 2 3 1

Child candidate

Fig. 3. Crossover Operation

Before Mutation

Order of Task 1 2 3 a s 6 7 8 9 10
Task Ti |ta |17 (19 ) 73 [ 16 (72 ) 75 [ T8 |[T10
vmM 1 3 2 5 N3 a |2 a 1 5
vm Type 3 2 1 i ‘2“ %"l 1 2 3 i
| ]
MP1 // ‘\\ MP2
Aftér Mutation

Order of Task 1 2 3 a.s s 6 . 7 k=3 9 10
Task T1 | vTa |77 |72 |3 | 76 | 79 | 75 | T8 |T10
vm 1 3 2 2 3 a s a4 1 5
vm Type 3 2 1 1 2 2 1 2 3 1

Example of Mutation
Fig. 4. Mutation Operation

Step 6. Apply mutation operations as illustrated in Fig. 4. Now check the
dependency constraint on it.

If a new individual follows the dependency constraint, then it is accepted,
otherwise it is discarded.
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Step 7. If the fittest solution meets our objectives under the user-defined
constraint, then stop the iteration; otherwise, continue it from step 3 after replac-
ing the least fit candidate with the better new solution.

TTESD

Workflow

{

Extract data from workflow as input require
in proposed model

with Best
Solution

Termination

(2]
& N-1 1
(1]

3 —y Y

= L s Population Initialization using Population initialization

’%%% S Random technique and Greedy]| using PEFT

it -

cood a Strategy
= I
=

él Population with Fitness Value |

— ‘ Select best two individuals |<—

y

= 2

] o

3 - | Crossover |
27 o

o o N L

= o -

< < | Mutation |

(]

Follow Dependency
Constraint

Replace worst candidate|
by Best one solution

Deadline

Constraint
?

Fitness Computation

Fitness Evaluation

Is Objective
Functions Meet

Random Technique

Greedy Strategy

/ Best candidate solution and Stop /

b
Fig. 5. Block Diagram of Proposed model CHGA (a); flowchart of Proposed model CHGA (b)

A picture is worth a thousand words, that’s why we depict our proposed
model CHGA through a block diagram and flowchart, as shown in Fig. 5, a and

Fig. 5, b respectively.

A Glance on PEFT

The PEFT [30] consists of two stages: a task prioritization phase that identifies
priority of task and a VM selection step that determines the optimum VM for exe-
cuting the present job. Both stages are centered on OCT. By computing an OCT
and retaining quadratic time complexity, this algorithm can forecast. Earliest Fin-

Cucmemni docniodcenns ma ingopmayiini mexunonozii, 2022, Ne 3 127



Sandeep Kumar Bothra, Sunita Singhal, Hemlata Goyal

ish Time (EFT) of a node n on processor p is sum of earliest start time and com-
putation time of a node n on processor p. Illustrated in Fig. 6.

Select task Computer OCT Insert task Nggy in
from workflow Table and Rankgcr empty ready-list

.
~TF readv
i
R et Toesss
o |1
< S

J=1 Select task n; of
highest Rankgr

Ocrr(mipy) =EFT(mypy) | 0 Assign n; to P; of Update
+ OCT(n;,p;) minimum Ogr ready-list

]

Fig. 6. PEFT Strategy

PERFORMANCE EVALUATION

Baseline Algorithm

In the current era, ACO and PCO are buzzwords. Both meta-heuristic algorithms
are inspired by the natural process of resolving NP-hard problems like optimiza-
tion. That’s why we used them as baseline algorithms as they contributed to solv-
ing the same problem addressed here. Except these we used CEGA [20] and
CLGA [10] as baseline algorithms.

Pheromone-based communication in an ant is to find the best solution. Ini-
tially, all the routes have the same probability of selection, i.e., ‘no bias’ due to
the same or no pheromone. A local update rule is applied when the ant constructs
the route, i.e., solution. Longer pathways vaporise or disintegrate more quickly
than shorter ones do. Shorter pathways therefore accumulate more pheromones
over time. Pheromone’s quantity is responsible for indirect communication,
which is known as ‘stigmergy’ [18]. When all the ants have completed their
routes, then a global update operation is performed. Now the selection of the path
is biased and the best ant is allowed to update the pheromone by the pseudo-
random-proportional rule [18]. We can understand ACO from Fig. 7 and PSO
from Fig. 8.

Particle Swarm Optimization was first introduced by Kennedy and Eberhart
[22]. In this instance, swarm stands for the population, and particle for a potential
solution. Each particle is first assigned a random coordinate. The objective func-
tion, or the distance between the particle’s present position and the food, is used
to evaluate performance. PBEST indicates the local best position of a particle,
whereas refers to the velocity constant. By updating the velocity and position of
the particle, a global optimum solution can be achieved. We keep this process go-
ing until we get our objective or reach our maximum iterations [22]. This is de-
picted in Fig. 8. As baseline algorithms we used ACO, PSO, CEGA [20] and
CLGA [10].
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Input: m, a, B, p, T Input: C;, C,, N
Output: Py Output: Gyegr
InitPheromonelt] § — InitParticll)
Pugsr—NULL "
Whie topConito d While StopConditon() do
:olrt|er1t0<_m:; For each particle P,in S do
§; < ConstructSolution(t) I/f / fl:;xi)a(t;l:cal) :;:tn
If 5, is valid output then i1 \BEST
§, «— LocalSearch($) Pt <— P
1106 <0 P O Py =NULH) end
‘ Py — S Gygsr <— UpdateGlobalBest()
end end
S jter — _ter u{s} For each particle P; in S do
end UpdateVelocity()
end UpdatePosition()
UpdatePheromonel, S_ter , Pges) end
end end
Return Pyggr Return Ggggr
Fig. 7. ACO Algorithm Fig. 8. PSO Algorithm

Experimental Setup

We used four types of scientific workflows: Montage, Cybershake, LIGO, and
Epigenomics as benchmarks, where the size of the workflow is 50 nodes, 100
nodes, and 500 nodes approximately.

We have implemented the proposed model CHGA in a JAVA-based robust
environment and concluded the result after executing each type of workflow 30
times. The accuracy of the obtained result varies by about £5. As mentioned in
Table 1, we considered 5 types of VMs as specification [31]. We assumed 20
kbps average bandwidth as proposed by Amazon Elastic Block Store (EBS) [32].
A thorough analysis of the literature [33],[34] is beneficial in deciding on various
parameters.

There are 3 levels of deadline constraints: hard, crunch, and soft, which are
considered in our experiment.

Deadline

D = (B +1)min ET OW,.
For hard deadline range of a: 0<a <1.2.
For crunchy deadline range of a.: 1.2 <0 <2.8.

For soft deadline range of a.: 2.8 <a<4.4.

Here o indicates step length, whose value is 0.4.
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Table 1. Configuration of VM in our practical approach

VM Types ml.Small | ml.Large | m1.Xlarge | c1.Medium | C1.Xlarge
Processing Capacity
(GFLOPS) 4.4 17.6 352 22 88
ECUs (Speed) 1 4 5 20
Cores 1 2 4 2 8
Memory (GB) 1.7 7.5 15 1.7 7
Disk(GB) 160 850 1690 350 1690
Cost /Hr. ($) 0.04 0.16 0.32 0.2 0.8
RESULT AND ANALYSIS

Evaluation of Deadline Constraint

Our suggested CHGA is evaluated and compared using baseline algorithms in
order to fulfill our goal within a user-defined deadline, as depicted in Table 2 and
Fig. 9. The hit rate of our proposed CHGA is better than that of other baseline
algorithms, which represents its robustness. The capacity of PEFT to predict the
impact of scheduling the all children task of the current parent task reduced the
makespan of workflow and improved the hit rate of CHGA.

Table 2. Analysis of Hit Rate based on deadline

Deadline | Algorithm Montage Cybershake LIGO Epigenomics

CHGA 96.3002 94.0645 93.0989 92.3004
ACO 53.9809 58.2309 52.0051 57.4506
Hard PSO 69.0989 67.9882 68.0898 69.1216
CEGA 92.3433 88.4844 88.5034 83.4908
CLGA 95.5022 91.4788 91.4602 88.0223
CHGA 99.8956 99.8002 99.7444 99.8288
ACO 72.0989 73.0899 71.9004 74.0112
Crunch PSO 79.0767 80.3503 81.0302 78.9704
CEGA 99.5011 99.6202 99.5002 99.6055
CLGA 99.5067 99.7601 99.5676 99.7388
CHGA 99.8876 99.7909 99.7708 99.8092
ACO 78.0998 76.0038 77.0902 78.2312
Soft PSO 83.4534 82.0034 85.7801 86.5709
CEGA 99.6767 99.7022 99.6081 99.5003
CLGA 99.6878 99.7803 99.7003 99.7099
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Fig. 9. Analysis under: Hard Deadline Constraint (a); Crunch Deadline Constraint (b);
Soft Deadline Constraint (c)

Successful Execution in %

Load-Balance Evaluation

Greedy strategy plays an important role in load balance. Finding a virtual machine
with a low load is important before we allocate a task 7; to an individual. In order
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to manage the load balance, we map the task 7; with VM, using the greedy tech-
nique after identifying VM; with minimum load.

The capacity of VMC; can be calculated as given by Equation, where the
number of processing elements is PE

VMC, =PE,,,, xPE

mips *

All VMC,; are collectively known as Virtual Machine Capacity (VMC), and
m is the total number of VM :

VMC=3" VMC,.

Load L; ona VM,; is as Equation.
Total load TL is as Equation

m
TL = Z,-=1Lz’ .
Load capacity per unitis LC ), as Equation

_TL
PovMe
Threshold value TH; is as Equation

TH; = LC,, x VMC;.

The threshold value TH; is compared with the load of VM,; to determine the
status of VM,, i.e., under-loaded, balanced or over-loaded. The result of our ex-
periment shows that with ACO, VM1 is overloaded by +82% and VM3 is under-
loaded by -58%. In contrast, with PSO, VMS is overloaded by + 69% and VM4 is
under-loaded by -63%, as shown in Fig. 10. Our model CHGA exhibited better
load-balance compare to ACO, PSO, and CEGA, which denotes the robustness of
CHGA. When we used the proposed CHGA, VM4 was overloaded by +26%,
while VM3 was under-loaded by —12%. Illustrated in Fig. 10.

—CHGA —-ACO —+«PSO —=-CEGA ---CLGA
200

180 | - Loadbalance

160 /

™ /

N

¥ 120 x \ /S =
= —m——
g 200 N\~ T
= 8o AP Ul
£ T NN
5 a0 y
= 20

° VM1  vM2 @ vM3  vMa  vMs

Types of Virtual Machine ------ >

Fig. 10. Comparatively analysis of Load Balance
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Cost and Makespan Evaluation

Our holistic comparison between the baseline and our proposed CHGA is de-
picted in Fig. 11 — 14. The obtained result of our experiment indicates the robust-
ness of our proposed model CHGA. CHGA is 14.58188%, 11.40224%,
11.75306%, and 9.78841% cheaper than standard ACO, PSO, CEGA, and CLGA,
respectively. CHGA’s average makespan is 34.73619%, 31.48127%, 5.71553%,
and 9.73710% lower than standard ACO, PSO, CEGA, and CLGA, respectively.

—CHGA
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"
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60

Cost (§) -

40

20

o

—CHGA —--ACO —PSO
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70
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Fig. 11. Comparatively analysis of Cost. Began
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Fig. 14. Comparatively analysis of Makespan. Continued

The capacity of PEFT to predict the impact of scheduling the all children
task of the current parent task reduced the makespan of workflow and improved
the execution cost in term of minimization in our proposed model. The obtained
result of our experiment indicates the robustness of our proposed model CHGA.
CHGA is 14.58188%, 11.40224%, 11.75306%, and 9.78841% cheaper than stan-
dard ACO, PSO, CEGA, and CLGA, respectively. CHGA’s average makespan is
34.73619%, 31.48127%, 5.71553%, and 9.73710% lower than standard ACO,
PSO, CEGA, and CLGA, respectively.

DISCUSSION

Because the best schedules take into account both the gain in a sequence of tasks
as well as the immediate gain in processing time, we observed that the best meta-
heuristic schedules could not be achieved if we adhered to the conventional strat-
egy of selecting processors based only on current task execution time, so we used
the PEFT strategy during population initialization, which helps to reduce the
makespan. Its capacity to predict the impact of scheduling all child tasks of the
current parent task This attribute allows one to make the perfect decision when
selecting the perfect virtual machine. We also took into account the time it takes
for a VM to boot up and performance fluctuations, both of which have an influ-
ence on computation time and execution cost. These statements are verified by the
obtained results of our experiments, which indicate the robustness of our pro-
posed model CHGA. CHGA is 14.58188%, 11.40224%, 11.75306%, and
9.78841% cheaper than standard ACO, PSO, CEGA, and CLGA, respectively.
CHGA'’s average makespan is 34.73619%, 31.48127%, 5.71553%, and 9.73710%
lower than standard ACO, PSO, CEGA, and CLGA, respectively.

We also applied the greedy strategy during the initialization of the popula-
tion, which plays an important role in load balancing among VMs. When we used
the proposed CHGA, VM4 was overloaded by +26%, while VM3 was under-
loaded by -12%, which shows our model CHGA is better in load-balancing com-
pared to ACO, PSO, and CEGA.

CONCLUSIONS AND FUTURE WORK

To schedule scientific workflow, we introduced our meta-heuristic, cost-effective,
load-balanced hybrid evolutionary method. To balance the load among VMs in a

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2022, Ne 3 135



Sandeep Kumar Bothra, Sunita Singhal, Hemlata Goyal

heterogeneous environment, an effective encoding approach with a greedy strat-
egy is used. We also employed the PEFT technique to make our algorithm more
cost-effective. Under a user-defined deadline, we considered three parameters:
makespan, computation cost, and load balance, and rigorously tested four types of
scientific workflows with varied task sizes. Our experimental results proved that
the proposed CHGA algorithm’s performance is better than the ACO, PSO,
CEGA, and CLGA in minimizing the computing cost and execution time as well
as balancing the load among virtual machines. CHGA is 17.48570%, 15.30489%,
11.75306%, and 9.78841% cheaper than standard ACO, PSO, CEGA, and CLGA,
respectively. CHGA’s average makespan is 34.73619%, 31.48127%, 5.71553%,
and 9.73710% lower than standard ACO, PSO, CEGA, and CLGA, respectively.
In the future, we will consider the dynamic nature of workflow with the latest me-
ta-heuristic algorithms like Cuckoo search, Firefly, Lion, and Jaya, etc.
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138

AHoTanisi. XMapHi 00YHCIICHHS BiAirpaloTh 3HAYHY POJIb y CIIOCOOI KHUTTS KOXKHO-
ro, LIJIHHO MOB’SI3yI0YH CIIBHOTH, iH(GOPMALII0 Ta TOPrH [0 BChOMY CBiTY. Po3mi-
3HaBaHHs ONTHMAJIBHOTO PILlICHHS Ul [UIAHYBaHHs POOOYMX MPOLECIB y XMapi €
cknaaHoo cheporo depes ioro NP-xopcTkuit xapakTep. 3amporoHOBaHO TiOpH-
HUH METAaeBPUCTHYHUH SKOHOMIYHO e(eKTHUBHHUII 30aaHCOBaHMI 3a HaBaHTaXKCH-
HSAM TiAXiM 0 MJIaHyBaHHS poOOYOro MpoIecy B reTepOreHHOMY cepenoBuiii. Mo-
JeNb IPYHTYEThCS Ha TEHETHYHOMY AallOPUTMi, IHTEIPOBAHOMY 3 IPOTHO30M
Hal6inbm paHHboro yacy ¢ininry (PEFT), mo6 wminimisyBati makepan. 3amicts
NpPU3HAYCHHS 3aBJIaHHS BUIIAQJKOBUM YMHOM Ha BIPTyaJbHIl MaIlMHI 3aCTOCOBYEMO
KamiOHy cTpaTerilo, sika BiBOJWUTH 3aBJaHHs Ha BIpTyaJbHY MalIMHY 3 HalMEHII
3aBaHTaKeHUM. [licis 3aBepieHHs omeparlii MyTaIlii mepeBipseMo OOMEKEHHS 3a-
JIeXHOCTI 3aMiCTh KOXKHOI orepaii KpocoBepa, 10 Jae KpaIuil pe3yibTar. 3ampo-
MOHOBaHA MOJIEIb BKJIIOYAE B cebe AUCIIEPCiio MPOYKTHBHOCTI BipTyaJIbHOI Malli-
HHM, a TaKOX 3aTPUMKy IpUAOAHHS, sIKa IOCTYNAE€ThCs MIHIMAIBHIH BapTOCTI
makepan i computing. OqHIM 3 HaHOUIBII IPUTOJIOMIIUINBUX aCHEKTiB eKOHOMITHO
edextuBHOrO ribpuaHoro reneruanoro anropurmy ( CHGA ) e Horo 31aTHICTb Iie-
penbauaru, cTBoproroun ontuMictHaHy Tabdmmmio Butpar ( OCT ), 36epiraroun kBa-
JpaTHYHy CKIanHIiCTh 4acy. Ha ocHOBI pe3ynbTaTiB peTeIbHUX €KCIePUMEHTIB Ha
JIESIKUMHU MTOKa3HUKaMH pOoO0YOT0 MPOIeCy B PeaTbHOMY CBiTi Ta BCEOIYHOTO aHai-
3y JESKHMX HEIIOAaBHO YCIIIIHUX alrOPUTMIB IUIaHYBaHHS OTPUMaHO BUCHOBOK, IO
MpOAyKTHUBHICTH 3anporionoBanoi CHGA € menoniitHoro.

Kawuosi cioBa: xmapHi 004HCIICHHS, SKOHOMIYHO BHT1IHI, TCHETHYHUH aJTOPHUTM,
METareBpUCTUYHHIA aJITOPUTM, IIPOTHO3YBaHHS PAHHBOTO Yacy OOpOOJICHHS, TUIaHY-
BaHHsI pOOOYOTo MPOILIECy.
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MULTI-STEP PREDICTION IN LINEARIZED LATENT STATE
SPACES FOR REPRESENTATION LEARNING

A. TYTARENKO

Abstract. In this paper, we derive a novel method as a generalization over LCEs
such as E2C. The method develops the idea of learning a locally linear state space
by adding a multi-step prediction, thus allowing for more explicit control over the
curvature. We show that the method outperforms E2C without drastic model chang-
es which come with other works, such as PCC and P3C. We discuss the relation be-
tween E2C and the presented method and derive update equations. We provide em-
pirical evidence, which suggests that by considering the multi-step prediction, our
method — ms-E2C — allows learning much better latent state spaces in terms of cur-
vature and next state predictability. Finally, we also discuss certain stability chal-
lenges we encounter with multi-step predictions and how to mitigate them.

Keywords: representation learning, learning controllable embedding, reinforcement
learning, latent state space.

INTRODUCTION

One of the most challenging problems which the field reinforcement learning fac-
es is learning autonomous agents capable of control in Markov Decision Proc-
esses (MDP) with complex state and action spaces. For instace, complactions may
arise from large action spaces [1], limited ability to interact with an environment
[2], partial observability (POMDP) [3, 4], etc. Optimizing a decent policy takes a
lot of samples, usually requires online interactive learning and neural networks
capable of processing higher dimensional observations with large number of
trainable parameters [5, 6].

There are various algorithms which try to deal with the problem of sample
inefficiency, or limited amount of data. Model-based reinforcement learning
algorithms [7-9] try to achieve sample efficiency by approximating transition
dynamics of an MDP in online or offline mode. Offline reinforcement learning
methods [2, 10] strive to extract as much useful information from limited offline
data as possible, in order to learn a policy applicable to online regimes as well.

Another algorithmic framework — Learning Controllable Embedding (LCE)
— approaches this problem by learning a lower dimensional latent state space and
using simpler control algorithms, like iLQR [11], to perform control in this latent
space. The challenge here is to make sure that the learned latent space has simpler
structure (i.e. next states are easier to predict).

Some particular instances of this framework are described in [9, 12—-14]. The
idea of E2C [12] is to learn a locally-linear latent space, so that algorithms like
LQG could be used for goal-reaching tasks. PCC [13] tries to fix some of the is-
sues encountered in E2C by deriving losses which allow for explicit minimization
of latent space’s curvature. P3C [14] improves upon PCC mainly by replacing
reconstruction loss, needed to make sure the learned state space carries enough

© A. Tytarenko, 2022
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information to generate (i.e. decode) observations from latent states. P3C uses
predictive coding instead.

In this paper, we seek an alternative approach to enforce lower latent space’s
curvature and predictability. We generalize E2C by considering multiple transi-
tions at a time, making sure the local linearity is not just preserved between
neighbouring states. We inherit the idea of minimization of a joint log likelihood
of a transition, generalize it to multiple transitions, and derive a variational bound
for further minimization. We then compare the results with LCE approaches and
demonstrate a visual representation of learned latent state spaces for a benchmark
common among LCE papers.

PRELIMINARIES

We denote a Markov Decision Process (MDP) M as a tuple (S, 4,r,T), where
S — state space; 4 — action space; r:SxA4—>R — reward function;
T =P(s,,|s,;,a,) — probability of state s,,; given current state s, and action
taken «, .

A state of an MDP is a sufficient statistics for a transition kernel, possessing
a Markov property.

A task of Reinforcement Learning algorithm is for a given MDP M find a

policy m, such that it maximizes the expected return. We are interested in a dis-
counted return objective:

T = argmax £, ZYII”(S, 24;) s
T =0

where T denotes a trajectory (x,,4a,,X;,4;,...) obtained by sampling actions using
a stochastic policy 7.

In particular, we consider a specific class of Reinforcement Learning algo-
rithms — Model Based Reinforcement Learning [7, 8]. Algorithms of this kind
usually posses higher sample efficiency, but they involve some sort of an ap-
proximation of a transition kernel. LCE algorithms involve parametric models
(i.e. neural nets) to learn a good model with desirable properties, like linearity and
predictability. This allows to use even the simplest Model-based control (and RL)
algorithms like iLQR [11].

THE MULTI-STEP EMBED TO CONTROL MODEL

Consider an internal transition dynamics of an MDP M =(S,4,r,T):
S =S (pa)+o, o~ F,.

As we discussed previously, a function f may be highly nonlinear, thus be-

ing tricky to optimize with model-based RL or control algorithms. LCE ap-
proaches therefore try to learn a mapping from a state space S to some latent
space Z such that its latent dynamics

z1 = f(2,0,)+&
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has some desired properties like local linearity, low curvature, predictability, etc.
In order to learn the mapping O, : S — Z, Variational Inference framework

is employed to derive a tractable algorithm of maximization a likelihood of
known data points under the mapping we want to learn.
Optimization problem
As follows from the Fig. 1, we consider a dataset
D = {(8>,55,115 811584255 1 k15514 )i [ £ = 1oty N

containing samples from real trajectories gathered before training. To follow and
generalize [12], we define

Fig. 1. Graphical models for E2C and ms-E2C(K): dashed lines — state reconstruction
process

Oy =Fy(z,|s,)

as a generative model which for a given state s, specifies a distribution over the
latent space Z. Basically, it plays a role of the mapping from S to Z pa-
rametrized with a parameter vector ¢. And

0, :P\|j(2t+1 |Za,)

as a generative model which for a given latent state z, and an action a, predicts
the distribution for the next latest state z,,;. The model is also parametrized with
a parameter vector y . Also, we denote

Q\{; :P\y(ét+j | Zrvic154) -

In order to find ¢ and v, we maximize the likelihood of a dataset of trajec-
tory samples of length K with respect to the aforementioned parameter vectors:

N
£ K TS I Y R i i
¢ Y _argmaXHP(St=at=St+1’at+1’St+2="'ﬂat+K—1=St+K)'
Vo=l
For the sake of readability, we denote s,,...,5,,x as §,,., and a,,...,a,, , as

a Thus our objective is:

t:it+K *
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N
* * [ 1
(I) Vo= argmaXHP(Stl:t+Kﬂatl:t+K—l) .
Vs

A corresponding graphical model is depicted on Fig. 1.

Optimization objective

The objective we defined in a previous subsection is known to be intractable and
difficult to optimize. Therefore, LCE approaches employ Variational Inference to
find a lower bound to the log-likelihood objective. In this section, we derive this
bound for the proposed probabilistic model. Variational lower bound:

—10g P(S;41 k> s k1) <

SE 0, |~ D 10g P(s,y ;12 ) —10g P(s, | z,) |+ Dir[Oy || P(2)]
. il J=L..K
214 j~Qy
j=l,..K

Here Dy, [P | O] denotes Kullback—Leibler divergence functional:

P(x)
Dy, [P||Q]=E, _plog .
0(x)
Proof.
—log P(sX;41 >4 1) = —log _[P(Sz:HKaaz:HK—lazta2t+1:t+K )z, dZy 10k =
Zp Bl K
=—log IP(St:l+K | @i k1020 201k P 0 2k | Gk 1) X

ZtsZt+1it+ K

X Py 1)z, dZ, 40

=—log IP(St:l+K | Grsek 1520 Zpates k VP Zeprpnk | Qg —1) X

ZtsZt+1it+ K

0 .
X P(apys k- )_¢ dz,dz, 140k
Oy

K .
=—log | PCpxl g1z Znsi) [ [(Q)P(z) %

ZE 1l K J=1

0 .
X P(agx-1) = dz,dz 14k
Oy

K .
=—log I P(s; | Zz)H(Q\{;P(SHj |2;+j))P(Zz)P(az:z+K—1)%dztdZAHl:HK =

ZE 14K Jj=1 ¢
K
N P(z
—10gE ., g, | P 12T T(PCstey | 20s DPCage i )02 | <
5 0l J=1 Q¢
t+j '
j=1,...K
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. P(z,)
<E 2,~0 {_ ZIOgP(SHj |Z,+j)—10gP(St |Zz)_10g—tj|=
Y I Oy
1+~ %y
Jj=L...,.K

=E z,~Q l:_ _ ZIOgP(SHj |2,+j)—10gP(S, |Zz)}+DKL[Q¢ | P(2)].

. i Jj=L...,K
20 j~04

Multi-step embed-to-control model (ms-E2C)

In this section we instantiate a model for learning a latent locally-linear state
space. We use a previously derived upper bound for negative loglikelihood over
the multi-step trajectory samples. A graphical models for both E2C and ms-
E2C( K) are shown on the Fig. 1.

First, we instantiate parametric models for encoding and dynamics func-
tion as:

Oy = P(z;|5;) = N(py(s;),Z¢(s,)) — encoder;
My (s;), 24 (s,) = NeuralNet(s;;9) ;
A,,B,,0, = NeuralNet(z,;y)— latent dynamics;

05 =P(¢, ;12 1.a,, ;1) =N(uy,2/y) — dynamics;
wy =Ap’™y +Bay, ;i +o, for j=2,..K;
uy = Ap, +Ba, +o, for j=1;
sy =434l +3, for j=2,..,K;

Sy = 4%, 47 +3y for j=1.

Thus, given an optimal model would imply a locally linear latent space, in
which curvature (i.e. linearity) is explicitly controlled by changing the number of
steps per sample. Choosing a large K would recover a globally linear model and
setting K =1 recovers an E2C model.

As it follows from the figure, ms-E2C is a generalization of E2C, which one
recovers by setting K =1.

We also have to specify a parametrized decoding model, which is needed
to compute the upper bound, and to enforce a “reconstruction” constraint, intro-
duced in [12] and generalized for our multi-step model:

Py = Py(s, |2,) = Bernoulli(p(z,))
p(z,) = NeuralNet(z,;0) ;
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Pej ZPG(SI |2l‘+j) ZBEFI’ZOUIZZ(p(21+J))9

p(Z,,;) = NeuralNet(Z,, ;;9).

Bernoulli distribution is chosen for comparability with E2C model on
shared benchmark MDPs, i.e. Planar, where the original state space consists of
black-and-white images of a grid world with white obstacles and a white circle
denoting the position of the agent.

Loss function. In order to complete the model’s specification, we have to
provide a loss function optimizable via stochastic gradient descent. In msE2C it
consists of three terms: an estimation of the derived upper bound, consistency
term, and stability term.

Lupper(Di;d)’W’e):E 2~0p |~ ZlOgPO(SHj |2t+j)_10gP9(St |Zt) +
N j Jj=1,...K
Zt+j~Q\u

+ Dy [Qy | P(2)]

The expectation is estimated using a one-sample estimate and a reparametri-
zation trick widely used in variational auto-encoders:

K .
Lconsistency (Dz ) d)a \V) = ZDKL [Q\{/ || Q¢] ;
=

Lapitiey (Di3 0, W) = Gersh(4,(z,)) + Gersh(B,(z,)) .

Here Gersh(X) denotes Gershgorin loss [15, 16]:

n
Gersh(X) =) max(0,X;; + )| X ;l+e),

i=l1 J#i
where | X; ;| denotes a minor of a matrix X', and & >0 is a small constant.
According to the Theorem 1 from [15], if the loss value is non-positive, all
eigenvalues of a matrix X are guaranteed to have a negative real part, thus ensur-

ing dynamical system stability. The usage of Gershgorin loss in composite loss
function is mandatory, as ms-E2C( K ) diverges for larger K .

Algorithm

Now, we summarize an algorithm for fitting the instance of ms-E2C model we
described earlier.
1. Sample a dataset of sub-trajectories using a pretrained or random policy:
D = {(St’at’SHl7at+1’St+2""’at+K—17st+K)i | i= 1,,N} .
2. Initialize the weights of neural nets ¢,y,0.
3. Repeat for ¢ epochs:

a) Retrieve a sample D, from the dataset D
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b) Compute updated weights using a stochastic gradient descent step:
(I)': ¢ - 'YV(I) (Lupper (Dl) + leconsistency (Di ) + 7\‘ZLSmbility (Di )) ;
W': N Yvw (Lupper (Dz) + 7\'1Lconsistency (Dz) + )“2l‘stability (Dz )) >
0'=6- yveLupper (D)
¢) Update neural networks’ parameters:
o=¢', v=y', 6=6".

Here A, A, are tunable hyperparameters.

One might notice that unlike [15] we do not introduce an inner optimization
loop to ensure stability of the internal latent space dynamics. Instead, we add the
stability loss to the composed loss function. We found that although the difference
is apparent during a few first epochs, it becomes negligible after a while. Stability
condition does not get violated and the general results are almost the same.

EXPERIMENTAL VALIDATION

Planar system

Following [12—14], we use a Planar benchmark to compare the performance of
the algorithms. In it, a state space is represented as a black-and-white image of a
grid world with obstacles. In order to collect a dataset, we sample a random initial
state and perform a series of random actions to obtain a trajectory of length K .

As in [12, 13], we use a deconvolutional network architecture [17] for image
reconstruction from the latent state. For the sake of comparability, we chose the
same architecture as in other papers on the topic.

The visualizations of the obtained latent state spaces are provided on a
Fig. 2. The numerical results are summarized in a Table.

Comparison of reconstruction and prediction losses

Method State Loss Next State Loss

log By (s, | z,) log P(s;41 | 81,a,)
Non-linear E2C 9.2+4.5 11.7+£8.8
Global E2C 7.6£5.7 10.6+5.2
E2C 7.6£2.3 10.1£2.7
ms-E2C(3) 7.3£1.7 8.7+1.9
ms-E2C(5) 7.6+2.1 7.5%£1.6
ms-E2C(7) 7.7+£2.0 6.3+£0.9

State loss is a regular reconstruction loss. As we observe, ms-E2C( K ) give
only slight average improvements on it, which is entirely expected. The intro-
duced method does not change the architecture of a decoding network nor does it
add any improvements to the algorithm regarding this matter. An important thing
to notice though, is that our generalization does not make the reconstruction per-
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formance much worse, which might be expected as representation is influenced

by addition prediction constraints. Next state is computed by encoding the state
0 . Oy . .

s,—z, , predicting the next latent state z, —z,,;, and decoding the predicted

Py .
regular state z,,; —s,,;. Now, the results for previous methods were reproduced
with slight perturbations, as we used our own codebase for it.

ms-E2C(3) ms-E2C(5) ms-E2C(7) )
Fig 2. A comparison of latent state spaces learned by E2C and ms-E2C methods.

It’s worth noting that E2C results coincide with other papers which involved
reproduction of E2C [13, 14], while the original paper provides better visuals. A
visualization is obtained by transforming all possible environment states with the
network @, . See the scheme on the left for details.

CONCLUSION

In this paper, a novel method had been derived as a generalization over the previ-
ous works on LCEs. We demostrate, how the method improves upon E2C without
drastic model changes which come with other works, such as PCC and P3C. We
empirically show, that by considering the multistep prediction ms-E2C allows to
learn a much better latent state spaces in terms of curvature and predictability, by
adding a simple yet efficient way to explicitly control the desired curvature of a
resulting space. At implementation is available at [18].

Moreover, our work introduces a new dimension to the LCE family of
algorithms. Our future work will focus on using the approaches from the state of
the art LCE methods, like predictive coding to make LCEs applicable to the
higher dimensional real-world MDPs with limited amount of data to learn
dynamics embedding from. We will also explore an intriguing possibility to not
only encode the state, but also the action space, which sometimes has the complex
structure. Lastly, we would like to study various extensions of the method to
imitation learning and model-based reinforcement learning.
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BAI'ATOKPOKOBE ITPOI'HO3YBAHHSI B IIHEAPU3OBAHUX JIATEHTHHUX
MPOCTOPAX JJIsI HABYUAHHS PENNTPE3MHTAIIIN / A.M. Tutapenko

AHOTAaIis. 3anPONOHOBAHO HOBUH MeETOJ, 110 y3aranbHioe miaxoaun LCE, Taki sk
E2C. MeTon po3BHBaE i/icto BUBYCHHSI JIOKAIBHO-JTiHIIHOTO [IPOCTOPY CTaHiB LUIS-
XOM PO3IIIsAaHHsI 0araTOKPOKOBOTO IPOTHO3YBAHHS, II0 [a€ 3MOTY UiTKillle KOHT-
POJIOBATH KPUBHU3HY IIYKAHOTO MPOCTOpY. IIpOIeMOHCTPOBAHO, III0 METOJ MepeBe-
purye E2C 6e3 cyTTeBUX 3MiH 3araibHOI MOJIEINI, Ha BiAMIHY Bifl iHIIUX POOIT, TAKUX
sk PCC 1 P3C. PosrasnyTo 38’5130k Mk E2C i 3anpormoHOBaHUM METOAOM Ta MiX iX
BiJIIIOBIIHUMH PIBHSAHHSIMH OHOBIICHB. [10/1aHO eMIipudHi JT0Ka3M, sSKi CBiq4aTh, IO
ms-E2C no3Bossie HabaraTo kpaie BUBYATH MPOCTOPU MPUXOBAHUX CTaHIB 3 TOUKH
30py KPHBH3HHU Ta MPOTHO30BAHOCTI HACTYMHUX cTaHiB. KpiM TOro, BUCBITICHO Te-
BHI ITpo0JIeMH CTaOLILHOCTI, MOB’s13aHi 3 6araTOKPOKOBUMH MPOTHO3aMH, Ta CIOCO-
O 1X BHpILICHHSI.

KarnouoBi cjoBa: HaBYaHHS pernpe3eHTAllildl, HABYAHHS KEPOBaHUX IPOCTOPIB,
HABYaHHS 3 MIJKPITUICHHSM, JIJATCHTHUI IPOCTIp CTaHIB.
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BIJOMOCTI ITPO ABTOPIB

AcTtpaxaHueB AHpiii AHaToilioBUY,
JIOLIEHT, KaHIUTAaT TEXHIYHMX HayK, JOIEHT Kadeapu iHpopMaliifHO-KOMYHIKaliifHIX
texHonorii Ta cucrem KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

Becnanos Bsayecaas [lerpoBuy,

HAyKOBHii CMIBPOOITHUK BiALTY iHPOPMATHKK HaBKOJIMIIHBOTO CEPENOBHINA [HCTUTYTY
mpo0OJieM MaTeMaTHYHMX MAIH 1 crcteM HartioHanpHOT akanemii Hayk Ykpainu, Kuis

Bintok Ilerpo IBanoBuY,
npoecop, TOKTOp TEXHIYHUX HAYK, podecop Kapeapr MaTeMaTHIHUX METOMIB CHCTEM-
Horo aHani3y ITICA KIII im. Iropst Cixopcbkoro, Ykpaina, Kuis

3rypoBcbkuii Muxaiinio 3axapoBuy,
akanemik HAH VYkpainu, npodecop, noxrop TexHiunmx Hayk, pekrop KIII im. Irops
Cikopcbkoro, Ykpaina, Kuis

3yopeupbka Ipuna CepriiBua,
crieniasicT 3 iHdopmaniiiHux Texuosorii «Tpein-Citi», Ykpaina, Kuis

Korajiens IBan BacuinoBuu,
CTapIIMii HAayKOBUH CHIBPOOITHMK, JIOKTOp TEXHIYHMX HayK, 3aBijyBad Biuilty
iH(pOpMaTHKN HABKOJIMIIIHBOTO cepezioBUIlia [HCTUTYTY MpobieM MaTeMaTHYHUX MAllHH i
cucreM HamionanpHoi akaiemii Hayk Ykpaiau, Kuis

Kpyuunin Cepriii [IaBioBuy,

npodecop, OKTOp (i3UKO-MaTeMAaTHYHUX HAYK, MPOBIIHUI HAYKOBHM CIIBPOOITHHK
[acTHTYTY TeOopeTanoi dizuku iM. M.M. boromobosa HAH Ykpainu, Kuis

JIsmenko I"'annna €BrexiiBua,
acucTeHT Kadenpu iH(pOpMamiiiHO-MepekHOI imKeHepii XapKiBCHKOTO HAaIliOHATEHOTO
YHIBEPCHUTETY Pa/lioeTIeKTPOHIKH

Maiictpenko Cgitiiana SIkiBna,

CTapIIMii HayKOBHU CITIBPOOITHMK, KaHIWIAT TEXHIYHMX HAyK, CTapIIMi HayKOBHI
CHiBpOOITHUK Biaiy iH(QOPMATHKN HABKOIMIITHBEOTO cepeloBHINa [HCTUTYTY mpobiem
MaTeMaTHYHUX MAIIVH i cucteM HarionansHoi akajemii Hayk Ykpainu, Kuig

Miasscbkuii FOpiii JleoninoBuy,
JIOKTOp TEXHIYHUX HAYK, OUCHT Kadempy MaTeMaTUIHUX METOIIB CHCTEMHOTO aHaNi3y
ITICA KIII im. Irops Cikopcbkoro, Ykpaina, Kuis

IInmmnorpaes IBan OJsiexcaHapoBuY,
JIOICHT, KaHIUIAT (Pi3MKO-MaTeMaTHYHUX HAYK, JHOICHT Kadempu IITYYHOTO IHTENICKTY
KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

Pomanenko BikTop JlemunoBuy,

npodecop, JOKTOp TEXHIYHMX HayK, 3aCTYIHHK JUPEKTOpa 3 HayKOBO-IIENaroriyHoi
po6otu ITICA KIII im. Iropst Cikopebkoro, Ykpaina, Kuis

Turapenko Auapiiit MukosaiioBuy,
acmipant ITICA KIII im. Iropst Cikopcekoro, Ykpaina, Kuis

Ynosenko Ouier IropoBuy,
CTapIIMi HAYKOBHMH CHIBPOOITHUK YKpaiHCBKOTO ILIEHTPY EKOJIOITYHMX Ta BOAHHX
MPOeKTiB, YKpaiHa, Kuis

®enin Cepriii CepriiioBuy,
npodecop, IOKTOp TEXHIYHHX Hayk, mpodecop kadenpu iHbOpMAIIHHUX CHUCTEM 1
TexHoorii HamioHampHOTO TPaHCIOPTHOTO YHiBepCcUTETY, YKpaina, Kuis
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Sluenko BiraJjiii OnekcilioBuy,
npodecop, JOKTOp TEXHIYHUX HAYK, podecop GakynpreTy nprkiaqaoi MateMatuku KITI
im. Iropst Cikopeekoro, Ykpaina, Kuis
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