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1D CNN MODEL FOR ECG DIAGNOSIS BASED
ON SEVERAL CLASSIFIERS

MAHMOUD M. BASSIOUNI, ISLAM HEGAZY, NOUHAD RIZK, EL-SAYED A.
EL-DAHSHAN, ABDELBADEEH M. SALEM

Abstract. One of the main reasons for human death is diseases caused by the heart.
Detecting heart diseases in the early stage can stop heart failure or any damage re-
lated to the heart muscle. One of the main signals that can be beneficial in the diag-
nosis of diseases of the heart is the electrocardiogram (ECG). This paper concen-
trates on the diagnosis of four types of ECG records such as myocardial infarction
(MYC), normal (N), variances in the ST-segment (ST), and supraventricular ar-
rhythmia (SV). The methodology captures the data from six main datasets, and then
the ECG records are filtered using a pre-processing chain. Afterward, a proposed 1D
CNN model is applied to extract features from the ECG records. Then, two different
classifiers are applied to test the extracted features’ performance and obtain a robust
diagnosis accuracy. The two classifiers are the softmax and random forest (RF) clas-
sifiers. An experiment is applied to diagnose the four types of ECG records. Finally,
the highest performance was achieved using the RF classifier, reaching an accuracy
of 98.3%. The comparison with other related works showed that the proposed
methodology could be applied as a medical application for the early detection of
heart diseases.

Keywords: Electrocardiogram (ECG), Continuous wavelet transform (CWT), 1D
convolutional neural network (CNN) model.

INTRODUCTION

Heart diseases are one of the main reasons for death worldwide and they are
sometimes called cardiovascular diseases (CVD). Various people suffer and die
from heart diseases annually based on recent research and survey studies. In 2022
[1], it is estimated that about 17.9 million people died from CVD, and this repre-
sents about 32% of the global death, and about 85% of these people have died
from heart attack and stroke. Moreover, CVD was responsible for 38% of all
premature deaths (under the age of 70) due to non-communicable diseases.
About 3 quarters of the deaths caused by CVD occur in the low-and middle-
income countries. Arrhythmia is one of the salient groups of CVDs. They repre-
sent the abnormal electrical conduction or impulse origin in the heart. Most of the
arrhythmias are non-life-threatening, while some of them can cause many cardio-

© Mahmoud M. Bassiouni, Islam Hegazy, Nouhad Rizk, El-Sayed A. ElI-Dahshan, Abdelbadeeh M.
Salem, 2022
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vascular complications and sudden death. The early diagnosis of arrhythmia can
assist in preventing sudden death and help in treating many different cardiovascu-
lar diseases. Physicians, experts, and doctors detect arrhythmias based on electro-
cardiograms (ECG) signals. The ECG measures the variations in the electrical
potential in one cycle of the heartbeat. A single ECG signal consists of a group of
peaks defined by P, O, R, S and T . Moreover, various types of arrhythmia do not

appear in a short time and may require a large amount of ECG heartbeats. As a
result, a diagnosis method automated should be investigated for the identification
of different ECG records and this is the main focus of the proposed methodology.

Several methodologies based on machine learning have been built for ex-
tracting features and classifying ECG records. On one hand, extracting features
from ECG signals is essential before the classification process because it provides
a great impact on the results of the classification. P-QRS-T segment and RR in-
terval were used in almost every research [2]. In addition to this, there are other
conventional features extracted from the ECG based on morphological features,
wavelet transform features, higher-order statistics, random projection, and wave-
let packet entropy. These methodologies require providing a hand-crafted feature
before applying any conventional classifier. There are several disadvantages in
these processes of feature extraction which are depthless, large time-consuming
and they lack any implicit knowledge. On the other hand, several numbers of
classifiers were applied such as a k-nearest neighbor, artificial neural network,
support vector machine, random forest, and Gaussian mixture models. When
these conventional features are fit to these conventional classifiers they suffer
from overfitting obstacles. The main causes for overfitting are as follows: (i)
noise and unclean data used for training (ii) high variance and complexity of the
model (iii) size of the training set is not enough (iv) learning from a small dataset.
Deep learning (DL) is preserved to be part of machine learning. It is known by the
word “deep” because the network structure consists of many hidden layers [3].
The main concept in DL is that the low-level features are integrated to obtain
high-level features. In DL no hand-craft features are obtained and implicit knowledge
can be learned easily. DL has also been used in some of the ECG studies, and it
showed excellent classification results in diagnosis. Several DL structures were
used such as recurrent neural network, stacked de-noising auto-encoder, deep
neural network, convolutional neural networks, and restricted Boltzmann
machine. Finally, based on the advantages of the DL the proposed methodology
used the merits of the DL and delivered the following contributions.

The contributions stemming from this paper are two-main folds:

1. The proposed DL is used to diagnose four main ECG records based on
balanced datasets of records.

2. Development of a proposed 1D CNN model for the diagnosis of several
ECG diseases.

The manuscript is summarized based on different sections. Related works
are presented in section 2, while the proposed methodology in terms of capturing
ECG records, filtering the ECG signals, extracting features, and classifying the
ECG records is presented in section 3. Moreover, the main results and the discus-
sion are illustrated in sections 4 and 5 respectively. Finally, section 6 manifests
the conclusion and the future directions.
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RELATED WORK

Various approaches are applied for the diagnosis of ECG signals. These ap-
proaches depend on machine learning and deep learning methodologies and tech-
niques. Some methods deal with the ECG signals in the form of 1D signal and
other methods convert the 1D ECG signals to 2D images using several techniques
such as fast Fourier transform and wavelet transforms. Moreover, numerous stud-
ies applied 1D CNN models for extracting feature from the ECG records and
heartbeats. A study presented by L.A. Abdullah et al. [4] for the diagnosis of ECG
signals. The proposed model is based on a 1D CNN model for learning features,
and the results are fed to a long short term memory (LSTM). The 1D CNN model
consists of 4 (1D) convolutional and 2 fully connected layers, while the LSTM
model consists of 2 LSTM and 2 fully connected layers. Two main datasets were
used in their study which are MIT-BIH arrhythmia and PTB diagnostic datasets.
The CNN-LSTM model has achieved an accuracy of 98.1% and 98.66% in the
diagnosis of myocardial infraction (MYC) and other arrhythmia respectively.

Another study presented by E. Butun. et al. [5] for detecting various heart
diseases using ECG signals. The methodology is based on 1D version of capsule
networks (CapsNet). The 1D CapsNet model consist of several layers based on
convolutional and fully connected layers. The model starts with 1 input and 2
(1D) convolutional layers. Then, the model consists of 1D convolutional, 1 re-
shape, and 1 squash layers. Afterwards, the output of the squashing is input to an
ECG caps. The ECG caps consists of a masking layer and 3 fully connected lay-
ers. Finally, the model ends with CapsNet for the ECG diagnosis. The model clas-
sifies normal and coronary artery diseases (CAD) using 5-fold cross validation
achieving an accuracy of 99.44% and 98.62% for 2s and 5s ECG segments re-
spectively. In addition to this, a study presented by X. Hau et al. [6] for the diag-
nosis of several ECG diseases. The methodology proposed is based on pre-
processing, data augmentation, and data segmentation using R-R-R strategy. The
data were selected from the MIT-BIH arrhythmia, and the number of ECG heart-
beats selected are normal, left bundle block beat (LBBB), right bundle block beat
(RBBB), premature ventricular contraction, and the paced beat. Then, the features
are extracted using a proposed 1D CNN model. The model consists of 3 convolu-
tional, 3 pooling, 1 fully connected layer, and 1 classification layer. It was tested
on 5 classes of ECG heart beats, and the results using accuracy, area under the
curve (AUC), sensitivity, and F1-score performance measurements have achieved
0.9924, 0.9994, 0.99, and 0.99 respectively.

Moreover, a study provided by G. Petmeza et al. [7] for the diagnosis of
ECG diseases. The methodology proposed relies on Butterworth filter for ECG
signal de-noising. In addition to that, an improved version of cross-entropy loss to
solve the problem of unbalanced data. Then, the R peaks and the beats of the ECG
signals are separated before extracting features. Also, the features are extracted
from a hybrid model depending on 1D CNN layers and LSTM layers. The model
consists of 3 (1D) convolutional, 3 max pooling, 1 LSTM, and 1 dense layers.
Ten-fold cross validation is applied to denoise normal, atrial fibrillation (AFID),
atrial flutter (AFL), and AV junctional rhythm (J). The data was obtained from
the MIT-BIH atrial fibrillation database, and the model achieved a sensitivity and
specificity of 97.87% and 99.29% respectively. Finally, it can be seen from the
previous works that various types of 1D CNN models were proposed, and the re-
sults achieved or resulted from them was robust in performance. Therefore, it was
recommended to develop a 1D CNN model for diagnosis of ECG records.

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2022, Ne 4 9
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METHODOLOGY

The methodology consists of four main stages which are obtaining ECG data, fil-
tering ECG signals, extracting various ECG features, and classifying ECG re-
cords. In the data acquisition phase, six main data sets online are downloaded that
consist of four different ECG heartbeats. In the second stage, filtering or de-
noising is performed on the ECG heartbeats as the ECG signal consists of three
main common noises which are line drifting, power interference, and noise based
on a high frequency.

These distortions are removed using wavelets and a set of filters. The next
stage is to pass the filtered ECG records to a proposed 1D CNN model for feature
extraction. Finally, in the classification phase, two different classifiers are em-
ployed for ECG diagnosis which are Softmax and Random Forest (RF) as shown
in Fig. 1.

N

v Preprocessing Feature Classifiers Evaluation
Extraction metrics
Raw ECG Signal Types « Wevelet Transform « Convolution + SoftMax « Accuracy
» Nwormal (N) + Adaptive band stop Neural Network * Random « Precision
* Supraventricular Ll ilter | based on —>{ Forest (RF) 1. F-measure
arrhythmia (SV) + low pass Batter worth a proposed 1D * Sensitivity
*» ST-segments filter CNN model « Specificity
changes (ST)  Smoothing P
*» Myocardia Infraction
MYC

NS

Fig. 1. Proposed Overall Methodology

Data Acquisition

This stage is one of the most important stages in the methodology proposed.
There exist two concepts for capturing the ECG signals. The first concept is the
application of a medical device for capturing the ECG heartbeats at different
leads, whereas the second way is to download an available ECG signal online. In
this methodology, the second way is employed, and the ECG signals are captured
from six datasets which are Normal Sinus Rhythm Database (nsrdb) [8], Normal
Sinus Rhythm RR Interval Database (nsr2db) [9], MIT-BIH Supraventricular ar-
rhythmia database (svdb) [10], MIT-BIH ST change database (stdb) [11], Long
Term ST database (Itsdb) [12] and PTB diagnostic ECG [13], where the number
of ECG records in the former datasets are 18, 54, 84, 28, 86, and 549 respectively.
Four main different ECG heartbeats were chosen from these datasets.

Pre-processing

ECG signals are always nested in it some distortions and noises that are produced
from variant origins. The main three types of noises concentrated in the ECG sig-
nals are the drifting in the baseline of ECG signal, interference in the power line,
high noise frequency in the main components of the signal, and in some cases, a
combination between these types of noises can be found. As a result, a pre-
processing chain of filters and wavelets is developed to eliminate these noises by
saving the main information of the signal. The pre-processing chain should be
summarized in three main tasks which are correcting the drifting in the ECG
signal, reducing the interference, selecting low-frequency components, and en-
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hancing the overall signal [14]. The chain contains four main stages based on
wavelet drift correction, adaptive band stop filter, low pass filter, and smoothing.
The baseline drift is removed by applying wavelet decomposition with db8 and a
decomposition level equal to 9.

Then, the powerline interference is removed using an adaptive band stop fil-
ter with a stopband frequency corner W, equals to 50Hz. In addition to this, high

frequency located in the ECG signals is removed using a low pass Butterworth
filter with a passband frequency corner and a stopband frequency corner equal to
40Hz and 60Hz respectively. The values for the passband ripple and stopband
ripple attenuation are 0.1dB and 30dB respectively [15]. Finally, a smoothing fil-
ter based on Savitzky—Golay (SG) is applied to remove the remaining noise with a
smoothing value equal to 5.

Feature Extraction

Convolutional Neural Networks based on 1D-CNN Model. The datasets faced
in this study does not have any previous information or knowledge about the fea-
tures that can be extracted from them. Also, it may be very difficult to extract ro-
bust features using traditional machine learning or feature engineering techniques.
It is recommended to learn information or features automatically using deep
learning. Therefore, the CNN model is developed to obtained robust features from
the ECG records [16].

The main core of the CNN model is the convolutional layers because these
layers work by applying a convolution operation between the local and filter
regions of the input. It is also known that CNN models are designed for two-
dimensional data that appear in most cases in the form of images. The proposed
1D CNN model depends mainly on convolutional layers at the beginning of the
model and at the middle of the model. The convolutional layers at the beginning
extracts low level features from the ECG signals that can appear in the form of
sudden variances, while the convolutional layers in the middle extracts high level
and more abstract features related to the ECG signals.

To use the CNN model that relies on the convolutional layers for 1D signals,
the convolutional layers must be redesigned to match the input. The proposed
CNN model consists of an input layer, 3 convolutional layers, 3 ReLU layers,
3 batch normalization layers, 3 max pooling layers, and ending with 3 fully
connected layers [17]. The structure of the proposed 1D CNN is shown in Fig. 2,
and the details (Filter size, Stride, Padding) of each layers in the proposed 1D
CNN are shown in table 1.

Table 1. The Whole Parameters of the proposed 1D CNN Model

Layer
No

1 Input Layer 1-65536-1 -

Layers Name | Activations Learnables Parameters

Input Size =[1 65536 1]
Normalization = “zero center”
Filter Size =[1 32]

. W=[1x23x1x32] No. Filters = 32
2 Convolutional 1-4-32 B=[1x1x32] Stride = [3 3]
Padding=[000 0]
Activation 1-4-32 — Function = “ReLU”
Batch Offset=1-1-16
4 Normalization 1-4-32 Scale=1-1-16
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Continued table 1

L;};er Layers Name | Activations Learnables Parameters
Pool Size =[1 2]
5 Max Pooling 1-1-32 - Stride =[1 1]

Padding =[0000]
Filter Size =[1 32]

. W=[1023-1-32] No. Filters = 32
6 Convolutional 1-1-32 B=[l-1-32] Stride = [2 2]
Padding =0 0 0 0]
7 Activation 1-4-32 - Function = “ReLU”
Batch Offset=1-1-16
8 | Normalization 1-4-32 Scale=1-1-16
Pool Size =[1 2]
9 Max Pooling 1x1x32 - Stride =[1 1]

Padding =[0000]
Filter Size =[1 16]

. W=[1-23-1-32] No. Filters = 16
10 Convolutional 1-1-16 B=[l-1-32] Stride = [1 1]
Padding =[000 0]
11 Activation 1-4-16 - Function = “ReLU”
Batch Offset=1-1-16
12 Normalization 1-4-16 Scale=1-1-16
Pool Size =[1 2]
13 Max Pooling 1-1-16 - Stride =[1 1]
Padding =[0000]
Fully W=[100- 16] .
14 Connected 1-1-100 B=[100- 1] Output Size = 100
Fully W =[100 - 4] -
15 Connceted 1-1-4 B=[100- 1] Output Size =4

Fully Fully
Connected  Canmected

Layer of 100 Loyerof 8

Newrons
1D ECG [ ]
Record [ ]
[ ]
] .
|
||
. — e
®
- .
Input ®
Layer hd
.mnvnlmlmil.lpr I:l Banch Nonmalization Layer
This Is the features map through

. Activacion Laer . Max Pooling Laver ““'“'"“"::::ﬁm Low and

Fig. 2. The proposed 1D CNN model for ECG records Diagnosis
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Classification

This step is the final step of the proposed methodology in which the result of the
diagnosis will be determined with average accuracy. Two main classifiers are de-
termined to examine the performance of the methodology, and these classifiers
are Softmax, Random forest (RF), and XGBoost classifier.

Softmax Classifier. Softmax is known as a multinomial logistic regression
and it is well accepted in statistical mathematics as it is applied to classify a
categorical class placement. Softmax gives a more intuitive classification output
and probabilistic interpretation [18]. For instance, let us assume that 4 classes are
presented, the Softmax classifier will have 4 main nodes generated and defined by

P, where i=1,2,3,4. These probabilities depend on a discrete target function,

and these probabilities are input to the Softmax classifier in the form of the
following equation:
Si=2 Yty »
k

where y is the activation produced from the nodes found in the last layers, and

the ¢ is the weight that joins the last layers of nodes to the last layers in the DL
model [64].

The probability of the S; will be defined using the following equation:
__exp(S)

TSexn(s)
The predicated class i will be obtained by the following equation:
i=argmax(P).

Random Forest (RF) Classifier. Random Forests (RF) are one of the
powerful ensemble learning methods. RF was developed to overcome the
drawbacks of decision trees (DT). The major disadvantage of the DT is the high
variance. In order words, it is not natural that a small variance in the training data
can lead to a major change in the structure of a decision tree. This makes the
decision trees as a classifier largely unstable in comparison to other decision
predictors. Also, if an error happens in a node that is near the root, it propagates to
the leaves of the tree. This leads to different and worse classification results.
Therefore, the classifier of the random forest is invented by Breiman [19]. RF is
built based on the combination of various decision trees. It integrates the output
obtained from each separate decision tree to generate the final result. In addition
to that, RF relies on uncorrelated decision trees. In other words, if similar decision
trees are used in the forest, then the overall result will not vary so much and it will
be equivalent to the result of a single decision tree. To achieve the concept of un-
correlated decision trees in RF features randomness and bootstrapping are applied.
Random forests work considering a learning set known by L =((X;,1),...

....,(X;,Y;)) designed with i vector. Where X is a set of features and samples

and the Y is the set of labels. In the classification problems, RF maps X to Y
and new input features are recognized by each tree of the forest. Then, each tree
produces a specific classification result and the decision forest selectsthe classifi-
cation based on the most votes obtained over all the trees in the forest.

The training of the RF is achieved relying on the result obtained from each
decision tree. The training data is distributed randomly based on drawing N
examples with a special kind of replacement in which the N is considered the
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original size of the training data. The learning method produces a classifier
obtained from various trials and then the classifiers are gathered together to form
the final classifier. In the classification stage, each classifier starts to record a vote
for the class to which it belongs and the feature is drawn to the class with the
highest votes.

EXPERIMENTAL RESULTS

The experimental result was reached using the proposed model based on two
main classifiers which are SoftMax, and RF. The deep learning model was im-
plemented using MATLAB software. An experiment is applied based on the pro-
posed methodology for the diagnosis of four different ECG records. The whole
experiment is performed on a computer with Intel (R) Core 17-8565U CPU of
1.99 GHz, 12 GB memory, and NVIDIA graphical card with GM 310M. The total
number of records selected from 6 datasets for the four types of ECG heartbeats is
294 records. These records are collected as follows: 72 normal records (NSR)
from the first two datasets (18 from nsrdb) and (54 from nsr2db), 74 supraven-
tricular arrhythmias (SV) records from the third dataset (svdb), 74 records repre-
senting ST-segment changes from the fourth and the fifth datasets (28 from stdb)
and (46 from ltsdb), and finally 74 myocardial infractions (MYC) records from
the sixth dataset. The experiment was based on dividing the whole ECG records
into three different parts training, validation, and test. This division made 177 re-
cords used for training and 57 records for validation and 60 for the test. The pa-
rameters of the training are adjusted properly to achieve the highest training per-
formance and the lowest loss error.

Training Parameters Setting

The parameters of the 1D CNN model applied for the ECG diagnosis are deter-
mined in the Table 2. There exist various hyper-parameters that can be set before
the training process. The selected parameters are the optimizer, mini-batch size,
maximum epochs, and total number of iterations, regularization factor, and the
validation frequency.

Table 2. Parameters adjusted for the proposed 1D CNN Model

t
Obtimizer Mini Batch | Maximum | Number of | Validation Ac-
p Size Epochs iterations curacy (%)
. . 8 100 2100 94.73
StOChZZtslzeirtad‘ent 16 100 1100 92.98
32 100 500 89.47
Momentum (Sgdm) 35 100 500 94.73
. 8 100 2100 92.98
Adaptive M t
apuve omell 16 100 1100 94.73
estimation

(adam) 32 100 500 94.73
35 100 500 91.22
8 100 2100 98.24
Root mean square 16 100 1100 89.47
propagation (RMSprop) 32 100 500 91.22
35 100 500 89.47

The optimal parameters selected for the 1D CNN model for the diagnosis of
the ECG records are determined experimentally. The optimizers used for training
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the 1D CNN model are the stochastic gradient descent with momentum (SGDM),
adaptive moment estimation (adam), and root mean square propagation
(RMSprop). The mini-batch size parameter is applied with different values such
as 8, 16, 32, and 35 on the three optimizers. The maximum epochs are 100 and
the iterations vary relying on the size of the data and the mini-batch size values.

A validation data is input during the training process with a validation fre-
quency equal to 30, and an L2 regularization factor is defined with a value equal

to 1-107*. It can be seen that when the optimizer is set to rmsprop, and the mini-
batch size is 8 the performance of the validation data has the highest accuracy.
Therefore, the test data are passed to the model with the highest validation
accuracy. In the training stage, the accuracy and the loss curves are obtained for
each of the pre-trained models which is the 1D CNN model. Fig. 3 shows the
highest performance achieved based on the validation data. The blue curve
presents the training curve, whereas, the black dashed curve presents the
validation accuracy curve during the training phase.

Tralning and Validation Accuracy Curves based on

1D CNN Meodel
£
= {b)
£ 50
¥
< 50
—Training Accuracy: 98.56% | |
a0y ---Validation Accuracy: 98.24%
30 1 | | |
[} 500 1000 1500 2000

Number of Iterations
Fig. 3. Training and Vcalidation Accuracy curves performance of proposed 1D CNN Model

Classification Parameters

It is important to determine the hyper-parameters required before training the 1D
CNN model. It is also essential to determine the parameters used on each classi-
fier after applying 1D CNN model for feature extraction. As mentioned before,
two main classifiers are used to determine the diagnosis performance of the 1D
CNN features.

Table 3. Classifiers applied in the methodology and its optimal parameters

Classifiers Optimal Parameters
Softmax Loss function : "Cross Entropy (CE)"
Number of trees = 100
Rl?gi(;? Max depth of each tree = 0 (zero indicates unlimited)
Number of features = (log2(no.of.predictors)+1)

The first classifier is the Softmax classifier and its main parameter is the loss
function which is defined by the cross-entropy. The next classifier is the random
forest and it has a set of parameters such as the number of features extracted,
number of trees, and the maximum depth of each tree. Finally, the last classifier
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applied is the XGBoost classifier and it also has several parameters. These
parameters are chosen depending on the kind of classification that XGBoost will
perform. In the case of multi-class classification (as in this study) the booster and
the evaluation matrix must be defined by gbtree and mlogloss respectively. The
rest of the XGBoost parameters are used based on their default values in the
library of XGBoost. Table 3 shows the main parameters’ values for the classifiers
used after applying the 1D CNN model.

Classification Results

The features obtained from the fully connected layer of the 1D CNN model are
forward for the two classifiers. The classifiers start to operate on the test data to
ensure the performance of the validation accuracy obtained during the training.
Table.4 shows various statistical performance measurements such as true positive
rate (TPR), precision, false-positive rate (FPR), recall, receiver operating
characteristic (ROC), Mathew’s correlation coefficient (MCC), and precision-
recall characteristic (PRC) value [22].

Table. 4. Classifiers performance using 1D CNN model based on different
statistical measurements

Performance Measurements (%)

Classifiers F ROC | PRC
Performance [ TPR | FPR |Precision [Recall ~_|Accuracy|MCC
Measure Value | Value

Softmax |0.967|0.011| 0.971 |0.967| 0.967 0.967 0.957| 0.992 | 0.980
RF 0.983/0.006| 0.984 |0.983| 0.983 98.33 10.978| 0.997 | 0.993

These measurements are calculated for each classifier on the test data. In
addition to this, the confusion matrix is manifested to determine the overall
diagnosis performance on the classifiers. The confusion matrix is a figure or a
table that is needed to describe the diagnosis performance of the tested data. It is a
heat map in which the true value must be known. It gives the chance to visualize
the performance of the two applied classifiers on the 1D CNN deep learning mod-
el as shown in Fig. 4 (¢ and b). It can be manifested that the RF classifier has the
highest accuracy performance over other classifiers.

Confusion Matrix dased on 1D CNN Confusion Matrix dased on 1D CNN
Model using Softmax Classifier Model using Random Forest Classifier
15 0 0 0 100% 15 0 0 0 100%
Myc 25.0% | 0.0% 0.0% 0.0% 0.0% mMyc 25.0% | D.0% 0.0% 0.0% 0.0%
N 0 14 0 0 100% N 0 15 1 0 93.8%
g 0.0% | 23.3% | 0.0% 0.0% 0.0% g 0.0% | 250% | 1.7% 0.0% 6.2%
Ly] 1]
6 05 5 0,
= ST 0 1 15 1 88.2;’ - sT 0 0 14 0 1uno/n
a 0.0% 1.7% | 25.0% | 1.7% | 11.8% g_ 0.0% 0.0% | 23.3% | 0.0% 0.0%
5 -]
Ogyl 0 0 0 14 | 100% | O syl 9 ] 0 15 | 100%
0.0% 0.0% 0.0% | 23.3% | 0.0% 0.0% 0.0% 0.0% | 25.0% | 0.0%
100% | 93.3% | 100% | 93.3% | 96.7% 100% | 100% | 93.3% | 100% | 98.3%
0.0% 6.7% 0.0% 6.7% 3.3% 0.0% 0.0% 6.7% 0.0% 1.7%
MYC N ST sv a MYC N ST =1 b

Target Class

Fig. 4. Confusion matrices of Softmax (a) and RF Classifiers on the features obtained
from 1D CNN Model (b)

Target Class
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DISCUSSION

The paper proposed a methodology for the diagnosis of four main types of ECG
heartbeats. The methodology consists of four main phases, and these phases are
obtaining ECG data, filtering ECG signals, extracting various ECG features, and
classifying ECG records. In the phase of gathering ECG data, the ECG records
are obtained from six various online ECG datasets. In the phase of signal filtra-
tion, the records are filtered using wavelets and a set of filters based on band stop,
low pass, and smoothing filter to eliminate the main common noises in the ECG
signals. In the phase of extracting features, the most discernment feature was ob-
tained from a proposed 1D CNN model. Finally, the classification is applied
based on two main classifiers and these classifiers are Softmax, and RF classifier.
To overcome the chances of overfitting in the proposed model, a regularization
factor is defined to shrink the learned estimates to zero. In other words, this regu-
larization can tune the loss function by providing a penalty term to the optimizer
of the 1D CNN model, and this will encourage smaller weights avoiding exces-
sive changes of the coefficient. In addition to this, the number of ECG records in
each of the four ECG classes are nearly equal leading to a balanced number of
records in each category, dropping the probability of overfitting. Moreover, the
ECG records are filtered using a pre-processing chain for reducing common nois-
es that can cause overfitting during the training. Finally, the training accuracy ob-
tained from the model with the highest accuracy validation is 99.5% and the value
of the highest test accuracy is 98.3%, the slight difference between the training
and the test accuracies shows that the model appropriately fits.

For comparison with others, several algorithms applied different methodolo-
gies for ECG diagnosis as shown in Table 5. S. Yu and M. Lee. [23], the authors
approached an accuracy of 96.38% with the bispectrum feature set and SVM as
the classifier, and when the authors added the genetic feature selector to the bis-
pectrum and the SVM was used for classification, the accuracy increased to
98.10%. The number of records used was 54 and 29 from each of the normal si-
nus rhythm (NSR) and cognitive heart failure (CHF) data sets, respectively. K.H.
Boon et al. [24] applied a diagnosis method to differentiate between normal and
abnormal based on PAF. The features were produced from 106 ECG data col-
lected from 53 ECG recordings. The SVM classifies based on 5 mins heart rate
variability (HRV) segment and its distance from the PAF event. If it is at least 45
min distant from the event, the recording is called normal, but if the HVR seg-
ment goes before the event the recording is called abnormal. The accuracy
achieved was 87.7%. Based on the improvement in the deep learning models in
the diagnosis of the ECG heartbeats. H.B. Bae et al. [25] tried to classify normal
NSR and abnormal ECG records such as AF, and ventricular fibrillation (VF) and
they also focused on balancing the number of records used. The classification was
based on Gamma distribution using probability output networks (CPON), and it
proved that the performance was higher than KNN, SVM, aiming at an accuracy
of 97.33%. R.R. Janghel et al. [26] aimed at building automated classification of
regular and irregular ECG heartbeats. They applied their system on 47 records
and the best results were achieved by using the decision tree, obtaining an accu-
racy of 88.2%.
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Table 5. Proposed DL model compared to other previous work for ECG diagnosis

Authors Records Methodology Classes| Databases | Performance
Bisecptrum +
S.N. Yu et| 54 R from NSR | Features: Bisecpectrum + MIT-BIH | SVM =96.38%
al. [23] + genetic feature set 2 NSR and | Bispecturm + ge-
2012 29 R from CHF Classifier: SVM- CHF netic feature set +
SVM = 98.10%
K_H. Boon Features: Time domain, ‘ A‘trial.
e£ al 106 data spectyal, Blspectmm, F 1br111at_10n
2 4]‘ from 53 nonlinear dynamics 2 prediction ACC =87.7%
2018 R pairs features (AFPDB)
Classifiers: SVM Database
H.B.alfae et NSR: 15 R (I\I:IIISII"{gg)I
[25'] VF: 15R R-R interval + (CPON) 3 (VEDB) > | ACC=97.33%
AF: 15R >
2019 (AFDB)
Naive Bayes
R |aose of the 47R SVM MIT-BIH ACC of
ot al records are pa- Ada-boost 2 arrhythmia the Decision
: - RF, Decision Tree, and database Tree = 88.2%
[26] 2020 tients KNN
The 294 R Softmax
roposed 177 R for train Proposed 1D CNN 4 6 main data-| ACC =96.7%
pMethO 4 |17 R for valida- Model sets RF
tion and test ACC=98.3%

The proposed methodology worked on 294 recordings obtained from 4 dif-
ferent ECG heartbeats. The features are obtained from a 1D CNN model. Two
main classifiers were applied to reach 96.7% using Softmax and 98.3% using RF
classifier. The advantages of the proposed model are illustrated in three main
points. The first point is the removal of the three common noises related to the
ECG signals using a well-defined pre-processing chain. The second point is ob-
taining robust features from the 1D CNN model. The last point is the superiority
of the XB-boost in the classification because it is highly flexible, can be paral-
leled, supports generalization, and is faster than gradient boosting.

CONCLUSIONS AND FUTURE WORK

In this study, a methodology is presented for the diagnosis of the four different
types of ECG heartbeats based on a proposed 1D CNN model. The proposed
methodology produces better results makes it adaptable for the diagnosis of dif-
ferent ECG records. The data were collected from 6 public available datasets. The
ECG records were filtered to drifting in the ECG signals, powerline interference,
and the high noise frequencies. The filtering chain is based on wavelets and a set
of filters. Then, the ECG records are passed to a 1D CNN model for feature ex-
traction. Finally, the classification is based on Softmax and RF, classifiers achiev-
ing an accuracy of 96.6% and 98.3%, respectively. ECG signals have future direc-
tions that can contribute and provide assistance in the field of medical
informatics. There is a need for a real-time diagnosis application that can verify
various types of heart diseases. In addition to this, it was discovered recently that
the ECG signals can diagnose COVID patients based on the ECG image reports.
It is recommended to develop diagnosis systems that can identify COVID patients
from normal and various abnormal heartbeats. It is also suggested to use stratified
k-fold cross-validation in future experiments to provide more information about
the methodology performance. It is also advised to select the hyper-parameters
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based on various methods such as grid or random search or various metaheuristic
techniques to reach the optimal values on the parameters for the proposed model.
Finally, the XB-Boost classifier can be replaced with a sparse representation classifier
as it is considered a powerful technique for pixel-wise classification of images [27].
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1D MOJEJBb CNN JJs JIATHOCTHUKHM EKI' HA KIJIBKOX
KIIACU®DIKATOPAX / M.M. baciyHi, I. Xerasi, H. Pizk, E.C.A. En-/laman, A.M. Canem

AnoTanisi. OHI€I0 3 OCHOBHUX IPHYMH CMEPTI JIIOAWHM € 3aXBOPIOBAHHS CEpIIsl.
BusBiienns cepreBrx 3aXBOpIOBaHb Ha PaHHIN crTaxil Moke 3amo0irTu cepuesii
HEJOCTATHOCTI a00 OyAb-SIKOMY IOIIKOIKEHHIO cepleBoro M’s3a. OfXHUM 3 OCHOB-
HHUX CUTHANIB, SIKi MOXYTh OyTH KOPHCHUMH B JIarHOCTHII 3aXBOPIOBAHb CEpIs, €
enexrpokapaiorpama (EKI'). Po3risHyTo MiarHOCTHKY YOTHPBOX THIIB 3alIliCiB
EKT, takux sk ingapkr miokapmza (MYC), mopma (N), BigxmieHHs cermenta ST
(ST) i HaguurynoukoBa aputmist (SV). MeTtomosnoris 30upae 1aHi 3 MECTH OCHOBHUX
HabopiB maHuX, a motiM 3amucu EKI" QinbTpyroThcs 3a TOMOMOTO0 JIAHIIOXKKA TO-
nepenHsoro oOpoOmeHna. Ilicns nporo 3ampomoHoBaHa wmozpens 1D CNN
BUKOPHUCTOBYETHCS sl BIIy4eHHs o3Hak i3 3ammciB EKI. TToTiM 3acTOCOBYIOTHCS
IIBa pi3HI KIacu}ikaTopH, mood nepeBipuTH eHEeKTHBHICTh BUALIEHUX O3HAK 1 OTpH-
MaTH HaAiiHy TOYHICTh MdiarHOCTHKH. JIBa Kmacudikaropm — me softmax i
knacugikatop BumaakoBoro Jicy (RF). 3acTocoByeThcs eKCEpUMEHT s
niarHoctukd 4oTuphox TumiB 3amuciB EKIT. 3pemToro HailBUIIOI NPOXYKTHBHOCTI
JOCATHYTO 3a JONOMOIOI0 pPajiodyacToTHOro kiacudikaropa 3 TouHicTio 98,3%.
ITopiBHAHHA 3 IHIIMMH CYMDKHMUMH POOOTaMH 110Ka3aJo, 110 3aIpPOIIOHOBAHY METO-
JMKY MOYHa 3aCTOCOBYBAaTH JJI1 PAHHBOT'O BUSBJICHHS 3aXBOPIOBAHb CEPIIA.

KirouoBi ciioBa: enexrpokapaiorpama (ECG), GesnepepBHE BeHBIET-IEpETBOPEHHS
(CWT), ogHOBHMipHA MOZIENH 3ropTKoBOi HeiipoHHOT Mepeski (CNN).
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AHAJII3 TA TIPOTTHO3YBAHHS PIBHA CTAJIOI'O PO3BUTKY
B €EBPOIIEMICBKOMY KOHTEKCTI

1.O. MIMIIHOI'PAE€B, 1.0. TKAYEHKO

AHoTamnisi. BUCBITIEHO pe3ysibTaTH MPOBEAEHOrO JOCIIDKEHHS i3 MPOrHO3YyBaHHS
PiBHS cTajIoOro po3BUTKY B €BporeiickkoMy KoHTekcTi. Ha mincraBi anamizy Hayko-
BUX 3100yTKIB BITYM3HSHHUX Ta 3apyODKHHMX HAayKOBIIIB BH3HAYCHO, IO HAsSBHI Me-
TOOJIOTI{ MalTh PAA MpoOiieM, 3yMOBICHHX BHKOPHCTAHHSIM BEIUKOI KUIBKOCTI
MMOKA3HUKIB, 110 YHEMOXIIUBIIIOE IIBUIKE MPUOIH3HE OLIHIOBAaHHS HOBOTO 00’€KTa
4y nepioxy. 3 oAy Ha Iie, JOCHIKEHHS CIIPSIMOBAHO Ha MOOYIOBY MOJENi po3-
paxyHKy piBHS CTaJIOrO PO3BHTKY Ha OCHOBI 0OMeXeHOro Habopy BIAKPUTHX JaHUX,
110 3HAYHO IOJIETIINTH NPOILEC K HOro OLiHIOBAaHHS, TaK 1 NporHo3yBaHHs. basoro
nociijpkeHHs € nani CBITOBOTO LEHTPY AaHMX 3 Te0iH(QOPMATHKU Ta CTaJoro pos-
BUTKY 1 npoekTy «Sustainable development index». MopenoBaHHs Ta aHali3 BUKO-
HaHo y 3actocynkax MS Excel i RStudio. OTpumani pe3ynbTaTi JeMOHCTPYIOTS,
[I0 MPOTHO3YBAaTH PiBEHb CTAJOr0 PO3BUTKY MOKHA HA OCHOBI MOJIEIi allpoKCHMa-
1ii, BUKOPUCTOBYIOUH OOMEXeHHH Halip IHAMKATOPIB PO3BUTKY TEPHUTOPIH, IIO
HpHU3BEJE A0 BTPATH MiHIMaIbHOI KUTBKOCTI iH(opMarii.

KrouoBi ciioBa: cranmuii po3BUTOK, €BPOINCHCHKUI KOHTEKCT, MOJIENh alPOKCHMAIIIL,
IHJMKATOPH PO3BUTKY TEPUTOPIii, TPOTrHO3YBaHHSL.

BCTYII

OctanHi necsaTupiyds XX CT. JOCUTh TOCTPO MOCTABHIIN TEpPe]] JIFOJCTBOM IPO-
OyieMy BIDKMBaHHS Ta TOJAIBIIOrO icHyBaHHA. Ll mpoOiiema perepmiHOBaHa
CKJIQJIHUM TO€THAHHSIM 0araTbOX YHHHHKIB, HABAaroMIIlIUMU CEpe]] AKUX € 3HAY-
HE BUYEPIIAHHS MPHUPOIHUX PECYPCiB, €KOJOTiUHA KpH3a, HECHPUSATIMBA JIEMO-
rpadiyHa CUTYyallis, TOJION 1 3MHIHI B 0ararhoX perioHax CBiTy, 0e3iiu KOH]IIIK-
TiB Y CyCHUIBCTBI, ITOCTiHHI BIHHH 3 BUKOPUCTAHHSM 3aC00iB MacOBOTO 3HHUIICHHS
JoJIeH, TocTifiHa HeOe3meKka MiXKHApOIHOTO Tepopu3My. Y 3B’SI3Ky 3 ITUM IIOCTa-
Ja HEeOOXiTHICTh, HOBOI TOJITHKHM Ta CTpaTerii, ska O JO3BOJWIA BUPIMIMTH IIi
rI00aBbHI TPOOIEMH CYJacHOCTI, 3aIMO0ITTH TMOTIPIICHHIO SKOCTI HABKOJIHIITHBO-
TO CepeloBHINa, 3a0e3MEYNTH He TITBKH TETEepilllHe, ale i MalOyTHE CYCITiIbCTBO
pecypcaMu, OTpiOHUMH [UTS 3aI0BOJIEHHsT oro moTped [1]. Bignosigaro Ha 3a-
3HAYCHI BUKJIMKH CTAJI0 PO3POOICHHS KOHIIEMIIIT CTAIOr0 PO3BUTKY, CIIPSIMOBAHOT
HA BCTAHOBJICHHS OAJIaHCy MIX 33JIOBOJICHHSM Cy4aCcHUX IMOTPeO JIFOJCTBA 1 3aXH-
CTOM iHTepeciB MaliOyTHIX TOKOIiHb.

3 orfsimy Ha Te, IO CTAIWN PO3BUTOK € KEPOBAaHHM IPOIIECOM, @ OCHOBOKO
HOro KepoBaHOCTI € CUCTEMHMH MAXix Ta cydacHi iHgopMarifini TeXHOoJIOorii, 1m0
YMOXKITUBITIOIOTh MOJICTTIOBAHHS PI3HUX BapiaHTIB PO3BUTKY Ta MPOTHO3YBAaHHS 1X
pe3yibTaTiB 3 METOI OOpaHHS HAaWOIIBII ONTUMAILHOTO, PO3POOJICHHS MiEBHX
MoJieiel IPOTHO3YBAHHS CTANOr0 PO3BUTKY OKPEMHX TEPUTOPil HaOyBae aenani
OLIBIIOT aKTYaJILHOCTI, IO CIIPUSITUME CTAJIOMY PO3BUTKY 3arajioMm.

[MuTanHs MO0 BU3HAYEHHS CTAIOTO PO3BHUTKY Ta OIIHIOBAHHS HOTO PIBHS
UL KpalH CBITY JOCHiTXKyBajocsi OaraTbMa BITYM3HSAHMMH Ta iHO3EMHUMH

© 1.0. Huwnoepaes, 1.0. Tkauenxo, 2022
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BYUCHUMHU. Tak, pPi3HI TIAyMauyeHHS TMOHATTSA «CTaJUil PO3BUTOK» MOJAHO
B HayKoBUX Tparsx M. 3ryposcekoro [2], b. Bypkuncekoro, B. Ctemanosa,
C. XapiukoBa [3], P. HyprainoBa, A.HyptninoBa [4], JI. Ckyrapy [5],
0. Xanogoi, C. Cki6inoi [6] Ta A. llpukunesnd [7]. [IpoOnemi oliHIOBaHHS pPiBHS
CTallOTO PO3BUTKY CBOi HayKOBi TOpoOKW mpucBATWIM Taki BueHi: Jxepdi Cakce,
Kpicriam Kpons, 'itom JladgopTtion, I'peiicon @ymiep ta ®iaa Bromsm [8, 9],
xeiicon Xikenb [10], a Takox daxiui CBiToBOTO LEeHTpY AaHux [11] .

METOJIOA0I'TI BABHAUYEHHS PIBHSI CTAJIOIO PO3BUTKY KPAIH

Harerrep imest cramoro po3BUTKY € 0€3aIbTEpPHATHBHOIO CHCTEMOIO NIPUHITUIIIB i
cnoco0iB po3poOJIEHHS CTpaTeriii pO3BUTKY CyCHibcTBa. BoHa Bifirpae y3araib-
HIOBAJILHY POJIb, OCKIJIBKH MOETHYE B cOO1 OCHOBHI MOJIOKEHHS O1TIBILIOCTI Teopii
CYCHUTBHOTO PO3BHUTKY, BH3HAYA€ IIHHOCTI, MPIOPUTETH Ta CTPATETii PO3BUTKY
cy4acHoi ImBiIi3aMii. [nest cTanoro po3BHTKY cTajla ChOTO/HI IMapagurMoro, 0co-
ONMMBHMM CTHJIEM HayKOBOTO MHUCJICHHS Ta y3araJlbHeHHs OYTTs, Y MeXaX sIKOi po-
3BUBAETHCS CYCIUILCTBO. BOHA € CHCTEMOI0 TEOPETHYHUX, METOIOJIOTIYHUX Ta
aKCIOJIOTIYHUX YCTAHOB, IO TMOAUISIOTHCS OaraThbMa HAYKOBISIMH Ta BPaXOBY-
I0ThCSl y BUPILLIEHH] 3aBAaHb CYCIIJIBHOTO PO3BHUTKY [12].

EBomnrortiss KOHIIETII{ CTaIoT0 PO3BUTKY OXOIUTIOE 3HAYHHUH TEpioJ Jacy Ta
MoOke OyTW mMojUIecHa Ha Tpu eramu: nodatkoBuit (1968-1972), momituunuit
(1972-1992) ta eran comiasbHO-eKOHOMIUHUX TIpodieM (1992—noremnep) [13]. 3a
BECh IIeH Yac BiIOyBaJIMCs BUOKPEMIICHHS, PO3YMIHHS Ta ITOCIIKEHHS rJ100alib-
HUX TPo0JIeM Ta BUKIIUKIB, IO 3arPOXKYIOTh TEMEPIITHHOMY Ta MaHOYTHIM ITOKO-
THHSIM.

BusHaueHHs cTanoro po3BUTKY PO3PI3HSAIOTHCS PI3HOKO CHPSIMOBAHICTIO aK-
[EHTIB HA HaWOUIBII MPIOPUTETHUX MPOOIEMax: XapakTepi eKOHOMIYHOTO 3poc-
TaHHS, SKOCT1 KHTTS, 3aXUCTI HABKOJIUIIHHOTO CEPENIOBUINA, B3aEMHHAX PO3BH-
HEHUX KpaiH 1 THX, IO PO3BUBAIOTHCS, HEOOXITHOCTI YNpaBIiHHS CBITOBUMHU
MpoIecaMH, PalioHaIbHOMY BHKOPUCTAaHHI pecypciB, 30amaHcoBaHOCTI cdep cy-
CHINIBHOTO PO3BUTKY Ta iH [14]. Ctanmuil po3BUTOK BU3HAYEHO OaratbMa crocoba-
MU, aJie HalvacTillle MUTYEThCsl BU3HAYeHH 3 mpalli «Hame crinbHe MallOyTHEY,
TaKOX BIJJOMOTO sIK 3BIT BpyHATIaHAa: CTaauil PO3BHTOK — II€ PO3BUTOK, SKUN
BiJINOBi/Ia€ MOTpedaM ChOTOACHHS 0€3 MIKOIU IS MaiOyTHIX MOKOIHb 3aJI0BO-
JBHATH CBOI BJIACHI TOTPEOU.

Inest ekomorivyHo CTIMKOro eKOHOMIYHOTO 3pOocTaHHs He HoBa. bararo kyib-
TYp MPOTSTOM iCTOPii JIFOACTBA BU3HABAIM HEOOXIMHICTHh TapMOHIi MiXX HaBKO-
JUILHIM CepeIOBHILEM, CYCIIJILCTBOM Ta €KOHOMIKOI0. «ExoJoriuHO crilike exo-
HOMIYHE 3pPOCTaHHS» € CHHOHIMOM IIOIMPEHOI KOHIIEMIli CTajJoro pPO3BHTKY.
Moro MeTolo € JoCArHeHHs Ganancy (rapMOHii) MiX eKOIOTiYHO0, eKOHOMIYHOO
Ta COLIAJIbHO-TIOJIITUYHOIO CTIMKICTIO.

Merta cTamoro po3BHTKY — 30ajaHCyBaTH Hallli €KOHOMIYHI, €KOJIOTIUHI Ta
comianbHi OTpeOu, 3a0e3Meuyrodr MPOIBITAHHS AJIS CHOTOJIEHHS Ta MaOyTHIX
nokoumiHb. CTiHKUIl PO3BUTOK CKIAIA€ThCA 3 JIOBrOCTPOKOBOTO KOMILIEKCHOTO
MiAXOMy JO PO3BHTKY Ta AOCSATHEHHS 3I0POBOi CIIIBHOTH IUISXOM CILUIBHOTO
BUPIIICHHS CKOHOMIYHMX, €KOJIOTIYHHMX Ta COLIAJbHUX MPOOJieM, YHHUKAIOUU
HaJMipHOTO CITOKMBAHHS OCHOBHHUX IPHPOJTHHUX pecypciB [15].

JIOoCATHEHHS TTOCTAaBIEHOI METH CTaJOr0 PO3BUTKY HEMOXIIHMBE 0€3 YiTKOTro
mwiany mid. Came Tomy Opranizartieto O6’eqaanux Hariit (OOH) y 2015 p. 6ymo
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npuiinaTo Limi cranoro pos3sutky (LICP), Takox Bimomi sk 'moOanbHi mifdi, sk
YHiBEpCaTbHHUN 3aKIUK 0 Ml 00 MPUITHHEHHS O1THOCTI, 3aXHCTy IIAHETH Ta
3a0e3nedYeHHs MUpy Ta mpolBitaHHs JoacTa 10 2030 p. [16].

BingcrexenHs pe3yabTaTy 3 NOCATHEHHs KOXXHOI 13 cimHaausatu LICP BinOy-
BaeThcsl pisHUMU criocobamu. Hampukman, naykoBui xepdi Caxc, Kpicrian
Kpons, I'iitom Jladoprtion, I'peficon @ynnep ta @ina Broasm y mpausx [8, 9]
aHaJI3ylTh PiBeHb IOCATHEHHS LiJeH, 3arpo3u Ta mpolieMu, sKi BUHUKAIN B
OKpeMHX KpaiHaX, a TaKoX MOXKJIMBI IUIAXH 1X mofonaHHs. Tak, B OCTaHHbOMY
3BITI MOAAHO AiarpaMmy mporpecy mocsraeHHs koxxHOI LICP y BinmcoTkoBOMY BH-

Mmipi y 2021 p. mopisastaO 3 2015 p. (puc. 1).

SDG1: No Poverty C—————P30%
SDG2: Zero Hunger C—P11%
SDG3: Good Health and Well -Being C—1.3%
$DG4: Quality Education C—14%
5DG5: Gender Equality C————V26%
SDG6: Clean Water and Sanitation 9 0,4%
SDG7: Affordable and Clean Energy I 11%
$DG8: Decent Work and Economic Growth CFos%
SDGY: Industry, Innovation and Infrastructure L J 8,6%
5DG11: Sustainable Cities and Communities C—P18%

SDG12: Responsible Consumption and Production-0,4%

$DG13: Climate Action
SDG14: Life Below Water

3 0,4%
M o0,1%

$DG15: Life on Land -0,3% &

SDG16: Peace, Justice and Strong Institutions

C—P13%

-1,0% 0,0% 10% 2,0% 3,0% 4,0% 50% 60% 7,0% 80% 9,0%
Puc. 1. Tlporpec nocsiruenns LICP y 2021 p. nopiBusizo 3 2015 p.

Lcepeno: nobyoosano asmopamu Ha ochogi [9].

Takox A7 KOKHOI KpailHH BOHM BU3HAYAIOTh 3arajibHy OLIHKY JOCATHEHHS
LCP, napatoun ogHAKOBY Bary KOXHIiH wiii. Y pe3ynbTaTi JaHa OLiHKa BimoOpa-
JKae TMO3UIII0 KpaiHW MK HaWTipIIM MOKIHUBUM pe3ynbraToM (0) i Halikpammum
a6o inpoBuM pesyabTatoM (100). Ha puc. 2 300pakeHO po3mois KpaiH BiJIoBi-
JTHO 10 JOCSTHEHHS 3a3HAUYEHUX LIJIEH CTaJoro po3BUTKY.

Fullfiling SDG
25,2

62,1

39,1

Puc. 2. Kapra po3nofiny 3aranbHoi ominku gocsraeHns L{CP 3a kpainamu cBity
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Leit 3BiT mpo cTanuii po3BHTOK Hagae BCeOIUHY OLIHKY TOTO, HACKLIBKH
Kpainu Oau3bKi 10 pocsrHeHHs nuieii [ICP Ha ocHOBI HAMHOBIIIMX AaHUX, JOC-
TynmHEX s Beix 193 nmepxkas-uieniB OOH. Ilporopiunuii 3BiT Mictuth 91 TI10-
OanbHUI iHIUKATOP, a TaKoK 30 101aTKOBUX MOKa3HUKiB i kpain OECP.

Amnanizyroun 3BiT 2021 p., MOXHa 3pOOWTH BUCHOBOK, IO TPH CKaHIWHAB-
CBbKi KpaiHW 04oJI0t0Th OoliHKY AocsrHenHs LICP (Dinnsunis, [Benis Ta Janis).
VYci kpainu B Ton-20, kpiMm XopBaTii, € KpaiHaMu OopraHi3ailii eKOHOMiYHOTO CITiB-
poOitauiTea ta po3sutky (OECP), mo MoxxHa npoctexutn 3a Tabdd. 1.

Taoaumusa 1. Ton-20 kpain 3a oninkoro gocsraenns [ICP y 2021 p.

Rank Country Score Rank Country Score
1 Finland 85,9 11 Netherlands 81,6
2 Sweden 85,6 12 Czech Republic 81,4
3 Denmark 84,9 13 Ireland 81,0
4 Germany 82,5 14 Croatia 80,4
5 Belgium 82,2 15 Poland 80,2
6 Austria 82,1 16 Switzerland 80,1
7 Norway 82,0 17 United Kingdom 80,0
8 France 81,7 18 Japan 79,8
9 Slovenia 81,6 19 Slovak Republic 79,6
10 Estonia 81,6 20 Spain 79,5

IDicepeno: cknaoeno asmopamu wa ocnosi [9)].

[Ipote HaBith kpainu-wienn OECP cTukarooThcs 31 3HAYHUMU TIPOOIIEMaMHy y
nocsirHeHHi kinmbkox LICP. Koxna kpaina OECP xapakTepu3yeThcsl 4epBOHOIO
MO3HAYKOIO (TOJIOBHI MPOOJIEMH 3aIIMIIAIOTHCS) MpUHaiiMHi 3a ogHiero [[CP. Bu-
XOJSIYU 3 HassBHUX (II0 TaHJIEeMii) TPaeKTOpii, mporpec y O6aratbox KpaiHax 3 BH-
COKHMM piBHEM goxony OyB HEAOCTAaTHIM y cdepax CTajJoro CHOXHBaHHS Ta BHU-
pOOHHMIITBA, KIIIMaTUYHUX 3aXO0iB Ta 3aXucTy OiopizHoMaHiTTa (LICP 12-15).

Kpaian 3 HU3bKMM PiBHEM JOXOAY, SIK MPAaBHJIO, MAIOTh HHMKYi NMOKa3HUKH
inaekcy. YacTkoBo e 3ymoBiieHo xapaktepoM L[CP, ski 3HauHOIO Mipor0 30cepe-
JUKEHI Ha MOJoJaHHI OiMHOCTI Ta 3a0e3IMedeHH] MTOCTYIy BCHOTO HACEIICHHS [0
OCHOBHUX mociyr Ta iHdpactpykrypu (LICP 1-9). Sk mpaBuio, 6igHimi KpaiHu
HE MalOTh HAJICKHOI iHOPACTPYKTYPH Ta MEXaHI3MIB IS BUPIIICHHS KIIOYOBUX
eKOJIOTTUHMX MpobieM, aki BupimytoTees B LICP 12—15. [IpoTe o mouaTky mnaH-
Jemii OLIBIIICTh KpaiH i3 HU3bKUM PIBHEM JOXOAY — 32 BUHSITKOM THX, y SIKHUX
TPUBAIOTHh 30pOIHI KOHQIIKTH 4M TPOMAJISHCHKA BiflHA — JOCATAIId MPOTPecy B
HaIpsMi PUIMHEHHST KpaifHboi O1HOCTI Ta 3a0e3MeveHHs TOCTYITy 10 OCHOBHHX
MocIyr Ta iHPpacTpyKTypH, ocobmmBo y 3B°s13ky i3 LICP 3 (mimHe 3m0poB’s) Ta
LCP 8 (rigna mpans Ta ekoHOMiuHEe 3pocTaHHs). OmHak y 0aratboX BUIAJKax
naugemis COVID-19 npusBena g0 3BOpoTHOTO Iporpecy B nocsraenHi L[CP.

[HmmM BapianToM BifctexxeHHs nporpecy gocsrHenHs LICP € moaudikosa-
HUH 1HJEKC JI0ACHKOTO PO3BUTKY, SIKUH PO3POOJICHHH aHTPOIIOJIOTOM i JOKTOPOM
Ixeticonom Xikenem [10]. JJanuit innekc cranoro po3Butky (SDI) BuMmiproe exo-
JOTiYHy e()eKTUBHICTh JIIOACHKOTO PO3BUTKY, BU3HAIOUH, LII0 PO3BUTOK Ma€ OyTH
JOCSITHYTO B ME)KaX IUIAHETaPHUX KOPAOHIB.

24 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 4



Ananiz ma npo2Ho3yeanHs pieHs cmano20 po3eUmKy 8 €6PONeLiCbKoMy KOHmMeKcmi

Pozpaxynok SDI BU3HAYA€THCS MOKA3HUKOM <JTIOJICHKOTO PO3BHUTKY» Kpai-
HU, SKUH OTPUMaHUM NUISIXOM aHaNi3y CTAaTHCTUYHUX JAHUX IIOAO OYiKyBaHOI
TPUBAJIOCTI JXKUTTS, CTAHYy 3[I0POB’SI, OCBITH 1 J0X0AiB. OTpUMaHHU{ pe3yibTaT Mdi-
JUTKCS Ha JIBa KIFOUOBI TIOKa3HUKH: BUKAIU CO, Ta €KOJOTIYHHIA MaTepiaTbHHMA
CIIiJI, SIKI pO3paxoBaHi SK HA YNy HACENEHHs, TaK 1 B pO3PaxXyHKY IEePEeBUIIEHHS
npupoaHuX Mexk 3emiti. KpaiHu 3 BUCOKUM piBHEM JIFOJICHKOTO PO3BUTKY Ta MEH-
MM HECTAaTUBHUM BIUIMBOM Ha HAaBKOJMIOIHE CEPECAOBUIIC MAIOTH BUCOKY OIIiHKy,
BIJIITOBITHO HU3LKOIO OITIHKOIO BiA3HAYAIOTHCS KpPaiHW 3 HEBHUCOKOIO TPHUBAJIICTIO
JKUTTS T4 HU3bKUM PIBHEM TPaMOTHOCTI. Alle 0COOTMBUM (PaKTOPOM, IO BILUIHBAE
Ha HHU3bKY OIIIHKY KpaiH, € MOTY>KHUI HEraTUBHUI BIUIMB Ha HABKOJMIIHE CEpe-
nopuiie. Y Ta0ia. 2 HaBeneHo TOII-20 kpaid 3a po3paxyHKOM IHICKCY CTajoro
pO3BUTKY cTanoM Ha 2019 p.

Tadauunsa 2. TOI-20 kpaiH 3a OLIHKOIO 1HIEKCY CTaJOro PO3BUTKY Ha OCHOBI
nanux 2019 p.

Rank Country Score | Rank Country Score
1 Costa Rica 0,853 11 Algeria 0,803
2 Sri Lanka 0,843 12 Dominican Republic 0,802
3 Georgia 0,839 13 Colombia 0,801
4 Armenia 0,827 14 Azerbaijan 0,796
5 Albania 0,826 15 Fiji 0,788
6 Kerala (India) 0,825 16 Tunisia 0,786
7 Panama 0,821 17 Ecuador 0,783
8 Peru 0,818 18 Mexico 0,780
9 Cuba 0,814 19 Argentina 0,777

10 Moldova 0,808 20 Bolivia 0,773

IDicepeno: cknadeno asmopamu na ocnosi [17].

Kapry, sxa BigoOpaxkae iHIEKC CTalIOro PO3BHUTKY JJS KOXHOI KpaiHu cra-
HoM Ha 2019 p., noka3aHo Ha puc. 3.

Puc. 3. Kapra posnoziny SDI 3a kpainamu cBity
IDicepeno: nobydosarno agmopamu Ha ocrosi [17]
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AHani3yro4ur HasBHI JaHi, MOKHa CTBEP/KYBATH, IO NesSKi KpaiHH MarOTh
JOCTaTHBO BHCOKI 3HAYCHHs 1HAEKCY, ajle BOHH HE TIEPETHHAIOTh MEXY 3HAucH-
Hs 0,9. Lle cBimuuTh mpo Te, 110 ifjeabHOTO MOKa3HUKa 3a BciMa ckiagoBuMu SDI
He JIocsATae JKOIHA KpaiHa.

MeTonomorist KiIbKiCHOT OLIHKK CTAJIOTO0 PO3BUTKY KpaiH, sIKY AOCIiIKyBa-
mu daxiBmi CsitoBoro neaTpy manux (CLIJI) 3 reoindopmaTiky Ta CTajgoro pos-
BUTKY, TPYHTY€TbCS Ha JBOX 0a30BHX CKJIaIoBHX: KommoHeHTax sikocTi (Cql) Ta
oesmexu (Csl) xutts [11]. Komnonenma sxocmi sicumms — iHTETpalIbHA OITIHKA,
sIKa BPaXxOBY€ CYMICHO yCi TpH BHUMIpH CTaJOro pPO3BUTKY, i, THM CaMuM, Bigo-
Opakae B3a€MO3B’ 30K MK TPbOMa HEPO3IUIFHUMH chepaMu pO3BUTKY CYCIiIb-
CTBA: EKOHOMIYHOIO, €KOJIOTIYHOIO Ta COliabHOM0. Ii CTpyKTypa BKIouae 72 iH-
mukaropu. CTymiHb rapMoHi3amii cTajoro po3BUTKY BimoOpaxkae OamaHC Mix
HOro eKOHOMIYHUM, €KOJIOTIYHHM Ta COLiaIbHO-IHCTUTYIIOHAbHUM BHMIipaMHu.
Komnonenma 6esnexu scumms ONMCY€ CyKyIHHUH BIUIMB TJI00aJBHUX 3arpo3 Ha
CTaJIMii PO3BUTOK Pi3HUX KpaiHW Ta iX rpyn. Ha ocHOBI aHaii3y 3BiTiB MiXKHAPOJI-
Hux opranizamniit CLIJl Buainse Taki 3arpo3u JIOJICTBA: TII00ANBHE 3HIKEHHSI CHE-
preTuuHoi Oe3neKH, MOpyUIeHHs 0allaHcy MiXK Ol0JOTiYHOI MOKIMBICTIO 3€MITi
Ta ToTpedaMu JIIOACTBA, CTPIMKE MOMIUPEHHS 1HQEKIIHHIX XBOPOO, HApOCTaHHS
KOpYTILii, T700a7bHE MOTEIUTIHAA Ta iHIII. [HIeKC Bpa3iMBOCTI KpaiHH O BIUIMBY
CYKYIHOCTi T00anbHUX 3arpo3 BioOpaskae CTymiHb HaOJMKeHHs Li€l KpaiHu
OJTHOYACHO JI0 BCIX 3arpo3 Y MPOCTOpi, SIKMH BU3HAYAETHCS HOPMOIO MIiHKOBCBKOTO.

Po3noxin xpaiH BiAMOBiZHO OO 3HAYEHHS 1HOEKCY CTAJOro PO3BUTKY IOKa-
3aHO Ha puc. 4. PeHTHHT KpaiH 3a iHAEKCOM CTaJIOr0 PO3BUTKY, PO3PAXOBAHOTO 32
meronukoro CLIJI, onucye Tab. 3.

Puc. 4. Kapra po3noziny kpaid 3a 3HaueHHsM [SD
Iicepeno: nobydosano asmopamu wa ocrosi [11].

Taoauusa 3. Tomn-20 kpaid 3a OIIHKOIO iHAEKCY CTAJIOTO PO3BUTKY (METOIOIIOT IS
CII/1) Ha ocHoBi manux 2020 p.

Rank Country Score | Rank Country Score
1 Switzerland 1,135 11 Iceland 1,091
2 Germany 1,130 12 Austria 1,090
3 Denmark 1,128 13 United Kingdom 1,088
4 Australia 1,114 14 Luxembourg 1,081
5 Sweden 1,112 15 Ireland 1,073
6 Canada 1,108 16 Belgium 1,068
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Ipooosoicennss mabn. 3

Rank Country Score | Rank Country Score
7 Japan 1,098 17 France 1,061
8 Norway 1,095 18 Netherlands 1,060
9 New Zealand 1,094 19 Singapore 1,047
10 Finland 1,093 20 Czech Republic 1,026

IDicepeno: cknadeno asmopamu na ocrosi [11].

Amnani3 Ta0. 1 — 3 mokasas, 1110 HAHBUIII MMOKA3HUKH, PO3PaX0OBaHi 32 METO-
noJroriero mpoekty «Sustainable development indexy», MaroTh 30BCiM iHIII KpaiHH,
aHiX 3a IBOMa morepenHiMu. Lle MmosiCHIOIOTECS Pi3HUM 3MICTOM, IO BKJIAJAE€Th-
Csl B TIOHATTS «CTaJMi PO3BUTOK». TaK0X MOXHa CTBEPDKYBaTH, IO 332 CBOEID
CYTHICTIO Ta CKJIaZ0BOIO oImiHKa mocsrHeHHs 1[CP Ta iHIeKc cTajsoro po3BHTKY,
3amnporioHoBaHW# HaykoBIsMu CLI/I, momiOHI Ta CHCTEMHO MiTXOASTH A0 OIiHKA
BCIX BUMIPIB CTAJIOr0 PO3BUTKY. 3 ypaxyBaHHIM JI0JaTKOBOTO BIUIMBY CYKYITHOC-
Ti TJIOOATEHUX 3arpo3 Ha PIBEHH CTAJOr0 PO3BUTKY B POOOTI PO3TITHEMO 1HIICKC
CTallOTO PO3BUTKY, PO3paxoBaHmii 3a MeTooorieto [11, 17].

MOBYJIOBA AITPOKCUMYIOUYOI MOJIEJII OI[IHIOBAHHS PIBHSA
CTAJIOTI'O PO3BUTKY

[IporHo3yBaHHs piBHSA CTaJOr0 PO3BUTKY KpaiH €BpOIU BKIIOYATHME [[Ba €TAIIU:
NPOTHO3YBaHHS CKJIAJOBUX (MeTo] XO0JIbTa) Ta MPOTHO3YBaHHS 1HIEKCY CTaJIoro
PO3BHTKY (32 iCHYI04UOI0 METOJIOJIOTI€I0 Ta Ha OCHOBI perpeciiiHol Mozeni).

VY Mexax AOCIHiIKEHHS TPOrHO3YBaHHs PiBHS CTAJIOT0 PO3BUTKY BinOyBajo-
csl Au1sl KpaiH €Bporu, A SIKUX XapaKTepHOIO € PO3BUHEHA Ta MepeXigHa eKOHO-
Mika. Ycporo 0yio po3riisiHyTo 39 kpaiH, SKi BHOKPEMJICHI B 3a3HAUYEHI TPYyIH 32
THUTIOM €KOHOMIKH Ha OCHOBI o¢iniiiHoi knacudikamii OOH [18]. [lns mopiBHAHHS
OTPHMaHMX PE3YJbTaTiB TAKOXK PO3PaXOBAHO MPOTHO3 32 iCHYIOYOI METOIOJOTI-
ero st BuOipku 3 3 kpain (Ykpaina, @iansumis ta Hopseris). [IpoBenenHs mo-
CIiJKeHHS OyJ0 MOXJIMBAM 3aBIsku BukopucTanHio manmx CIIJ] (3a mepion
2005-2020 pp.) [1] ta mpoexkty SUSTAINABLE DEVELOPMENT INDEX (3a
nepiox 1990-2019 pp.) [17]. Sk momoMixkHI BUKOPUCTOBYBAIIUCS JIaHi MPO TPO-
THO3 YHCeNbHOCTI HaceneHHs TuraneTH [19]. [IporrozyBaHHS piBHS CTaIoro pos-
BUTKY KpaiH €Bpornu po3paxoBaHo Ha 5 mepioniB (2020-2024 pp.). [lpu upomy
MPOTHO3 PIBHS CTAJOr0 PO3BUTKY 3a MeTomojoriero [11] BH3HAUCHHWHA MIITXOM
anpoKcHUMallii perpeciitHor0 MOJEIUIIO, IO A03BOJIMIIO PO3IIITHYTH HE BCi iHANKA-
TOPH PO3BUTKY, a JIMIIE KiJIbka OCHOBHHX, a MIPOTHO3HI 3HAUEHHS 1HJIEKCY CTallo-
T0 pO3BHUTKY 3a [17] o6uucioBanmcs 3a GopMyIaMu METOI0IOTii. MoeroBaHHS
Ta aHai3 BUKOHaHO y 3acTocyHkax MS Excel Ta RStudio.

[ToGymoBa OaraTodakxTopHOI perpeciiiHoi Momeni mepeadadae BHOIp TaKHX
MOKAa3HUKIB, 3aJIE)KHICTh MXK SIKHMH MOTJIa O HaiO1IbII TOYHO OMUCYBATH PiBEHBb
CTaJIOro po3BHUTKY. sl BOTO MPOBEACHO KOPEISALIHHUN aHami3 3B 3Ky MiX iH-
JIEKCOM CTaJIOTO PO3BUTKY Ta OaraTbMa MOKa3HUKAaMU TPHOX BUMIPIB JIFOJICHKOTO
KUTTS (EKOHOMIYHOTO, COIIabHOTO Ta €KOJIOTIYHOT0). Y pe3ynbTaTi BigiopaHo 9
MOKA3HUKIB, JUIA SIKUX 3HaYeHHs KoedilieHTa Kopemauii Oinbie 3a 0,7 (HasBHUN
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CHJIBHHUH 3B’S130K MK 3MiHHUMH). [H)opMaIiro mpo i MOKa3HUKK Ta KoeQilieH-
TH HaBeaeHo B Ta0II. 4.

Taoauunsa 4. OOpaHi MOKa3HUKH IJIs1 MOJICITIOBAHHS PiBHS CTAIOTO PO3BUTKY

1101:224::1@ Indicators Correlation
1 CP (corruption perception) 0,884
2 EF (economic freedom) 0,768
3 EPI (environmental performance index) 0,902
4 GPE (GDP per person employed) 0,822
5 IDI (ICT development index) 0,840
6 ITU (internet users) 0,830
7 LEX (life expectancy) 0,748
8 SRSCI (research and development expenditure) 0,750
9 SRSC2 (researchers in R&D) 0,847

Lcepeno: cknadeno asmopamu

Takox NMPUUHATO PIllIEHHS PO MOMOBHEHHS MEPENTiKy MOKa3HUKIB 1HAEKCOM
SICKPaBOCT1 HIYHHMX BOTHIB, OCKUIBKHU MpoBeneHe Aociimkerns [20] mokasano Ha-
SBHICTh TICHOTO 3B’S3Ky MDK IIMM IHJEKCOM Ta IIOKa3HHKaMH COIiaJIbHO-
€KOHOMIYHOI CKJIaZIOBOI CTaIOTO PO3BHTKY. CaMe TOMYy BHUKOPHCTAaHHS 3a3Hade-
HUX JaHHX € JOLIIBHUM I 00y I0BH 0araropakTOpHOI perpeciiHoi Moaeri.

TakuM YMHOM, 3a TOTMOMOT0I0 MPOrpaMHOi peanizanii MoBoto R y 3acTocyH-
ky RStudio Ha ocHOBI 3a3Ha4eHHMX AECATH MOKA3HUKIB OTPUMAHO PETPeciiiHy

MOJENb:

ISD ~ CP + EF + EPI + IDI + GPE + ITU + LEX + SRSC1 + SRSC2 + LIGHTS -1

Indopmaniro npo Mozaenb 3a3Ha4eHO B TalII. 5.

Taoauusa 5. 3BT MOACITIOBAHHS PIBHS CTAJIOTO PO3BUTKY (Momems 1)

Ioxa3zunk Estimate Std.Error t value Pr(>|t)
CP 1,885e-03 2,215e-04 8,507 <2e-16(***)
EF 4,417¢-03 3,213e-04 13,748 <2e-16(***)
EPI 6,093e-03 3,193e-04 19,084 <2e-16(***)
IDI -7,676e-03 2,448e-03 -3,135 0,00181(**)
GPE 1,270e-07 6,737e-08 1,886 0,05988(.)
ITU -1,829¢-04 2,177e-04 -0,840 0,40113

LEX 1,501e-03 2,806e-04 5,351 1,30e-07(***)
SRSC1 2,671e-02 4,264e-03 6,264 7,76e-10(***)
SRSC2 -4,523e-06 2,078e-06 -2,177 0,02993(*)

LIGHTS 6,930e-04 1,123e-04 6,168 1,37e-9(**%*)
Signif. codes: 0 «***» 0,001 «**» 0,01 «*» 0,05 «.» 0.1 «»
Multiple R-squared: 0,9987
Adjusted R-squared: 0,9986
F-statistic: 4,017¢+04 on 10 and 533 DF
p-value: <2.2e-16

Iicepeno: ckradeno agmopamu.
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[IpoananizyBaBiy 3BIiT Hepioi MoAemi, MOKHA JIMTH BUCHOBKY, IO TTOKa3-
HUK KUIbKOCTI KopuctyBauiB inTepretry (ITU) He 3Hauymmid, a oTxe, 1oro Mo>kHa
BHJTyYHTH 3 MoJieni. Halimenmr 3Hagymuii mokaszuuk BBII, Tomy cipobyemo #oro
3HAYEHHs 3MIHUTHU BiJIOBITHO O MAacIITa0y iHIIKUX HasBHUX NaHuX. J[ns mporo
BBEZEMO B MOJIEJb JIOTApU(M 3HAUECHb IIbOTO MOKa3HWKa. MaeMo MOzeIb TaKoro
BUTJTISILY

ISD ~ CP + EF + EPI + IDI + LN(GPE )+ LEX + SRSC1+SRSC2 + LIGHTS - 1.
[Hdopmarniro mpo pe3yabTaTH MOJEIIOBAHHS HaBEICHO B Ta0I. 6.

Tadauunsa 6. 3BT MOJENIOBaHHS PIBHS CTAJIOTO PO3BUTKY (MOJIEIH 2)

Ioxa3zuuk Estimate Std.Error t value Pr(>|t)
CP 2,092¢-03 1,922¢-04 10,884 <2e-16(***)
EF 3,517¢-03 3,337¢-04 10,541 <2e-16(***)
EPI 6,043e-03 2,976e-04 20,304 <2e-16(***)
IDI -7,129¢-03 1,604¢-03 -4,445 1,07e-05(***)

LN _GPE 2,926e-02 5,298e-03 5,522 5,23e-08(***)
LEX -1,977¢-03 6,807¢-04 -2,904 0,00384(**)
SRSCl1 2,783e-02 3,961e-03 7,028 6,42e-12(F**)
SRSC2 -5,524e-06 1,995e-06 -2,769 0,00582(**)
LIGHTS 6,275e-04 1,100e-04 5,707 1,91e-08(***)
Signif. codes: 0 «***y» 0,001 «**» 0,01 «*» 0,05 «.» 0.1 «»

Multiple R-squared: 0,9987
Adjusted R-squared: 0,9987
F-statistic: 4,69¢+04 on 10 and 534 DF
p-value: <2.2e-16

Iicepeno: ckradeno agmopamu.

Hapasi BugHO, 110 BCi 3a3Ha4YeHi B MOEI MMOKa3HUKH 3HAYYIIi, KOe(illieHT
nmetepMiHarii gy>ke omm3pkuii 1o 1 i ctanoButh 0,9987. OTxe, BIAMOBITHO IO TIO-
OyZ0BaHOT HAMH MOJIeJTi 3MiHA PIBHA CTAJIOTO PO3BHUTKY Ha 99,87% MOsSCHIOETHCS
3MIiHOIO JI€B’SITH MOKA3HUKIB PI3HUX BUMIPIB KUTTS JtoacTBa. Came TOMY LSl MO-
JIeITh IIJTKOM TIpUIaTHA JJIsl IPOTHO3YBaHHS.

AHAJII3 IIPOTHO3IB AITPOKCUMYIOUYUX MOJIEJIEN OI[THIOBAHHSI
PIBHs CTAJIOT'O PO3BUTKY

HactymauM KpoKOM OOYHCITIOEMO PiBEHB CTAJIOTO PO3BUTKY KpaiH €Bpomw, BU-
KOPHUCTOBYIOUHU MPOTHO30BaHI 3HAYCHHS CKIIAJOBHX Ta MOOYJOBaHY PErpeciiiHy
MoJenb. Pe3ynpTaTi mporHo3yBaHHs ISl BCiX KpaiH HaBeJeHO B Ta0. 7.

AHani3 OTpUMaHUX Pe3yNbTaTiB € BAXKJIMBUM €TarloM JOCTiKeHHs. PiBeHb
CTaJIoro PO3BUTKY OKpemux kpaiH (Ykpaina, Hopgeris ta ®iHIsHLIIN), a TaKOXK
mporHo30BaHi 3Ha4eHHs 10 2024 p. 3miBa BigoOpakeHO pe3yIbTaTH MOJEITIOBAH-
Hs Ha ocHOBI Meroxouorii CL/] nursxom anpoxcumarii (ISD), a cripaBa — meTo-
nogiorii mpoekty SUSTAINABLE DEVELOPMENT INDEX (SDI).
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Taoaumusa 7. Pe3ynbraTi mporHo3yBaHHS PiBHS CTAJIOTO PO3BUTKY Ha OCHOBI
OararodakTopHOi perpeciiHoi Moaei

Country 2019 2020 2021 2022 2023 2024
Albania 0,737 0,761 0,762 0,763 0,764 0,765
Austria 1,091 1,121 1,122 1,122 1,122 1,123
Belarus 0,782 — — — — —
Belgium 1,058 1,069 1,068 1,067 1,066 1,065
Bosnia and Herzogovina| 0,698 0,731 0,732 0,733 0,735 0,736
Bulgaria 0,865 0,842 0,841 0,841 0,840 0,840
Croatia 0,883 0,880 0,884 0,888 0,892 0,895
Cyprus 0,916 0,920 0,919 0,918 0,917 0,916
Czech Republic 1,023 1,005 1,005 1,005 1,004 1,004
Denmark 1,124 1,161 1,161 1,161 1,160 1,160
Estonia 1,017 1,023 1,021 1,020 1,019 1,018
Finland 1,113 1,146 1,147 1,148 1,149 1,150
France 1,040 1,051 1,050 1,050 1,049 1,048
Germany 1,127 1,114 1,113 1,112 1,110 1,109
Greece 0,882 0,891 0,891 0,890 0,890 0,890
Hungary 0,891 0,894 0,893 0,892 0,891 0,889
Iceland 1,082 1,073 1,072 1,070 1,068 1,067
Ireland 1,081 1,089 1,089 1,089 1,088 1,088
Italy 0,985 0,955 0,954 0,953 0,952 0,952
Kazakhstan 0,742 0,742 0,742 0,742 0,742 0,742
Latvia 0,902 0,939 0,938 0,938 0,937 0,937
Lithuania 0,960 0,961 0,961 0,961 0,960 0,960
Luxembourg 1,074 1,135 1,134 1,133 1,132 1,131
Macedonia 0,788 0,839 0,840 0,841 0,841 0,842
Moldova 0,682 0,672 0,671 0,670 0,669 0,668
Montenegro 0,782 0,752 0,753 0,754 0,755 0,756
Netherlands 1,114 1,102 1,101 1,100 1,100 1,099
Norway 1,098 1,115 1,116 1,117 1,119 1,120
Poland 0,947 0,925 0,925 0,925 0,925 0,925
Portugal 0,988 0,938 0,938 0,938 0,937 0,937
Romania 0,862 0,903 0,904 0,904 0,904 0,904
Serbia 0,795 0,803 0,804 0,806 0,807 0,809
Slovakia 0,925 0,918 0,918 0,918 0,917 0,917
Slovenia 0,998 0,985 0,984 0,984 0,984 0,984
Spain 1,000 0,986 0,986 0,985 0,985 0,985
Sweden 1,105 1,148 1,148 1,148 1,148 1,148
Switzerland 1,125 1,187 1,187 1,186 1,186 1,186
Ukraine 0,694 0,694 0,692 0,691 0,690 0,689
United Kingdom 1,092 1,129 1,129 1,129 1,128 1,128

Lorcepeno: cxnaoeno agmopamu.
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Sx BuaHO 3 puc. 5, Wi YKpaiHU 3araidbHUN PiBEeHb CTAJIOTO PO3BUTKY 3a
oboma iHaekcamu aocuth cxoxuii — 0,7-0,8. Jlnsa Hopserii Ta ®innsauaii, ski €
PO3BMHEHMMH KpaiHaMu, 3HAUY€HHS 1HIEKCIB JEL0 Pi3HATHCA, L0 MOSICHIOETHCS
PI3HOIO CIIPSMOBAHICTIO PO3YMIHHS CTajJOr0 PO3BUTKY HAyKOBISIMH. SDI Oinb-
IIOI0 MIpPOIO Ma€ €KOJIOTiYHE CIpsIMyBaHHA y TOH 4ac, sik ISD BpaxoBye yci Tpu
BUMIipH (COLiaNbHUM, EKOHOMIYHHN Ta €KOJIOTTYHHI) Y PIBHUX MPOIOPIIISIX.
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Puc. 5 PezynbraTi pOrHO3yBaHHS PiBHS CTaJoOro po3BUTKY Juid Ykpainu, Hopserii Ta

OinnstHAil (3 BUKOPUCTAHHSM allpOKCHMaIii Ta iICHYI0UOi METOIMKH)
Lrcepeno: nobydosano asmopamii.

[Ilomo mporHO3HUX 3HAYEHb, TO 3arajOM BOHHU BiIITOBINAIOTh yYCTAHOBJIEHIH
B ocTaHHi poku TeHaeHuii. Tak, nHanpukian, ans Hopgerii y 2020-2024 pp. 3Ha-
geHHs [SD Oyme He3Ha4yHO 3pOCTaTH Ta OIIHIOBAaTHMEThCS Ha piBHI 1,1-1,12, a
SDI — 3menmyBatuce 3 0,2 no 0,19. dns ®Oinnsuaii XxapakTepHUM € TIOMIiTHE
30inpmenss ISD y 2020 p. 3 1,1 no 1,15 i Hagani cnocrepiraeThcsi crabinbHE
3HadyeHHs — npubmuzHo 1,15. lloxgo SDI, To 3HaveHHs € cTaOlIbHUM Ha PiBHI
0,22-0,23 yBech mepiof MPOTHO3YBaHHS.

st Ykpainu mporHO3HI 3HAYE€HHS PiBHS CTaJIOro po3BHTKY ISD Bimgmosima-
10Th 3aranbHii Tenaenii 2005-2012 pp. 1 2018-2019 pp. 3HauHe 3HUKEHHS LBO-
ro nokasuuka y 2013-2017 pp. cnpudnHEeHO BOEHHHMH MisIMH Ha CXOM1 KpaiHw,
ane Bxe y 2018 p. MOKa3HUK CTAJIOTO PO3BUTKY IMOBEPHYBCS 10 3BUYHOTO PiBHS,
came ToMy 3HadeHHs Ha mepion 2020-2024 pp. MiJIKOM ONMKCYIOTH 3aralbHY TCH-
nenuito. SDI ansg YkpaiHu y NpOrHO30BaHUM Iepiof Mae cTalOlibHE 3HAYSHHS
0,76, He3BaXkaroun Ha 3HIDKEHHS mokasHuka 1o 0,75 y 2020 p. 3BicHO, MPOTHO3
Uit YKpaiHu He MOXe BPaxOBYBAaTH BOEHHE BTOPTHEHHS arpecopa Ha TEpUTOPit0
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KpaiHu, 1o posnodanock 24 mororo 2022 p. Lle B Oyap-aKoMy BUTIAAKY TpU3BE-
Jie 10 HaJBEJIIMKOTO 3HW)KEHHSI PIBHSI CTAJIOT0 PO3BUTKY.

BUCHOBKHA

VY Xoxi BUKOHaHHS IOCHTIKEHHSI PO3TIISTHYTO METOOJOTIl OI[iHFOBAaHHS PiBHS
CTaJIOTO PO3BUTKY KpaiH, BU3HAYEHO X OCHOBHI BiAMIHHOCTI.

3 BUKOPHCTaHHSAM KOpEJALIHHO-perpeciiHoro aHajily Ta aHalli3y 4acOBUX
psiB OOYJ0BAHO ANpPOKCUMYIOYY MOJEIb JiUIsi BU3HAYCHHS PIBHS CTAJOrO PO3-
BUTKY, IO CKJIQJAEThCS 3 9 mapameTpiB i 3a0e3nedye HeoOXiTHUI piBeHb JOCTO-
BipHOCTI. Ha OCHOBI 3amponoHOBaHOi MOJIe)Ii BUKOHAHO PO3PaXyHKH MPOTHOZHUX
3Ha4YeHb 1HJEKCY CTaJOro pO3BHUTKY IUIg 39 KpaiH.

[IpoBenenuii aHani3 Ja€ MiACTaBH CTBEPAKYBaTH, IO BH3HAYATH PiBEHb
CTaJIOTO PO3BUTKY MOKHA Ha OCHOBI MOJIEJI ampoKCHMaIlii, BUKOPHUCTOBYIOUH
Ha0araTo MEHIIY KiTbKICTh IHAUKATOPiB PO3BUTKY TEPUTOPIH, 10 HE IPU3BEAE A0
3HA4HOI BTpaTH iH(popMallii.
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ANALYSIS AND FORECASTING THE LEVEL OF THE SUSTAINABLE
DEVELOPMENT IN THE EUROPEAN CONTEXT / 1.O. Pyshnograiev, I.O. Tkachenko

Abstract. The article highlights the results of the conducted research on forecasting
the level of sustainable development in the European context. Based on the analysis
of the scientific achievements of domestic and foreign scientists, it was determined
that the existing methodologies had several problems associated with using a large
number of indicators, which made it impossible to estimate a new object or period
quickly. While considering this fact, the research aimed at constructing a model for
calculating the level of sustainable development based on a limited set of open data,
which would significantly facilitate the process of its assessment and forecasting.
The basis of the research is data from the World Data Center for Geoinformatics and
Sustainable Development and the “Sustainable development index” project.
Modeling and analysis were carried out in MS Excel and RStudio applications. The
obtained results demonstrate that it is possible to predict the level of sustainable de-
velopment based on the approximation model using a limited set of territorial
development indicators, which will lead to the loss of a minimal amount of informa-
tion.

Keywords: sustainable development, European context, approximation model, terri-
torial development indicators, forecasting.
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COMPARATIVE ANALYSIS OF MODIFIED SEMI-SUPERVISED
LEARNING ALGORITHMS ON A SMALL AMOUNT OF
LABELED DATA

L.M. LYUBCHYK, K.S. YAMKOVYI

Abstract. The paper is devoted to improving semi-supervised clustering methods
and comparing their accuracy and robustness. The proposed approach is based on
expanding a clustering algorithm for using an available set of labels by replacing the
distance function. Using the distance function considers not only spatial data but
also available labels. Moreover, the proposed distance function could be adopted for
working with ordinal variables as labels. An extended approach is also considered,
based on a combination of unsupervised k-medoids methods, modified for using
only labeled data during the medoids calculation step, supervised method of & nearest
neighbor, and unsupervised k-means. The learning algorithm uses information about
the nearest points and classes’ centers of mass. The results demonstrate that even a
small amount of labeled data allows us to use semi-supervised learning, and pro-
posed modifications improve accuracy and algorithm performance, which was found
during experiments.

Keywords: center of mass, clustering, distance function, medoids, nearest neighbor,
semi-supervised learning.

INTRODUCTION

A large amount of data was produced recently, and nowadays humanity has the
opportunity to store and process all this data. In all spheres of life, people try to
use various data for optimizing business and life-improving using Al and data
mining.

There are several approaches to data processing and analysis problems
within the framework of machine learning (ML) paradigms. One of them is
unsupervised learning when one tries to detect inner structure or patterns without
human supervision. The most efficient approach in ML is supervised learning
when we have some data with labels and try to learn a model function on data
points as pairs of feature vectors and suitable labels. In many cases, there is no
opportunity to label all data from different cases, causes are too complex and
expensive experiments, data streaming with large frequency or just high cost of
data labeling. Therefore, in this case, a satisfactory compromise is semi-
supervised learning [1, 2], when we use datasets with a small amount of label that
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allows learning better its inner structure, which is illustrated by (Fig. 1).

Semi-supervised learning includes a variety e P ~N
of different approaches and can be used for any E
popular data analysis problems, such as cluster- o | e
. . . 1
ing, anomaly detection, latent variables models, i
and many overs. In this paper, the object of the H
study is the process of the data points classifica- \_ i /
tions, namely, identifying to which of a set of 4 0% I

. . . e "0
categories a new observation belongs to using a Y o 00
training set of data containing observations o o™ %
. . . d

whose category memb.ershlp is known fgr apiece [Tl OF oM g0 s
of data. The purpose is to develop an improved L ': oo’ y

combined semi-supervised method using already ™
existing supervised and unsupervised algorithms £7g. /. Example of unlabeled

. data in semi-supervised
and compare their accuracy and robustness. learning (adapted from [3])

PROBLEM STATEMENT

Given a set of / labeled examples {<x1 , y1>, . ,<xl, v >} , where x; — feature vec-
tor of i-th example and y, — its label (class), y,,),,...,), €Y, and a set of u

unlabeled data {x,,,....,x,,}  X,X,,...,%,, € X . The goal is to determine

some function using given sets that will give correct mapping of points from X to
Y: f(x;)=y; forany point from X .

REVIEW OF LITERATURE

The semi-supervised learning approach described in the literature is not so widely
investigated as unsupervised or supervised, especially algorithms implementation.
In [2] presented an overview of semi-supervised approaches that describe as-
sumptions of semi-supervised learning especially: smoothness, low-density, and
manifold.

In particular, the semi-supervised approach demonstrates high efficiency in
solving clustering problems. The idea of the corresponding improvement of clus-
tering algorithm was described in the review [4]. Majority of these methods are
modifications of the popular k-means clustering method. As the base method
chosen for improvement within the semi-supervised paradigm, the unsupervised
k-medoids approach also known as PAM (Partitioning Around Medoid) algo-
rithm, proposed in [5]. A medoid is a point in the cluster, whose average dissimi-
larities with all the other points in the cluster is minimum. k-medoid is a partition-
ing technique of clustering, which clusters the data set of n objects into & clusters,
with the number k of clusters assumed known a priori. Both the k-means and
k-medoids algorithms are partitional, which breaks the dataset up into groups, and
both attempt to minimize the distance between points labeled to be in a cluster,
and a point designated as the center of that cluster. In contrast to the k&~-means al-
gorithm, k-medoids choose data points as centers and can be used with arbitrary
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distances, while in k-means the center of a cluster is the average between the
points in the cluster (Fig. 2). Consequently, k-medoids are more robust to noise
and outliers as compared to k-means.

Fig. 2. Mean and medoid difference (adapted from [6]): a —mean; b — medoids

Another clustering method refined within the implementation of semi-
supervised paradigm is DBSCAN — Density-Based Spatial Clustering of Applica-
tions with Noise proposed in [7]. The idea is to find core samples of high density
and expand clusters from them. Such an approach is suitable for data that contains
clusters of similar density. Based on a set of points, DBSCAN groups together
points that are close to each other based on distance measurement, wherein it also
marks as outliers the points that are in low-density regions.

A widespread clustering algorithm is also agglomerative clustering, which is
the typical type of hierarchical clustering used to group objects in clusters based
on their distance to each other. The algorithm starts by treating each object as a
singleton cluster. Next, pairs of clusters are successively merged until all clusters
have been merged into one big cluster containing all objects. The result is a tree-
based representation of the objects — dendrogram (Fig. 3) [8].
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Fig. 3. Dendrogram of hierarchical clustering (adapted from [9])
The supervised approach for clustering problem is described in [10]. The

nearest neighbor decision rule assigns to an unclassified sample point the classifi-
cation of the nearest of a set of previously classified points. Thus, for any number
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of categories, the probability of error of the nearest neighbor rule is bounded
above by twice the Bayes probability of error. In this sense, it may be said that
half the classification information in an infinite sample set is contained in the
nearest neighbor.

MATERIALS AND METHODS

Distance function extension

As was shown above the major clustering methods form clusters based only on
distance function. So we made the assumption that feature space can be extended
by additional dimensions with information about available labels. We develop
multiple distance functions that take to account that label dimension. The pro-
posed approach allows concentrating attention on distance function creation and
the use of already implemented and optimized clustering algorithms.

As a base distance metric, we use Euclidean distance. If there is additional
data from the label space, it is advisable to use this information. An example is a
naive solution - to reduce the distance between points if they have the same labels
and increase in the opposite case:

Dlabeled(paq):(1+W*S(paq))*d(p’Q)a (D

where W — weight coefficient, W €[0,1];S(p,q)={-1, if label,, = label1,

if label , # label, and 0, otherwise d((p,q) = euclidean distance :

X -
k=1

In (1) weight coefficient W is used for tuning influence of labels: 0 — has no
influence, ignoring label information; 1 — the distance between points with the
same label equal to zero.

The suggestions concerning distance function not only decrease the distance
between points with the same labels but also increase if points have different la-
bels and improve robustness in cases with noised data and close clusters.

In real cases, data often occurs with labels as ordinal variables wherein the
labels should be number type (0, 1, 2...). In this case, we can also use the distance
between labels, because rank 1 is closer to rank 2 than rank 3 (for example, “cat”
is closer to “dog” than to “fish”) [11]. However, it required additional data analy-
sis before clustering.

Considering the idea above, one can expand the (1) with the distance between
labesls:

Digpetea(p-q) = 1+ K *S(p,q) **|label , —label ) * d(p,q) .

The methods described above are intuitively understood and easy to imple-
ment, but have one con:

— labeled and unlabeled data have the same influence on cluster formation,
while the labeled point should have more influence;

— only points with labels are considered and do not take neighborhood
points without labels, but in most cases, the neighborhood has the same class.
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Semi-supervised k-medoids algorithm

We will propose some improved techniques that can resolve these issues and use
the k-medoid approach as a base idea. However, unlike £-medoids the proposed
algorithm first calculates medoids using only labeled data and next processes un-
labeled classes — assign labels of nearest medoid. This approach is described by
Algorithm 1.
This algorithm has the following pros:
— reduced processing time, because required only multiple iteration throw
points unlike standard k-medoid;
— more robustness to wrong assigned labels, because the algorithm gives
higher weights to labeled data in the medoids calculation step.
Algorithm 1. Modified k-medoids algorithm
Input:
X — feature matrix n*m, n — number of objects, m — number of features
y — labels vector of length n, y[i] =—1 if no label data for i-th object
Output:
y_predicted — vector of length n with object labels
k < number of clusters, e.g. number of unique labels in y
X [ «labeled point from X
X _u <—unlabeled point from X
select k£ random points out of the X [ as the medoids
associate each data point to the closest medoid
while the cost of the configuration decreases:
for each medoid m, and for each non-medoid data point o from X [:
Consider the swap of m and o, and compute the cost change

R IR A > ey

If the cost change is the current best, remember this m and o combination

_
e

associate each point from X u with the nearest medoid

—_
N —

for each point o in X:
fill y_predicted with assigned medoid of point o

—
(O8]

return y_predicted

Semi-supervised k-nearest neighbors algorithm

Another proposed approach uses the idea of k-nearest neighbors and the k-mean
algorithm, because for classifying we use both information about the nearest
points and classes centers of mass. As a distance metric was used Euclidean dis-
tance but any metric could be used.
Classes’ centers do not recalculate after each assignment, because experi-
ments show that it does not bring benefits but takes more computation time.
Algorithm 2 implements the proposed approach.

Algorithm 2. Object clustering using k-NN based approach

Input:
X — feature matrix »n *m, n — number of objects, m — number of features
y — labels vector of length 7, y[i] =—1 if no label data for i-th object
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K — number of nearest points
C — the weight of the nearest class center
Output:
y_predicted — vector of length n with object labels

1: y predicted < empty list of length n

2: unlabeled_idxs < list of indexes where y = -1

3: labeled idxs «list of indexes where y > -1

4: center_coordinates < list of center coordinates for each class, calculated using
available labels

5: random shuffle unlabeld idxs

6: for i in unlabeld idxs do

7 distances_i < distances from i-th object to each object with indexes in la-

beled idxs
8: argsort distances_i

nearest_idxs < indexes of first K elements from distances i
10:  classes_dist_i < distance from i-th object to each classes' center
11:  neares class_idx < index of nearest class to i-th object

12:  cls_counts < list, where j-th element denote numbers of points belonging to j-th
class among nearest_idxs

13:  cls_counts[neares _class_idx] « cls_counts[neares_class_idx] + C// add addi-
tional value for class with nearest center

14:  label « argmax(cls_counts)
15: vy predicted[i] < label

16: end for

17: for i in labeled idxs do

18: vy predicted[i] < y[i]

19: end for

20: return y_predicted

So, the method described above allows:

— consider information about the nearest point, because in most cases point
has the same label as its neighbors;

— combine a different kind of information;

— tune the weight of different sources using input parameters.

EXPERIMENTS

For experiments purpose was generated synthetic multiple datasets using sklearn
library. Each dataset contains 250 points in 2D space. Available only 10% of la-
bels as default. In addition, datasets have multiple clusters with different distribu-
tions and shapes (Fig. 4).

We will compare different approaches to find the average accuracy score on
all these datasets for each approach with different combinations of base clustering
methods and distance functions. Table included combinations that have improved
compared to the base clustering method.
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Fig. 4. Datasets visualization. The legend shows classes’ labels, -1 — unlabeled point;
a, b — Moons dataset, 2 classes, with non-convex and separable shapes; ¢, d — Aniso
dataset, 3 classes, convex shape with same class variation, not separable; e, f— Varied
dataset, 3 classes with a convex shape and different class variation, also not separable

Accuracy comparison

Dataset name

Method name Moons| Aniso | Varied Avg accuracy
Agglomerative + custom distance
with ordinal variables (W = 0.8) 1.000) 0.824 | 0.888 0.904
DBSCAN + custom distance (W = 1.0) 1.000 | 0.488 | 0.360 0.616
K-Medoids based 0.86 | 0.864 | 0.904 0.876
k-NN based (N =5, C=2) 0.904 | 0.900 | 0912 0.905

40

The results shown in Table show that the best-unsupervised method is
k-medoid and the A-NN based algorithm has higher average accuracy.

Fig. 5 illustrates the difference between unsupervised and semi-supervised
methods, which is especially pronounced for non-convex data localization areas
and for clusters with the same variation and located nearest to each other.
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Fig. 5. Predicted labels visualization. a, ¢, e — unsupervised k-medoids, b, d, f— semi-
supervised k-NN based method

Another required feature of a semi-supervised algorithm is quality versus
a umber of labels dependency: more labels — higher quality and vice versa. How-
ever, Fig. 6 shows that clustering methods with custom distance functions do not
have this feature. Therefore, this approach can be easy and fast, because it re-
quires implementation only of the distance function. However, on the other hand,
it is necessary to develop and tune the distance function for each case with a dif-
ferent number of available labels.

DISCUSSIONS

In Fig. 6 we can see that with the percentage of available labels increasing the
accuracy of A-NN based and k-medoids based algorithms increased too. In addi-
tion, these algorithms have high accuracy according to Table. At that time,
DBSCAN and Agglomerative methods did not respond to increasing labels. It
means that we need to develop and tune the distance function for each case with a
different number of available labels.
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Fig. 6. Accuracy versus the quantity of labeled data comparison plot

CONCLUSIONS

In this study, we had shown that even small amounts of labeled data allow the use
of semi-supervised learning and improve accuracy. At that, semi-supervised
learning can improve algorithm performance too. Multiple approaches to semi-
supervised learning were proposed, one of them is using a distance metric that
considers available label information.

Further development of this work was a modification of other methods of classifi-
cation and clustering and a deeper study of the influence of the distance function
on the accuracy of clustering.
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MOPIBHSIVIbHUM AHAJII3 MOJAU®IKOBAHUX AJITOPUTMIB HABYAHHS
3 YACTKOBUM 3AJYYEHHSIM YYHUTEJSI HA MAJIA KIIBKOCTI
POSMIYEHUX JAHUX / JI.M. JTro6unk, K.C. SAMmxoBuit

AHorauisi. [IpucBs4eHO BJOCKOHAICHHIO METO/IB KiIacTepu3alii 3 YaCTKOBUM Mif-
KPIIJICHHSM, a TaKOK MOPIBHAHHIO IX TOYHOCTI Ta CTIMKOCTI. 3alpOIIOHOBAHUH i~
Xi/1 3aCHOBaHHUI Ha PO3IMIMPEHHI alTOPUTMIB KITaCTEPH3aLii MUITXOM BUKOPHCTAHHS
JOCTYIHOT0 HabOpy MITOK KJIaciB 3a JOIOMOTOIO 3aMiHM (yHKLIi BifCTaHi, IpH
I[bOMY 32 BUKOPHCTAaHHS 3alpONIOHOBaHOI (QyHKIIT BiICTaHiI BPaXOBYIOTECS HE TiIb-
KU NIPOCTOPOBI JaHi, aje i Mitku. binbiue Toro, 3anpornoHoBaHa QyHKIis BigcTaHi
MoXe OyTH ajanrToBaHa Juisi poOOTH 3 HOPSAKOBUMH 3MIiHHAMHM SIK MIiTKH. Takox
3alpONOHOBAHO IMiXiJ, 3aCHOBAHUI Ha METOAI HaBYaHHs Oe3 BUUTENs k-MEHOIiB,
Moz (iKOBaHHH Ul BUKOPUCTAHHS JIUIIE PO3MIUCHHUX NAHHMX HA €Tali 00YMCICHHS
MeI0iNiB KJIacTepiB, KOMOIHAIII0 METOY HaBYAHHS 3 YUHUTENIEM k HAUOMIDKINX Cy-
cigiB Ta 6e3 BunTens — k-cepenHix. [Ipu mpoMy anropuT™M HaBYaHHS BHKOPHUCTOBYE
iH(opMaIiio IK Ipo HaAHOIMKYI TOUKH, TakK 1 Mpo HeHTpH Mac kiaciB. OTpumaHi pe-
3yJIBTaTH AEMOHCTPYIOTb, 1[0 HAaBITh HEBEJIMKHH 00CAT TOMIYEHHX JaHUX J[a€ 3MOTY
BUKOPUCTOBYBAaTH HAaBYAHHS 3 YaCTKOBHM ITiIKPIIUICHHSM, a 3aIlpOIIOHOBAHI MOJY-
(ikarii 3a0e3Mevy0Th MiIBUICHHS TOYHOCTI 1 CTIMKOCTI aNropuT™My, MO MPOAEMO-
HCTPOBAHO MiJ 4ac EKCIIEPUMEHTIB.

Karuosi cjoBa: neHTp Mac, kiactepusanis, QyHKIIS BincTaHi, HalOmmKaui
CyciJ, HABYAHHS 3 YaCTKOBHUM 3aJTyUeHHSIM BUUTEIIS, MEJOI/I.
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Abstract. The problems of intelligent control system organization are considered:
determining the number of intellectualization levels, the sequence of actions re-
quired for analysis of the control process, adding to the control system new elements
providing for enhancement degree of its intellectualization, special features of its
structural organization, estimating the possibilities of intellectualization, providing
examples of practical intellectualization. The primary purpose of the study is to de-
termine the purposeful organization of intelligent control systems as well as the ne-
cessity and usefulness of systemic consideration that takes into consideration the fol-
lowing: requirements of the problem statement, characteristics of the environment,
means for acquiring and processing necessary information, working control mecha-
nisms, functional characteristics and experience of user-operator. As a result of the
analysis performed, characteristic levels of the intellectual development of a system
were determined, the stages of performing intellectualization of a control system
were proposed, and the effectiveness of proposed solutions for practical problems
was shown.

Keywords: control system, intellectualization, organization of control systems, in-
telligent control, man-machine systems.

INTRODUCTION

The urgency of the problem of control system intellectualization is determined by
the modern requirements to development and implementation new control sys-
tems for dynamic processes and systems that could use large volumes of informa-
tional data and are capable to perform intellectual processing of the data to reach
high quality control in real time. Dynamic modern development of the computa-
tional means and particularly the means for parallel data processing like graphical
and tensor processors as well as new intellectual data processing methods create
favorable conditions for reaching high quality control. Together with the possi-
bilities mentioned the requirements regarding data optimization are preserved
aiming to determining the confidence intervals and characteristic numbers.

The complex approach to taking into consideration the purposeful functioning
of a system, to determining dimensionality of complex systems characteristics and
control environment, to description of functioning machine operator provides
creating conditions in the direction mentioned.

The trend to automatizing of all sides of human activities (transportation, in-
dustrial production, agriculture, economy, home activities, social sphere etc.) re-
quire development of high-tech systems with intellectual functions, capable to
interact with distributed data systems and use remote services.

The paper contains methodological aspects and examples of organizing intel-
lectual control systems for complex dynamic objects and processes. It is also pro-
posed the methodology for organizing control systems with functional structures
that implement some separate characteristics of intellect.
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Intellectual technology, intellectual control, intellectualization — all these no-
tions are mostly accepted intuitively. When transition occurs from some purpose-
ful functioning of a system to the process that exhibits intellectual features, then
different subjective opinions come to being that gradually transform into the pro-
cesses of search for high quality solutions and more complicated tasks.

The considerations proposed in the study are linked to emergence and
development of natural evolutional intellect but the possibilities are preserved for
hybrid combinations with other approaches. The intellectual level of a control
system is linked to effectiveness of its functioning but there is no one-to-one
correspondence. The general estimate of effectiveness of the system created and
the measure of its intellectualization is rather relative and can be determined via
investigating of its functioning using various methods in natural conditions or via
computer simulations. The qualitative estimation of control system intellectuality
supposes availability of some definite structure as well as adaptation of the struc-
ture and model parameters, memorizing control actions and their results, the pos-
sibilities for constructing models of environment and the system under study etc.
The quantitative estimation of intellectuality can be expressed by the number of
micro-situations in which within limited time can be found solution for stated
problem. Time is a critical factor that influences general effectiveness of practical
functioning of a system being studied. The effectiveness of a system is often con-
sidered as necessary initial but not sufficient condition of intellectuality. When
strict conditions on the decision making time exist the effectiveness of general
functioning of a control system that has lower intellectuality level may become
higher. Certainly here we have to higher numerical effectiveness criterion.

PROBLEM STATEMENT

The use of conforming to the laws of evolutionary development biological sys-
tems for constructing engineering systems is carried out during all history of
mankind. Development and improvement of intellectual functions of biological
system stands in the same position, i.e. this is not exception. Here it is proposed to
use basic natural conforming to the laws intellectual developments for creating
technical systems though we don’t remove the possibilities of using effective en-
gineering solutions in hybrid systems. Development of such engineering systems
requires paying special attention to selecting and processing only necessary in-
formation for solving specific goal problems and further usage of the data re-
ceived.

One of key moments of carrying out analysis while solving complex practi-
cal problems and touching upon determining characteristics related to confidence
interval and control of dynamic objects is taking into consideration and coordina-
tion of used environment characteristics and the controlled object with the goal
requirements and possibilities of receiving information from gauges that is limited
in its precision in noisy conditions as well as taking into consideration discrete
time intervals for making control decisions. As an example, the problem is con-
sidered to control flying object in such a way to lead it into given limited space
from the space of initial states. Taking into consideration of such requirements
provides the possibility for carrying out micro-situational analysis and find opera-
tive control, to determine the areas of reachability for the goal values of variables
and parameters for various control algorithms, and make conclusions regarding
effectiveness of the usage for the algorithms applied.
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Today there exist a large number of studies directed to description of intel-
lectual features of biological systems and their implementation in technical sys-
tems [1, 2]. Of particular popularity and success today has the use of analogs for
neural nets [3]. Practical implementation of intellectual systems is performed in
the most diverse spheres of human activities; it is especially topical and substanti-
ated problem for the unmanned transportation systems [4]. The problem of practi-
cal implementation of the intellectual systems is mainly related to the high dimen-
sion of input data, availability of noisy components, uncertainties in internal and
external parameters of control processes as well as in absence of effective basic
control solutions and structures that could be modernized. The systematic consid-
erations of forming intellectual features of biological organisms helps to over-
come the difficulties mentioned in the practice of creating and implementing in-
tellectual technical systems.

Using quite generalized considerations it is possible to analyze the process of
forming some system with control structures and control object in chosen goal
environment as gradual refinement of the system organization.

The system that performs definite goal task is functioning in a specific se-
lected environment and basically presents a part of the environment, and it can
serve as external sphere for some other systems. The structural division of the
sphere and system, of an object and control system can be quite conditional, that
could be used for logical understandable description of the processes related to
functioning of the system.

Selection of the goal environment is performed with taking into considera-
tion the specificity of the problem being solved. Out of the world where every-
thing is happening the part of environment is selected in which the specific task is
implemented. Then the dimensionality of substantial characteristics and states of
the goal environment is determined, selection of the controlled object, control sys-
tem, input and output data, conforming to the laws functioning of a man in the
process of search the goal solutions. Then the goal situations are described and
determining of the sets of goal micro-situations that create situations, and it is de-
termined the goal functioning in the situations and micro-situations.

The search of decisions necessary for reaching the goals determined in se-
lected situations and micro-situations can be characterized as determining the
function of data for output variables at the inputs of the goal (under investigation)
system (for example, control system or decision support system). Taking into
consideration the evolutional development of biological systems determine the
basic directions of their improvement and further development in the sense of en-
hancement of the level of intellectual possibilities without strict division on
availability or absence of intellect. In the problems that are solved by simple
biological organisms the similarity of intellectual features can be highlighted by
the specificity of subsystems receiving and processing external information
(intellectual sensors). Further enhancement of the intellectuality level is linked to
constructing of environment models and models of possible behavior of an object
(being studied) in this environment with estimation of final results.

When intellectual control system is synthesized the attention should be paid
to the urgent methodological questions related to selection and processing input
information. Here also the aspects of constructing distributed control structures
and databases as well as the questions of decision forecasting in the nonlinear
non-stationary environments should be taken into consideration.
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THE CONCEPTUAL IDEAS REGARDING ORGANIZATION OF
INTELLECTUAL CONTROL SYSTEMS

When intellectual control system is synthesized it is necessary to take into consid-
eration a series of general structural and functional norms. The norm touching
upon adequate reflection of features of living beings and a man in the structure
and functions of modules and systems being developed should be necessarily con-
sidered. The basic structural and functional similarity is reflected through devel-
opment of logic-and-dynamic models of control processes. Extended functional
similarity is reflected through constructing the models of adaptive and optimiza-
tion stochastic transforms of control processes.

Consider the idea of compact discrete representation of the recognition
processes and object control. Such representation supposes selection of
substantial variables, forming of input and output spaces of features, the measure
of discretization, and optimal division for specific control environment.

Now consider the idea of finding compact transforms that provide for opti-
mal solution and correspond to representations of man-operator and experts. In
particular, here it is necessary to perform processing of several data streams with
their mutual comparison in functional space, and perform the goal transforms
with several levels of decision making based only on the short time forecasts, but
also estimate development of situation on the long-term time intervals.

The intellectual integrated control represents multicomponent process of
searching for solutions that supposes forming of a series of goal images for con-
trol object and control environment, their further refinement, transforming and
consolidation in the generalized goal space.

The control process is related to discrete or situational ones. The intervals of
discretization or situations are determined by the interactions of control object and
control subject as well as influence of environment. Here the most substantial in-
fluence on the discretization of control process makes man-operator and corre-
spondingly his characteristics and practical experience. The next substantial rea-
son for control process discretization is availability of noisy components in the
control system and environment. Another factor influencing discrete characteris-
tics of the control process is related to bad quality of data characterizing initial
and current characteristics of controlled object and control environment. A spe-
cific feature of this representation is also taking into account of interaction
between man-operator and controlled object even if the control is performed in
fully automatic mode. Here automatic control is constructed with taking into
consideration of man-operator representation about possible control process and
his experience of work in conditions of preserving monitoring functions and
correction of possible control decisions. Thus, the decisions that are performed
(implemented) are directly or indirectly related to representation of man-operator
and his conformity of laws regarding information transforming. Here it is of
particular importance for development of separate optimal systems have the goals
set by man-operator and their actual practical implementation.

The process of system intellectualization is considered as gradual enhance-
ment of its possibilities regarding effective goal stated functioning on the ex-
tended set of environment states. We can state that when the control system
reaches some goal using its actions more effectively than without such activity,
then there exists some level of its intellectuality.

As an example of possible representation of the development levels for intel-
lectual characteristics of automatic and automatized control systems the following
levels are given:
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1. The intellectualization level at which preliminary data processing is per-
formed in a single control channel. For example, it can be the case of using spe-
cialized goal sensor or the system based upon directive control.

2. The intellectualization level at which several information channels are
working and extra preliminary data processing is performed together with selec-
tion of substantial data necessary for reaching the goal. It is also performed identi-
fication and taking into account of possible uncertainties.

3. The intellectualization level at which development of information trans-
formers is performed that take into account stable conformity to the laws of man-
operator activities like logical inference or stereotype behavior.

4. The level of intellectualization at which adaptation is performed to the
specificity of accepting and search for solution of the specific operator, the
generation takes place and expansion of possibilities for selecting alternative in-
formation transforms.

5. The level of intellectualization at which during the control processes is
taken into account the set of data- and knowledge bases about control object and
environment; the adequacy is observed about system functioning according to
basic notions and criteria with the man-operator what can be considered as initial
level of image-like control.

6. The level of intellectualization at which exists adequacy of control system
functioning according to the image representation of situations by the man-
operator and decision forming by the technical part of the system in the definite
specific control area.

7. The intellectualization level at which there exists adequacy of system
functioning according to the basic information data (and outside of separate spe-
cific control area). Here is performed in concordance with multiple situations in-
teraction of a man-operator with the engineering part of the control system.

8. The level of intellectualization at which the systems under study exhibit
the characteristics of creative development and refinement.

ORGANIZATION OF GOAL REACHING SYSTEMS

The conformity to the laws for organizing goal reaching systems is expressed in
structural and functional characteristics of highly organized living beings [5].
Analysis of these characteristics allows for determining the following basic con-
formities to the law.

Availability of some time and space continuum for the control system exis-
tence in the form of a part of selected environment.

Availability of definite levels of external and internal activities, and freedom
of the system under study.

Availability of signals of definite levels for control and interaction of the
system with environment and control of internal states.

The number of distinctive signal levels allows for selection of a limited
number of possible states in the system and states of the system in the environment.

Availability of initial structural organization that determines initial choice of
possible system reactions to external and internal influences.

Availability in the initial structure of motivation basis (for example, for
satisfying of the life necessities as well as role necessities and self-development)
that is expressed in the form of definite behavior or program of actions.

Availability in the initial structure of plastic elements that allow for re-
cording stimuli signals, emergence of initial reactions and results of system inter-
action with the environment.
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Availability of hierarchical structural system organization that determines in-
teractions of its basic structures, motivation basis, plastic elements and the ele-
ments that are responsible for actualization of system reaction.

An example of the sequence of organization and search for the solutions in
goal set man-machine systems:

e General formulation of the goal settings.

o Selection of the goal space characteristics and control object.

e Activities analysis of a man-operator under realization of various general
and specific goal settings.

¢ Analysis of selected environment in the space of goal set functioning of a
system — goal set reduction of the control environment.

e Analysis of the control object in the space of goal-set functioning of a
system — the goal set dimension reduction of control object.

e Creation of a basic structure of a control system in realization of goal set-
tings.

¢ Distribution of information and control system resources directed to ef-
fective and reliable realization of goal settings.

o Creating of possibilities for database and knowledge base expansion, ad-
aptation, learning and repeated learning while realizing of the goal settings.

o Multilevel integration of resources and structures for generating decisions.

e Reaching integrated functioning of technical part of a control system and
man-operator.

¢ Introducing into integrated goal system the features of creative developments.

ORGANIZING DISTRIBUTED REMOTE CONTROL SYSTEMS

Development of effective distributed remote control systems includes the fol-
lowing stages [6].

The problem statement formulation for remote control and determining re-
quirements to the functional characteristics of control object and control system itself.

Formulation of specific temporal requirements to functional agents that are
selected in the functional structure of control system under study.

Determining of characteristics for the existing structure of the net that can be
used for solving the specific problem of related to remote control.

Determining of time delays emerging during the use of different protocols
for information exchange within the net hired.

On the basis of the analysis performed distribution of the control blocks
structure at the remote object is performed and in the control system.

The functional optimization is performed of control for the remote system at
the expense of extra knowledge about characteristics of the system and environ-
ment.

Adding to the net structures of new information devices for receiving and
processing information.

Creating of a developing net infrastructure with adding new intellectual fea-
tures and possibilities.

Extra development of net information exchanging protocols and organization
of new channels for information input.

For effective functioning of control systems with distributed information and
executive resources in multitask net structures it is necessary to perform complex
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integrated considering of all elements of the control process and taking into ac-
count of the following recommendations:

— distribution of control information according to its value regarding the con-
trol goals and acceptable transmission delays;

— determining of specifications for data transmission protocols and for dif-
ferent types of information;

— determining expediency of usage for different channels and routs of infor-
mation transmission;

— setting priorities of data meaningfulness and the sequences of its transmis-
sion in the information structures;

— creating the structures that provide for duplication or excessiveness of the
data being transmitted;

— determining of structure for distribution of functional modules of the sys-
tem and control object depending on possible intervals of control signal delay.

Besides taking into account of systemic requirements to information trans-
mission additional possibilities can be hired for organizing of control structures
that take into account perspective methods of control for high speed dynamic pro-
cesses and structures for distribution of control means on the object and control
system. All this helps to improve substantially quality of control for dynamic sys-
tems [7]. Fig. 1 shows examples of control organization for remote dynamic objects.

Control organization with
taking into account possible
delays in distributed
control systems

Shifting a part Development Development of Development of the
of control system of remote object environment model | | Man-operator model
functions to executive | | model in distributed in distributed in distributed
mechanisms control system control system control system
Shifting a part of S}f“.ftinﬁ a %)arlt Development Development of the
Man-operator dynamic 1?/1;11-2 zgaltlgr of the world model control team model
characteristics functil())ns to on the controlled on the controlled
to controlled object controlled object object object

Fig. 1. Examples of control organization for remote dynamic objects

The complex usage of the methods developed for control of high-speed dy-
namic processes and taking into account of proposed recommendations regarding
organization of information transmission in the distributed net structures allows
for reaching general improvement of qualitative and quantitative effectiveness
measures in the process of remote system control.

THE SYNTHESIS OF GOAL REACHING CONTROL OF A FLYING OBJECT IN
CONFLICT AND ACCIDENT CONDITIONS

Consider example of constructing an airplane model and description of the air-
plane control in algorithms in the non-scheduled situations and equipment faults.
Of high importance for successful solving of a flight safety problem are the ques-
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tions of reliable and stable with regard to interferences of flight control when
various goal maneuvers are performed. Also important are the questions of devel-
opment control algorithms for providing the flights on an airplane with low stability
reserve or in the case of unstable airplane.

The control algorithms being developed have to enhance the plane “vitality”,
reliability of its control system when maneuvers are performed. These algorithms
also should provide for continuation of performing set tasks by an airplane when
one or several control mechanisms exhibit fault regime. This problem can be
solved at the expense of fault compensation by the control system thanks to re-
configuring of the control process by varying aerodynamic surfaces of an air-
plane.

Solving of the problems mentioned is proposed in the frames of a concept of
constructing distributed control system. It is supposed that an airplane has various
controlled aerodynamic surfaces, and control by executive mechanisms and sur-
faces can be performed separately. Flexible structure of control system provides
the possibility for changing its configuration during flight, and use various func-
tional regimes of aerodynamic surfaces to create acrodynamic forces of necessary
configuration.

To reach stable movement of an airplane, automatic controllers for tangent
angle, turn angle, and rove angle are used. The controllers should provide for
reaching by airplane of the set orientation angle, performing maneuvers and the
flight with given tangent, turn and roam angles. The automatic control of orienta-
tion angles provides for compensation of control mechanisms faults.

The algorithms development suggests on-board computer application in the
control system. The on-board computer coordinates the functioning of control
mechanisms and provides for performing in real time necessary computations and
generation of control commands.

To solve the problems of performing goal tasks computer simulation of the
control algorithms developed was performed for reaching the airplane control. To
solve the simulation problem the flight of aerodynamically unstable airplane had
been modeled in perturbed atmosphere. Simultaneously, it was modeled functioning
of control system for aerodynamic surfaces of the airplane. Using the model
created the testing of functioning of the algorithms developed was performed. The
model developed allows for performing simulation of various modes and stages of
flight as well as receive estimates of effectiveness of the algorithms functioning.
The simulation allows for receiving information about possibilities and areas of
application for each algorithm and control system as a whole.

Generally, the perturbed or controlled movement of an airplane is taking
place in three-dimensional space because here simultaneously are taking place
changings of parameters and variables that define direct and side movement.

When the amplitudes of parameter changings related to the movement of an
airplane are small then equations of direct and side movement of the plane can be
approximately studied separately. However, when the movement parameter
changings are quite large such separation of the equations into direct and side
movements starts to produce unacceptably large errors, and it is necessary to ana-
lyze complete system of equations describing spatial movement.

Development of the airplane dynamics model was performed on the purpose
of simulation of various flight regimes and functioning of control system. To
reach this goal complete system of equations describing spatial movement of an
airplane was used.
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The airplane movement takes place under influence of aerodynamic forces
and moments produced by engines and gravitation forces. Generally, to define an
airplane movement it is necessary to solve the following problems [8]:

— to find angular and linear velocities of an airplane movement, induced by
the influence on it of all mentioned forces and moments;

— to determine the angles of the plane orientation relatively the flow that
meet it, and coordinate axis linked to the Earth;

— to determine the shift of an airplane with respect to Earth.

Each of these tasks is supported by special set of differential equations. The
model uses quite complete and precise equations of an airplane movement for
performing necessary computations and allows for achievement of truthful results
for modeling control system functions. In this case an airplane is considered as
absolutely rigid body

The mass and inertia moments of airplane are considered as unchangeable
during the time of modeling the plane and correspond to initial state of equilib-
rium flight.

It is also suggested that the plane configuration has symmetry plane and its
masses are distributed symmetrically with respect to this plane.

To represent the movement model of unstable flying apparatus in three-
dimensional space the work regarding development of stabilizing algorithms of
the apparatus has been carried out with taking into consideration cross-channel
links in the maneuvers are performed it is supposed that various external
disturbances exist such as wind, atmosphere turbulence etc., as well as internal
ones, such as poor precision of computations and sensors. To construct the
trajectories of given movement into the goal area it is necessary to take into
consideration the most substantial information characteristics of control object
and environment, and have the possibility of continuous correction of the trajec-
tory due to influence of random factors. Taking into account the general
considerations given above, now present an example of control organization for
flying apparatus at the stage of landing in accidental conditions and with
influence of random wind changings.

Airplane control during the landing stage is the most complicated task of its
control. That is why the problems of automation of airplane landing are given
substantial attention. The system providing for the airplane landing for the case of
engine fault has been developed as an compound part of integrated control system
for complex dynamic objects that contains a program simulating movement of a
flying apparatus in three-dimensional space.

The airplane landing in accident mode of engine fault puts ahead extra re-
quirements to organization of functioning of interconnected system including pi-
lot — automated control system — flying apparatus. Such systems, oriented to ac-
tive interaction with man-operator in the extreme situation, should take into
account specific features of the man-operator activities in such situations as well
as accepting of incoming information by the man. This problem can be formu-
lated as mutual coordination of goals and structure between automated part of the
control system and activities of the man-operator. Such considering of a control
system as integrated man-machine system can serve as a ground for determining
general structure of control and for optimization of respective structural and func-
tional solutions.

In the process of the system development it was accepted that man-machine
system for controlling the object in critical regime of functioning requires taking
into consideration for effective and reliable reaching the goals of control the fol-
lowing factors [9]:
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— activity characteristics of a man-operator, special features of the process of
accepting and processing the information by the man-operator as well as generat-
ing control actions;

— flexible structure of the algorithms developed and coordination of the algo-
rithms structures with stable stereotypes of the man-operator;

— the possibility of operative switching the control functions between man
and automaton;

— taking into consideration and compensation of various types and origin dis-
turbances, dynamic analysis of situations, correction and synthesis of trajectories.

Computer simulation of the control algorithms developed using realistic air-
plane and environment model provided for the possibility of estimating effective-
ness of reaching final goal in complicated navigation environment. For the task of
emergency landing of a cargo plane it is possible to generate substantial en-
hancement of dimensions for the initial states area from which positive result can
be reached in comparison with known trajectory control algorithms.

It was also developed and optimized regarding the types and content of con-
trol information the interface providing for interaction of a pilot with control sys-
tem. The interface was coordinated with characteristics of the man-operator and
his information requirements in critical situations.

ESTIMATION OF CONTROL EFFECTIVENESS

Estimation of decision effectiveness in general case should be received for the
whole region of allowable initial conditions. As a rule the region is rather large
and simple analysis (trying) of all points or variants requires substantial time and
appropriate computational means. Taking into account the systemic methodology
for specific realizations of a control process, generally, we managed to reduce the
number of variants for determining effectiveness of analyzed decisions at the ex-
pense of considering continuity of the control process and conformity to the laws
of systemic interactions. Continuity, as well as stability of the nature of control
processes suggests that after changings in external conditions that influence the
changings of object states, it is occurring relatively small change of final control.
Usually, these values (changings) do not exceed some definite threshold in the
limits of one given macro-situation. On the limit transitions between the situations
(transition  micro-situations) the

control may change in the uneven X0 =
form, and the changings in final |7 . N
results can substantially distinguish . (R T TR T
from inter-situational values. As an . DN IO R
example of calculating such esti- | . AR e
mates it was considered control of I NEERIH EEIR
the goal movement of an airplane . I 7] = X'
. . . " glusssnduann g 0AC
with constraints regarding energy . . A I
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turbed environment. On the basis of - LN L. LI
control methodology considered .
above it was created a series of ef- Scale, 20 km = : :f:;

fective control systems for aviation - : - -
and marine transportation means in & 2- Thefregmn ho_fhmmal staftels lford_ﬂymg
complex navigation conditions, in 2Pparatus, from which successtul landing is
con dI;tions ofgequipment fault and performed. The height echelon — 5000 m.

. . Wind is favorable: X, — initial state of an appa-
strong influence of external distur- ¢,5; 7 state of wind on the landing strip;
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Figs. 2—4 show examples of reachability regions for effectiveness estimating
of control algorithms for cargo airplane, where the arrow indicates to initial
course of flying apparatus, and sharp angle of the triangle points to the wind di-
rection. The computer simulation of the control algorithms developed with realis-
tic model of the airplane allowed for estimate effectiveness of reaching final goal
in a complex navigation environment. The area of the initial positions of the
airplane, from where a positive landing result is achieved, can be increased up to
2.5 times in comparison with the known methods of landing along a
predetermined trajectory.
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Yc [ ] Fig. 4. The region of initial states for flying

apparatus, from which successful landing is

Fig. 3. The region of initial states for performed. Height echelon — 3000 m, Wind

flying apparatus, from which successful

landing is performed. Height echelon —
5000 M. Wind unfavorable: (Xy — ini-
tial state of an apparatus, W — state of

unfavorable: X, — initial state of an appara-
tus; W — state of wind on the landing strip;
Xc, Yc — coordinate directions

wind on the landing strip, X¢ Yo —
coordinate directions)

DIRECTIONS FOR PERSPECTIVE RESEARCH

The modern technical level of information processing tools and the experience of
creating control systems capable of operating in automatic mode and effectively
interacting with a person in critical situations makes it possible to identify
promising areas of research and development.

It is proposed development of systems that include the sense notions, data-
bases and knowledge bases, objects (systems) and their interactions (selected or
general model of the world).

It is also proposed development of basic elements and processors that pos-
sess the features of adaptation, learning and repeated learning for organizing par-
allel data processing in stochastic environment.

We propose development of interaction architecture revealing actual interac-
tion for modern computational means, basic elements and stochastic environment.

Development of structure and separate components for integrated and dis-
tributed control systems.

Reaching necessary level of automation various purpose of distributed data-
bases and knowledge bases.

It is necessary to reach high quality of automatic and automated remote con-
trol for dynamic objects in real time.
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Enhancement of intellectual possibilities of control systems and decision
support systems with making use of distributed human and machine resources.

It is proposed development and application of hybrid man-machine intellec-
tual complexes and systems for processing databases and knowledge data.

These are quite general directions that acquire in sophisticated up-to-date
conditions special meaning. Development of multiprocessor computational means
and cloud computing, storing knowledge and accessibility to large databases re-
lated to control systems and environments with making use of remote access pro-
vide for the new possibilities of creating modern control system with features of
artificial intelligence. It is particular importance development and practical use of
neuron-like structures and technologies of convolutional type and deep learning
[3, 10, 11]. The active use of accessible databases related to various object types
for neuron-like systems learning provided the possibility for getting results starting
from 2014 of automatic object recognition that overcome the results of recogni-
tion received by man. On the basis of similar technologies new autonomous con-
trol systems are developed for transportation means, for machine translation using
different languages, the systems for searching objects in the images and genera-
tion of their descriptions, the systems for autonomous carrying out dialogs in
separate areas of activities, the systems for synthesis of stylized images, and many
of other new developments.

CONCLUSIONS

In the process of organization of effectively functioning man-machine control
system it can be distinguished the following basic stages of development control
algorithms and structures.

First is the stage of creating adequate model of object and control environ-
ment. Here, it is necessary, as possible, to develop precise enough models. The
limiting factors usually are the characteristics of environment noise, low observa-
tion precision of object variables, and impossibility to reach high precision of rep-
resentation for complicated functional characteristics, available, for example, in
the form of approximate table values.

On this stage the limit possibilities of a control object as a whole are studied,
and the problems are solved touching upon stabilization of separate characteristics
and development of automatic subsystems for them.

The second stage is usually devoted to development of basic control struc-
ture that is characterized by high stability and reliability of functioning. The struc-
ture has its specific logic of functioning for the basic set of realizable situations,
logic of carrying out testing of basic nodes and logic for the usage of reserved and
autonomous adaptive equipment.

The third stage includes development of means for representing control in-
formation and the means for monitoring functioning of the control system as a
whole. For the second and third stages it is particularly important taking into con-
sideration the goal requirements of a man-operator, his knowledge of functional
characteristics of the system and the use of his former experience of work with
typical control systems of definite class.

The fourth stage is devoted to implementation of extended matching of
operator and control system in conditions of higher risk and non-trivial situations.
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Besides, the possibilities are created for extended situational analysis and mutual
adaptation between man-operator and control system being created.

The fifth stage is directed to providing for the control system with the means
of interaction with man-operator using the language of natural representations and
notions, providing the system with possibilities of realization creative elements of
the control process.

The indicated general ideas regarding organization of intellectual control
systems receive extended extra possibilities of implementation in modern engi-
neering and informational conditions. Correct discretization of the information
receiving processes, of the information transforming and control processes should
be matched to the goal tasks of the system and interactions with man-operator. A
detailed analysis of control processes on the relatively short time intervals (micro-
situations) is coordinated well with the development of modern neural like sys-
tems in the form of multilayer high precision networks.

The appearance of new computational possibilities in the form of tensor pro-
cessor and cloud services (computing), that provide for an access to such equip-
ment, create new possibilities for introduction of intellectualization to information
transformations and, consequently, constructing of intellectual control systems.

The practical development results are concentrated on control of moving dy-
namic systems, more precisely, on flying objects in critical regimes of flight.

It was also considered the problem of directing flying apparatus into given
limited region with predetermined state characteristics in conditions of availability
substantial external disturbances and limited control resources. The three-
dimensional computer simulation model, environment and control algorithms
were proposed that are distinguished by the high similarity measure with actual
functioning of practically available systems.

The control algorithms developed are related well to the experience of pilots
regarding control of flying apparatus in conditions of strong disturbances of
various nature and with availability of substantial uncertainties in information
data. These algorithms allow for making control decisions at each moment,
construct optimal goal trajectory with taking into consideration current state
characteristics of controlled object and environment.

The use of the micro-situational analysis and synthesis methods allows for
automation in different spheres of practical human activities, especially in the di-
rections where exist substantial uncertainties of data, and deficit of time for deci-
sion making.

The results achieved are directed to development of information technolo-
gies for the goal reaching systems of various classes, and have high practical
meaning for solving wide class of problems regarding control of complex dy-
namic systems in the conflict and accident conditions. The results can also be ap-
plied in the analysis and anticipating of catastrophic events in economic and so-
cial systems and processes, in organizing of multilevel industrial productions in
conditions of uncertainty and deficit of resources.
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METO/JOJIOITYHI ACHEKTH THTEJEKTYAJIBAIII CUCTEM OIIEPA-
TUBHOI'O KEPYBAHHSI JTUHAMIYHUMM OB'€EKTAMM / C.B. MelbHHKOB,
I1.M. Manexuk, A.C. I'acanos, I1.1. Bigrox

AHoTanisi. PO3riissHyTO MHUTaHHS OpraHi3amii iHTENIEeKTyalbHUX CHCTEM KEpyBaHHS:
BU3HAYEHHS PIBHIB iHTEJEKTyalli3amii, MOCIiXOBHICTh NMIPOBEAEHHS aHAJi3y CKIaNo-
BUX KOMIIOHEHTIB IIPOLECYy KEepyBaHHS, YHECEHHS B CHCTEMY XapaKTePHCTHIHUX
BJIACTUBOCTEH IHTEJIEKTY, OCOOJIMBOCTI CTPYKTYpPHOI Oprasizanii, OLiHIOBaHHS
MipH iHTeJeKTyaisauii, IpUKIagu MpaKkTH4HOI peanizauii. MeToro posrisiny €
BUCBITJICHHSI ~HAmpsIMiB  OpraHi3auii IHTENIEKTyaJbHHX CHCTEM KepyBaHHSI,
HEOOXiTHOCTI I KOPHCHOCTI CHCTEMHOTO PO3IIISAY, IO BPAaxOBYE BHUMOTHU IIO-
CTaBJICHOTO ILIIBOBOrO 3aBJAHHS], XapaKTEPHCTUKH 30BHIIIHBOIO CEPEJOBHMILA,
BUKOPHCTOBYBaHI 3aCO0M OTPHMaHHs, IEPETBOPECHHS iH(opMaLii 1 BiampamroBaHHs
KepyBaHHsI, (PyHKI[IOHAIBHI XapaKTEePUCTHKA 1 TOCBLX pOOOTH JIIOANHU-OIIEPATOpAa.
VY pesynbrari MpOBEAEHOTO aHAi3y BHUALIEHO PIiBHI PO3BHUTKY IHTENEKTY CHCTEMH
KepyBaHHs, BU3HAUCHO €TaIlM IPOBEICHHS IHTENEKTyasli3alil CHCTEMHM, I0Ka3aHO
e(peKTUBHICTH BUKJIAACHHUX MPE/ICTABIICHB JUISl BUPILIEHHS IPAKTHYHUX 3aBaHb.

KnrodoBi cioBa: cucrema KepyBaHHS, iHTEJIEKTyalli3alis, OpraHi3allist CHCTEM Ke-
pYBaHHS, iHTENIEKTyaJIbHE KePYBaHHS, JIIOANHO-MAIINHHI CHCTEMH.
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Abstract. In order to prevent the illegal export of paintings abroad, a museum
examination using various methods for studying a work of art is carried out. At the
same time, an analysis is also made of historical, art history, financial and other in-
formation and documents confirming the painting’s authenticity — provenance.
Automation of such examination is hampered by the need to take into account nu-
merical values of visual features, quality indicators, and verbal descriptions from
provenance. In this paper, we consider the problem of automatic multi-task classifi-
cation of paintings for museum expertise. A system architecture is proposed that
checks provenance, implements a fine-grained image analysis (FGIA) of visual
image features, and automatically classifies a painting by authorship, genre, and
time of creation. Provenance is contained in a knowledge graph; for its vectoriza-
tion, it is proposed to use a graph2vec type encoder with an attention mechanism.
Fine-grained image analysis is proposed to be performed using searching discrimi-
native regions (SDR) and learning discriminative regions (LDR) allocated by convo-
lutional neural networks. To train the classifier, a generalized loss function is proposed.
A data set is also proposed, including provenance and images of paintings by Euro-
pean and Ukrainian artists.

Keywords: automatic multi-task classification, knowledge graph, attention mecha-
nism, fine-grained image analysis, museum expertise, paintings, convolutional neu-
ral networks.

INTRODUCTION

The problem of art objects illegal export continues to be relevant, since they are a
means of accumulating value. In Ukraine, normative documents that regulate the
procedure for customs control and examination of cultural property have been
adopted [1-6]. These documents establish and approve the procedure according to
which it is possible to export values abroad, for which the Authority for Control
over the Movement of Cultural Property and the Protection of the Cultural Heri-
tage of Ukraine issued a certificate for the right to export. At the same time, basis
for such a certificate is customs and museum expertise. The customs examination,
first, aims to establish painting age, since, according to mentioned regulatory
documents, antiques prohibited for export, include items over 100 years old.
During the museum examination, the authenticity and authorship of painting is
established, which, of course, also serves the purpose of dating the work of art.

A wide range of approaches used to establish paintings authenticity, include
forensic, technological, attributive and other methods. They involve various forms
of research, for example, study of artist’s fingerprints, signatures, seals, lists of
invoices confirming the painting sale, reproductions in books and catalogs, a
description of the history of painting creation and ownership to the present
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moment (provenance). Experimental studies also include researching of paintings
using microscopy, fluoroscopy, macrophotography, spectroscopy, etc.

Conducting such a comprehensive study takes a lot of time, requires the participa-
tion of dozens of highly qualified art historians, chemists, digital technology specialists.

Under conditions of a customs check, it is impossible to implement such an
examination. Therefore, for prompt decision-making on a work of art exporting
possibility, an intelligent decision-making system was proposed [7-9]. It provides
for automatic identification of a painting and the establishment of its authenticity
and value based on a photo. However, such an operational check is one part of the pro-
posed two-stage procedure — it can only prevent the export of suspicious art values, but
cannot replace a full museum expertize, which is the basis for a permit certificate.

It is possible to speed up an export permit by automating a full museum
examination, which, from the point of view of machine learning, can be repre-
sented as a classification task. Research in this direction has been going on for
many years, and in recent years, there has been a certain breakthrough associated
with the use of deep networks, in particular, Convolutional Neural Networks
(CNN). They are distinguished by ability to automatically generate vectors of
non-obvious features, especially in image processing tasks, provide higher classi-
fication accuracy compared to other machine learning methods, and have high
speed. Many works demonstrate that the application of CNN to automatic paintings
classification gives positive results [10—14].

However, as noted, an important component of museum expertise is the
study of painting’s provenance, which is usually presented as textual descriptions
of changing size. For CNN that analyze a painting image, provenance turns out to
be useless. On the other hand, deep networks that have proved to be highly effective
in word processing tasks, such as LSTM (Long Short-Term Memory), do not allow
tracking signs of a correlation nature in two-dimensional signals — paintings photos.

Thus, the purpose of this work is to develop the architecture of an intelligent
decision-making system based on deep networks for automatic classification of
paintings, taking into account their provenance.

ANALYSIS OF AREAS OF RESEARCH AND STATEMENT OF THE PROBLEM

Deep networks are currently a common tool for solving a variety of data analysis
problems: searching for objects in images and videos, automatic translation,
handwriting recognition, processing streaming information. There are also exam-
ples of deep architectures use for solving various tasks of preserving cultural heri-
tage in general [15-16], and paintings in particular. Thus, convolutional neural
networks have been used to automatic paintings classification by author and artis-
tic genre [10, 12, 14, 17, 18]. The initial data was digital paintings images, based
on analysis of which CNN generates a response about painting authorship with
high accuracy. At the same time, the classification attributes are formed automati-
cally by the input layers of the CNN, and form internal descriptions — embed-
dings, “understandable” network parameters in numerical form. It is important to
note that specially created datasets are used to train such networks, including tens
of thousands of paintings images [19, 20]. However, the list of artists whose
paintings are included in such sets is quite narrow and is limited to three to four
dozen world-famous masters who worked during the 15th—20th centuries. In the
course of training on such datasets, CNN studies the features of artists’ writing
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and is able to quite accurately distinguish between paintings of different styles,
but of the same master, or vice versa, of different authors, but of the same genre.

The works of artists included in the typical datasets used to train CNN are
world masterpieces, their location is known, they are well protected. Therefore,
the probability of their presentation for export from Ukraine is extremely small.
However, there are a large number of paintings by lesser-known masters in the
country that should be banned from export due to their significant value. These
pictures were not used to train deep networks, so there is no guarantee that such a
network will confirm the authorship with sufficient accuracy. An unequivocal
help in this situation can be such an architecture that will allow using information
about paintings provenance. In particular, in [19] it is proposed to use the
Knowledge Graph for a provenance branched formalized description in the form
of a graph structure available for further implementation using deep networks.

On the other hand, Ukrainian artists, whose works are of value and may be
banned for export, worked for a much narrower period of time — during the
17th—20th centuries (those created no later than 1920 can be recognized as
antiques). Due to historical circumstances, these paintings do not differ in genre
and stylistic diversity, so it is possible that a network trained to distinguish
between Renaissance and abstract art will not be able to accurately distinguish
between landscapes painted in the style of 19th century classicism and early 20th
century realism. The emerging field of machine intelligence Fine-Grained Image
Analysis (FGIA) develops methods for analyzing sub-categories of images in a
single meta-category [21, 22]. These methods are focused on finding more subtle
and little noticeable, but significant (from authorship point of view) differences
between images, which allow us to single out stable subclasses within the same
class of objects.

In this paper, we propose to apply the Knowledge Graph to formalize
provenance and use it as an attribute when categorizing paintings using Fine-
Grained Image classification implemented in deep learning architecture.

METHODOLOGY
Representation of provenance

Information about painting creation history, its sale to past and current owners is
an undoubted and weighty confirmation of authenticity, along with such charac-
teristics as features of strokes, coloring, chemical composition of paints, primers,
canvas and stretcher wood. This information can be quite scattered, since docu-
ments confirming it can be stored in various institutions, by different persons, or
even be lost. Therefore, provenance data does not have a standardized format, and
is represented most often by field’s text entries such as [23]:

— author’s name;

— artist’s life years;

— picture name;

— picture creation date;

— technique (oil on canvas, oil on wood, watercolor, etc.);

— current location;

— URL link with a digital photo of the painting;

— form (painting, sculpture);

— type (portrait, still life, etc.);
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— school (French, Dutch, etc.);

— era (years of the artist’s work).

Examples of such records [23]:

TOULOUSE-LAUTREC, Henri de, “(b. 1864, Albi, d. 1901, Chateau
Malromé, Langon)”, Countess Adéle de Toulouse-Lautrec in the Salon of
Malromé Chateau, 1887, “Oil on canvas, 54x45 cm”, “Musée Toulouse-Lautrec,
Albi”, https://www.wga.hu/html/t/toulouse/2/1misc02.html, painting, portrait,
French, 1851-1900.

UNKNOWN MASTER, German, (active 1490s in Nuremberg), Portrait of a
Man, 1491, “Oil on linden panel, 37x20 cm”, “Metropolitan Museum of Art, New
York”, https://www.wga.hu/html/m/master/zunk ge/zunk ge4a/portrman.html,
painting, portrait, German, 1451-1500.

MONET, Claude, “(b. 1840, Paris, d. 1926, Giverny)”, Monet’s Garden at
Argenteuil, 1873, “Oil on canvas, 61x82 cm”, Private collection, https://www.
wga.hu/html/m/monet/03/argent08.html, painting, landscape, French, 1851-1900.

In Ukraine, work is underway to catalog museum collections and draw up
Scientifically Unified Passports. Although it is far from complete, it is being
carried out in accordance with international experience (ICOM requirements,
UNESCO Model export sertificate for cultural objects, etc.) [24].

A record about a painting can be represented as a graph, which in [19] is
called the Knowledge Graph and displays elements of description of painting and
the relationship between these elements. Taking into account Ukraine conditions,
the structure is proposed to be modified (Fig. 1).

Fig. 1. Nodes and edges of a knowledge graph modeling metadata about a picture

Graph embeddings are extracted from model using an encoder — a pre-trained
CNN that implements the node2vec transformation [25] and solves the task of
classification a picture by provenance attributes represented as a graph model.

At present, networks such as ResNet50, ResNet101, ResNetl152 demonstrate
the highest classification accuracy in such problems [26, 27]. It is proposed to
train network using a loss function [20]:

2
2

b

LProvenance(pjﬂuj :“pj _uj‘
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where p; — predicted embedding; u; — ground truth context embedding; j —

expertize object (painting).

Using Fine-Grained Image Analysis to paintings classification

Even experienced art historians sometimes make mistakes when determining the
authorship or dating of works painted in the same style in a short time period. In
addition to results of chemical, spectroscopic, and X-ray studies, the FGIA ap-
proach can help in solving this problem, which makes it possible to use informa-
tion about difference in fine details of objects belonging to the same class. The
main difficulty in approach implementing is preservation of information about
regional features when network learns from hundreds of thousands of sample im-
ages. The attention mechanism allows finding the most significant regional fea-
tures in images, and save information about them, despite large size of training
datasets.

In [28], it is proposed to form special regions that store information about
individual objects features belonging to subclasses — Searching and Learning Dis-
criminative Regions (SDR, LDR).

Just as global features are extracted from images using a CNN and images
are assigned to classes based on the mapping of these feature vectors, in
discriminative regions, the deep network generates feature vectors within
individual parts of images that are in some sense similar to each other. An
example of such tasks is distinction between aircraft by type, birds by subspecies
within the same family, and so on. The resulting vector includes both global
features inherent in class images, and private (partial) inherent in subclass images.

Searching Discriminative Regions (SDR) are designed to search and locate
particular features in an image. The scheme of search areas formation is shown in
Fig. 2 [28].

Region Location Process

T [ 1Region
conl Mask | apack
CNN . Attention Mask

J Map 1 | Location

o

Raw Image

q,.:).._____

Fig. 2. Scheme of searching discriminative regions formation

At the heart of this system block operation is an attention-based search
mechanism. The convolutional neural network here provides for search and selec-
tion of all possible features in image, and only thanks to the attention function
does it become possible to search for heterogeneous characteristic features
L,L,,..,L, in one image, and use them as references for searching pictures in

other images.

n
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The network is trained to minimizing the objective function that describes
the angular measure cos®,, of differences between actual categories logits (fea-

tures) and their values predicted by network:

0
L =—log _ exp(s(cosH,)) ’
Z exp(s(cosB;))+exp(s(cosh,))
J=lj#y

where C is the number of categories to classify. In this problem, it is equal to
number of compared paintings in dataset.

When locating searching regions on image, it is necessary to minimize losses
associated with excluded zones characteristics:

n
LDrop = ZLdrop—arc (Cd (emdi )) > (1)

i=1
where emy — image features generated by network that do not go beyond the
network (embeddings) d;, i =1,...,n associated with input picture; C;, — is a classi-

fier that maps embeddings into classification objects (logits) categories features.

After searching regions finding, we need to compose their descriptions, tak-
ing into account their possible appearance in other dataset images. For this pur-
pose, learning discriminative regions (LDR) are formed on basis of SDR, in ac-

cordance with scheme of Fig. 3.
T g

_ Raw Embedding
CNN || Features Raw Loss

2 emr Leaw

L eml

L em2 Fused Embedding
. Features
Fusion | L2norm .
em3 Joint Loss

Lioint

emd | emf
Local Embedding
em5 Features

M6 Local Loss
L!.m!

Fig. 3. Approach to LDR formation

By analogy with (1), loss functions are determined for training of convolu-
tional networks that form embeddings em,. ,emy,...,eM,...,eMy ,em

LRaw = LRaW—arc (Cr (emr ))’

n
LLocal = Z LLocal—arc (Cl (eml ))9
i=1
LJoint = LJoint—arc(Cf (emf )
where em,.,emy,...,eMg,...,eMy ,em r— embeddings associated with individual
SDRs that are highlighted on input image; C,,C;,C - classifiers that map em-
bedding features into category features (logits).
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Local regional features (embeddings) are combined in Fusion module, form-
ing a generalized vector em 1

em, = Fusion(em, ,em, eees €M .n €My ).

Merge can be implemented by concatenation or convolution. In the second
case, a 1D convolutional layer with H channels will need to be added to the network
architecture, then dimension of generalized embedding vector will be (n+2)H .

Architecture of an automatic system for classifying paintings using
Knowledge Graph and Fine-Grained Image Analysis

To solve the paintings classification problem, taking into account provenance in
vector representation, and with possibility of distinguishing features of artists of
the same genre, one time period, a system is proposed that is built using
knowledge representation in the form of a graph structure, where feature extrac-
tion on images of paintings is performed using SDR and LDR .

The system general architecture is shown in Fig. 4. The main idea is to learn
convolutional network to project metadata about picture and its fine-grained features
into classification objects space. The solution is carried out in a multi-task mode due
to concatenation of visual feature embeddings from original image, provenance em-
beddings from encoder, and fine-grained feature embeddings from SDR and LDR.

4

L
i
CNN
£z 3
‘ M égl =
’ A i <
S s Hlrel-
4 Encoder k= E : =
’ - )= o
1 L= S | = =
. i e
: node2vec = L= =
w “ -
: SN — 113 .
i N =} = Ef| = L
1 v o ™SI =g
1 1 ) 1 o ©
Raw Image : P SDR‘ : LDR —
! ! i s
! 1 Lacal EE 273
4 CNN > Attention > Masks 1 Fusion > Norm H—> [~ QEI kS
| - | |58
1 1 e
i’ ’ 1
: ' ] I
H : i ! Learning '
L e —— P - .
= h Algorithm  [* !

Fig. 4. Architecture of an automatic system for classifying paintings using Knowledge
Graph and Fine-Grained Image Analysis

The system loss function in multitasking classification mode is defined as

N
L= (1 - y)(}‘Raw ZLRaw—arcj (Cr (emr ))(Cr (emr )) +
j=1

N N n
+ 7\‘Jo int ZLJoint—arcj (Cf (emf )) +?‘Local ZZLLocal—arcjj (Cl (emi )) +
j=1 j=li=1

N 1 N
+ 7\‘Drop ZlLDrop—arcj (Cf (emlf )) + ’Yﬁ ZILPr ovenance (pj =uj) ’
j= j=
where vy are error weights of system modules, A; are hyperparameters that ta-
keinto account individual tasks contribution to classification result.
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Datasets for solving the automatic paintings classification problem

Since provenance in this task is an integral part of initial information array, it is
necessary to select data for system learning in an appropriate way. Many world-
famous museums include metadata in verbal descriptions form when digitizing
paintings. There are no detailed lists of all documents that verify the entire picture
sale history in such descriptions, but even brief information about the time, place
of creation, style, genre, school, etc. will increase accuracy of multitasking classi-
fication.

In this paper, it is proposed to use datasets [23, 29] that are freely available.
They contain images of paintings by world masters who worked in 15th-—20th
centuries, in various techniques, styles and genres. In addition, these datasets con-
tain brief information related to provenance.

To apply developed system in Ukraine, it is obviously necessary to supple-
ment these sets with images of paintings by Ukrainian artists, for example, from
the National Art Museum of Ukraine funds [30]. Metadata about these paintings
and artists can be collected both on museum portal and on Wikipedia.

CONCLUSIONS

The paper considers the problem of paintings automatic classification using an
intelligent decision-making system based on a knowledge graph and Fine-Grained
Image Analysis. A solution is proposed in the form of a classifier based on convo-
lutional neural networks with attention model, operating in a multitasking mode.

The architecture of system that performs visual features automatic detection
and analysis of Fine-Grained features from picture image, provenance vector for-
mation and picture identification by author, style, genre and time of creation has
been developed.

To organize classifier learning, it is proposed to use the loss function based
on the angular mismatch between intranet representations of classification objects.

It is proposed to select data for system training and validation from open ac-
cess datasets, which contain both images of paintings and metadata with descrip-
tions of provenance. In addition, it is proposed to use resources of Ukrainian mu-
seums to update the system in Ukraine.
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MMPOBJEMA ABTOMATHUYHOI KJIACU®IKAILIT 30BPAKEHD 3A BUKOPH-
CTAHHA IHTEJEKTYAJBHOI CUCTEMM NPUWHATTS PINIEHb HA
OCHOBI TPA®A 3HAHb I TOYHOI'O AHAJII3Y 30BPAXEHDb /
A.A. Maprunerko, A.Jl. Tessmes, H.€. Kynimosa, b.I. Mopo3

AnoTanisi. /[ 3ano00iraHHs HE3aKOHHOMY BUBE3EHHIO KapTHH 3a KOPJOH IIPOBO-
IUTBCS My3eifHa eKcIepTu3a 3 BUKOPHCTAHHAM PI3HHX METOJIB JOCIHIIIKEHHS TBOPY
MHCTELTBa, 30KpeMa aHalli3 ICTOPUYHUX, MUCTELITBO3HABYNX, (DiHAHCOBHX Ta 1HIINX
BiZIOMOCTEH 1 JOKYMEHTIB, 10 MiATBEPPKYIOTh CIPABXHICTh KapTHH — IIPOBEHAHCY.
ABTOMaTH3alLlisl TaKOi EKCIePTH3U YCKIAJHIOEThCS HEOOXIIHICTIO BPaxOBYBATH
YHCIIOBI 3HAUCHHS Bi3yaJIbHUX O3HAK, IOKA3HUKIB SKOCTi Ta CJIOBECHI OIHCH 3 MpPO-
BeHaHCY. PO3INITHYTO 3aBAaHHS aBTOMAaTHYHOI Oararo3agadHoi kiacudikamii xap-
TUH TiJ 4Yac MY3eHHOI eKCIepTH3U. 3alpolOHOBAaHO apXiTEKTYpy CHUCTEMH, sKa
nepeBipse MpoBeHAHC, peanidye neranbHui aHamiz (FGIA) Bi3yanbHHX O3HaK 300-
paXKeHHsI Ta BUKOHY€E aBTOMATHYHY KJIaCU(iKallilo KapTHHHU 32 aBTOPCTBOM, JKaHPOM
Ta YacoM CTBOpeHHs. [IpoBeHaHc MicTHTBCs Y Tpadi 3HaHb, IS BEKTOPHU3ALIT SIKOTO
3aIPOIIOHOBAHO BUKOPHUCTOBYBATH €HKOAEP THIy graph2vec 3 MexaHi3MOM yBarw, a
JETaJbHUIl aHaJi3 IIPONOHYETHCS BHUKOHYBaTH 3a JONOMOIOI0  IOIIYKOBHX
BiaMiTHUX perioHiB (SDR) Tta naBuampHux BigMiTHux perioniB (LDR), mio
BUIISIOTHCS 3rOPTKOBUMH HEHPOHHUMH Mepexamu. s HaBuaHHs KiacudikaTopa
3allPOIIOHOBAHO y3arajbHEHY (QYHKIIIO BTpaT, a TAaKOX Hallp JaHUX, IO BKIIOYAE
HPOBEHAHC Ta 300payKCHHS KapTUH €BPOICHCHKHX Ta YKPAiHCHKHX XY/I0KHHUKIB.

Kunrouoi cioBa: aBromarnyna Gararo3amauHa kiacugikauis, rpad) 3HaHb, Mexa-
Hi3M yBaru, ApiOHOJETANBHUNA aHaNi3 300paKeHb, My3eliHa €KCIePTU3a, TBOPH KU-
BOIIHCY, 3TOPTKOBI HEHPOHHI MEPEXKi.
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DATA MINING TOOLS FOR COMPLEX SOCIO-ECONOMIC
PROCESSES AND SYSTEMS
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Abstract. The paper considers discovering new and potentially useful information
from large amounts of data that actualizes the role of developing data mining tools
for complex socio-economic processes and systems based on the principles of the
digital economy and their processing using network applications. The stages of data
mining for complex socio-economic processes and systems were outlined. The algo-
rithm of data mining was considered. It is determined that the previously used stages
of data mining, which were limited to the model-building process, can be extended
through the use of more powerful computer technology and the emergence of free
access to large amounts of multidimensional data. The available stages of data
mining for complex socio-economic processes and systems include the processes of
facilitating data preparation, evaluation, and visualization of models, as well as in-
depth learning. The data mining tools for complex socio-economic processes and
systems in the context of technological progress and following the big data paradigm
were identified. The data processing cycle has been investigated; this process con-
sists of a series of steps starting with the input of raw data and ending with the out-
put of useful information. The knowledge obtained at the data processing stage is the
basis for creating models of complex socio-economic processes and systems. Two
types of models (descriptive and predictive) that could be created in the data mining
process were outlined. Algorithms for estimating and analyzing data for modeling
complex socio-economic processes and systems in accordance with the pre-set task
were determined. The efficiency of introducing neural networks and deep learning
methods used in data mining was analyzed. It was determined that they would allow
effective analysis and use of the existing large data sets for operational human re-
sources management and strategic planning of complex socio-economic processes
and systems.

Keywords: data mining, complex socio-economic systems, predictive modeling,
neural networks, deep learning.

INTRODUCTION

The continuous scaling of data on the Internet is changing the way we interact in
economic and social systems. Many users search, publish, and create new data
daily, leaving a digital footprint that can help describe their behavior, decisions,
and intentions. This highlights the role of developing data mining tools for com-
plex socio-economic processes and systems based on the principles of the digital
economy and their processing using network applications.

Analysis of recent research and publications. The most significant results
in statistical analysis and applications for data mining were achieved in the works
of R. Nisbet, H. Miner, O. Maimon, L. Rokach. Such scientists as H. Jiawei,
M. Kamber, P. Jiang, H. Choi, H. Varian, and others devoted their research to the
creation of concepts and development of data mining techniques. H. Xiong,
H. Pandei, A. Kryzhevsky, 1. Sutskever and Jeffrey E. Hinton explored machine-
learning capabilities with deep convolution neural networks. Successful results in

© T.V. Obelets, 2022
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the field of artificial intelligence with deep learning were obtained in the works of
J. Lekun, Y. Bengio, G. Hinton, J. Schmidhuber, and Ukrainian authors
M. Lavrenyuk, N. Kusul, O. Novikov. The analysis of complex socio-economic
systems was carried out by foreign authors in their works P. dos Santos,
N. Wiener, J. Stefanovsky, and the issues of forecasting socio-economic proc-
esses were in the interests of Ukrainian scientists G. Prisenko and E. Ravikovych
and others. At the same time, the progress of computing power and the
availability of large amounts of multidimensional data make it necessary to
develop data mining tools for complex socio-economic processes and systems.

The purpose of the article is to study the process of identifying new and
potentially useful information from large amounts of data, outlining the stages of
data mining for complex socio-economic processes and systems, and identifying
appropriate tools in the context of the progress of computing power and the
emergence of a large number of multi-dimensional data in the free-of-use.

Presentation of the main material of the study. As data mining has
evolved as a professional activity, it is necessary to distinguish it from previous
statistical modeling activities and broader knowledge discovery activities. Data
mining is defined as the use of machine learning algorithms to find weak patterns
of relationship between data elements in large and disordered datasets, which can
lead to actions to increase benefits in one form or another (diagnostics, profit,
prediction, management, etc.) [1].

Data mining is also called knowledge discovery in databases (Knowledge
Discovery in Databases — KDD), i.e. the process of discovering new and poten-
tially useful information from large amounts of data. The definition of data mining
was initially limited to the modeling process, but over time the data analysis tools
have included processes to facilitate data preparation, as well as evaluation and
visualization of models [2] (Fig. 1).

application of deep learning,

data visnalization

data evaluation andanaly s1s

creating a model

data sclcction. preparation and
Processing

determining the data sonrce

n design of the datalabel

Fig. 1. Algorithm of data analytics and tools of data mining

The process of identifying knowledge in databases combines the mathematics
used to identify patterns in the data with the whole process of data selection and
the use of models to apply to other datasets and use the information for prede-
termined purposes. This process combines the development of business systems,
statistical methods, and digital technologies to identify the structure of socio-
economic processes and systems (relationships, patterns, associations, and basic
functions), not just their statistical parameters (averages, weights, etc.) [1].
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The data mining algorithm begins with the definition of objectives in the
data matrix design process and ends with the introduction of the identified
knowledge. At the stage of designing the data matrix, preparatory work is carried
out, goals are defined and strategic ideas are formed, for the achievement of
which the process of knowledge discovery in databases begins. Understanding the
strategic goal, a clear understanding of the end-user of the data, and
understanding the environment in which the data will be disseminated, is a
prerequisites for an adequate process of datamining.

Data mining uses techniques from different fields of knowledge, such as sta-
tistics, machine learning, pattern recognition, database and storage systems, in-
formation search, visualization, algorithms, high-performance computing, and
many application areas. Statistics examines the collection, analysis, interpretation
or explanation, and presentation of data. Statistical models are widely used to
model data and data classes. Multivariate graphical methods are used to research.
analyze databases and present the results of data analysis [3].

Identification of data sources and searching for documents or information in
documents is an important step in data mining. Documents can be text-based or
multimedia can be on paper in archives and can be available electronically on the
Internet. The main source of information for data mining for complex socio-
economic processes and systems today is the Internet. Thus, Google Trends (GT)
is an online tool that reports on the volume of search queries for a particular key-
word or text. The use of GT data for the current forecast of social and economic
variables was introduced in 2009 [4]. Social networking sites and blogs are spe-
cifically designed to encourage users to express their feelings and opinions, which
can potentially be used to predict social variables. Websites and programs (trans-
actional platforms, opinion platforms, and dissemination of information) created
on the Internet by enterprises, public organizations, charitable foundations, or
multinational corporations inform about their products, services, organizational
structure, and intentions. In addition to providing information, websites are used
for transactions, e-commerce, and online services. According to the big data para-
digm, this wide variety of sources requires specific tools for processing them.

The selection, preparation and processing of data based on which the intel-
lectual analysis will be carried out is a stage of creating opportunities. The
data to be used to identify knowledge must meet the following requirements: the
available data must be, firstly, reliable, secondly, up-to-date, thirdly, sufficient to
present the information as fully as possible, and fourthly, optimally necessary so
as not to overload research database systems and integrate all selected data into
one set. The minimum set of available data, if necessary, can be extended with
additional necessary data to identify nuances that will be taken into account when
creating a model. Sometimes the presence of such minor accents can be funda-
mental to the success of the knowledge discovery process in databases. A large
number of nuances provides more opportunities to create a multidimensional
model that will allow the most complete consideration of the studied phenomena
and perform intellectual analysis. However, storing, organizing, and managing
large and complex databases requires large resources, which are planned in ad-
vance and often limited.

Research on database systems and data stores focuses on creating,
maintaining, and using databases for organizations and end-users. Database
systems are known for their high scalability in processing very large, relatively
structured datasets. Choosing the optimal dataset should balance the requirements
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of sufficiency and necessity, so this stage of data mining creates the foundation
for opportunities. In addition, the choice of data should be guided by their validity
and relevance.

Preparing data for further processing increases the validity of the data set.
Preparation includes sorting and filtering data that will eventually be used as input
data. This involves cleaning up the data by removing missing values and
informational noise. Noise removal increases the chances of performing data
mining most efficiently.

Removing objects with noise is an important goal of data cleansing, as noise
interferes with most types of data analysis. Most existing data cleaning methods
focus on noise removal, which is the product of low-level data errors that are the
result of an imperfect data collection process, but irrelevant data objects or of
little relevance, can also significantly impede data analysis. Thus, if the goal is to
improve data analysis as much as possible, these objects should also be
considered noise, at least concerning to the main analysis. Therefore, there is a
need for data cleansing techniques that eliminate both types of noise. Because
datasets can contain a lot of noise, these methods should also be able to discard
potentially much of the data [5].

Data processing is the process of converting raw data into useful information
through electronic data processing, machining, or automated means. Data processing
can take time depending on the complexity of the data and the amount of input
data. The preparation step described above helps to make this process faster. Data
processing is usually performed step by step: raw data is collected, filtered,
sorted, analyzed, stored, and then provided in an accessible format, such as
graphs, charts, and documents (Fig. 2).

The data processing cycle consists N
of a series of steps in which raw dgta (in- : wu:;[ﬁun J
put data) enters the process to obtain use- S .
ful mforma'tlon (outppt). Each step is Jnformaltinn Filtration
performed in a certain order, but the outut

whole process can be repeated cyclically.

The output of the first data processing

cycle can be stored and presented as in-

put for the next cycle. If the data ob- |Prcscrvation Sorting
tained in the processing process is not

used as input data for the next processing . Primary :

cycle, this complete process cannot be | analysis ;
considered a cycle and will remain a one-
time activity for data processing and in-
formation obtaining.

Information is processed and analyzed databases. The information obtained
at this stage can be useful and become the basis for the formation of knowledge.
This is how the data processing phase discovers knowledge in databases. In the next
stages, knowledge of social processes is identified, economic phenomena should be
formed and presented in such a way as to create a model of complex socio-
economic processes and systems. At the stage of data discovery and recognition
of useful information and further knowledge of databases, mathematical, statisti-
cal methods, methods of artificial intelligence and machine learning are used.

The evolution of the Internet and social media has led to a huge explosion in
the volume and complexity of data, so-called big data. Thus, data mining has also

Fig. 2. Data processing cycle
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gone beyond traditional data modeling, such as regression and statistical models.
Information theory offers tools to make formal conclusions about complex mod-
els of economic and social interaction. There are two main theoretical concepts of
information that can help guide the observation of the relationship between the
economic characteristics of a large number of people: entropy and mutual infor-
mation. The concepts of entropy and mutual information make it possible to de-
velop non-parametric characteristics of information associations present in the
observed data generated by economic and broader social interactions [6].

Creating a model is a stage of data mining that requires special responsibility
and diligence. Many algorithms can be used to model complex socio-economic
processes and systems in accordance with a predetermined task. Different socio-
economic processes and systems have different and complex causal relationships,
so it is very important to determine the tactics of finding such connections and
choose the optimal algorithm. This step involves choosing a specific method that
will be used to find templates and data that most accurately describe the process
or system under study. Currently, many algorithms are known to solve data mining
problems: the method of reference vectors, the method of k-nearest neighbors,
neural networks and decision trees.

When choosing a specific method, it is necessary to take into account the
strategic goal of data mining and, accordingly, to determine the priority characteris-
tics of the model that will be created at this stage. On the one hand, we can con-
sider such a characteristic as the accuracy of the model, and on the other — clarity
and simplicity of perception. To create a simpler model that should be intuitive,
the best choice may be to use the decision tree method, which is one of the most
popular methods of solving classification and forecasting problems This is a way
of demonstrating rules in a hierarchical, sequential structure, where each object
corresponds to a single node that provides the solution. The decision tree method
should be used in cases where symbolic representation and good classification are
required; the problem does not depend on many attributes; a modest subset of
attributes contains relevant information; linear combinations of features are
not critical; important learning speed [7].

To create an accurate model, it is appropriate to use neural networks - an ex-
tremely powerful method of modeling, which allows you to reproduce extremely
complex relationships. For many years, linear modeling has been the main method of
modeling in most areas, as it has well-developed optimization procedures. In
problems where the linear approximation is unsatisfactory (and there are many of
them), linear models work poorly. In addition, neural networks cope with the
“curse of dimensionality”, which does not allow you to simulate linear relation-
ships in the case of a large number of variables. The advantages of the neural
network method are the following [8]:

— nonlinearity, neural networks are nonlinear;

— through controlled learning the network learns according to the examples:
after receiving the primary information from the operator, the learning algorithm
is started, which automatically perceives the data structure

— adaptability, i.e. the network can adapt its synaptic scales even in real time,

— response capability — in the context of template classification, the network
not only provides template selection but also reliability of decision-making,

— fault tolerance due to massive interconnections,
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— integrated large scale, i.e. its parallelism makes it potentially faster for cer-
tain tasks and thus captures complex patterns of behavior;

— homogeneity in analysis and design, i.e. the same notation is used in all in
all areas related to neural networks,

— the analogy of neurobiology [9], in general, neural networks are self- adap-
tive and nonlinear methods that collect data and do not require specific assump-
tions about the basic model.

For each strategy of data mining and modeling in this process, there are
several possible methods by which you can achieve your goals. The choice of a
particular method is explained by the efficiency of the algorithm in a particular
problem. Thus, at this stage of data mining, the most acceptable method of
modeling is selected in accordance with the conditions. All these algorithms study
the data and create models that are closest to the characteristics of the studied data
of complex socio-economic systems and processes. Models created during data
mining can be of two types: predictive or descriptive (Fig. 3).

Fa "y

CREATING A MODEL

) | , , | )
/ N N

Prognostic models Descriptive models

- Regression - Clustering

- Analysis of time serles - Generalizations
- Classification - Associative rules

- Forceasting - Identification of patterns

_/..

Fig. 3. Types of models, created in the process of data mining

The predictive model is a projection based on the data and information ob-
tained in the earlier stages of data mining. As a rule, the forecast model is created
on the basis of the directed analysis of data; that is, a top-down approach, where
mappings from a vector input to a scalar output are obtained by applying a spe-
cific one. For example, predictive modeling can be performed using a variety of
historical and statistical data. When creating a prognostic model in the process of
data mining, the following tasks are performed: regression, time series analysis,
classification, and forecasting [10].

The prognostic model is also known as a statistical regression. It is a moni-
toring method that involves explaining the relationship of several attribute values
among themselves in similar elements and predicting the development of the
model, that is, directional modeling based on these observations. As noted earlier,
the two common methods of predictive modeling available in many data mining
tools are neural networks and decision trees.

The descriptive model presents in a concise form the main characteristics of
the data set. In essence, it is a collection of data points that allows you to study
important aspects of a data set. As a rule, the descriptive model is created by indi-
rect data analysis; that is, a bottom-up approach where the data “speaks for itself”.
Undirected data analysis finds patterns in the data set, but the patterns are inter-
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preted by analysts. Data mining specialists determine the usability of the found
templates. The most characteristic tasks of descriptive modeling are the following:

o clustering, i.e. decomposing or splitting a data set into groups;

e generalization as the process of providing summary information from data
in an easier to understand form;

e association of rules — identification of causal relationships between
different features in large data sets;

e sequence detection, which involves the identification of patterns of interest
to researchers in the data.

Descriptive models and predictive models can (and often should) be used to-
gether in data mining. For example, it seems logical and appropriate to first look
for patterns in the data using non-directional methods. These descriptive models
can offer segments of data sets and ideas that improve the results of directional
modeling when creating predictive models.

The modular design of neural network architecture facilitates the creation of
models that simultaneously process data presented in different formats, such as
creating text annotations from images, synthesizing language from the text, or
through translation. This allows you to solve problems that go beyond traditional
classification and regression, and is especially convenient when the data comes
from different sources, which is often the case when working with big data. In
addition, data obtained from different repositories or databases, presented in the
form of object maps, can be reused in other contexts and, if necessary, further
configured/ taught.

Evaluation and analysis of data. The purpose of any predictive modeling is
to apply the model to new data. Forecasting models are useful only insofar as the
quality of their prediction is adequate, therefore, the principle is not the process of
creating a model as such, but the creation of a high quality model. Both predictive
models and descriptive models have their evaluation criteria. For forecast models,
the evaluation criterion is the accuracy of the forecast, measured by the size of the
forecast error, i.e. the difference between the forecast and the actual value of the
studied indicator. For descriptive models, it is more difficult to define obvious
evaluation criteria, but they usually capture a discrepancy between the observed
data and the proposed model. Thus, at this stage of data mining, different strate-
gies for assessing the quality of models can be used.

Parametric methods for analyzing the accuracy of forecasts. According
to the results of the ex-post-forecast, such indicators of forecast accuracy for m
steps as the root mean square error are calculated, the root of standard error, mean
absolute error, root of root mean square error in percentage, mean absolute rela-
tive error in percentage (MARE). The smaller the value of these values, the higher
the quality of the forecast. In practice, these characteristics are used quite often.
This approach gives good results, if in the period of the retro forecast there are no
fundamentally new patterns. To create a prognostic model of complex socio-
economic systems and processes, each time the forecast is built in a new situation,
therefore, the comparison of the numerical accuracy of forecasts made at different
points in time is not entirely correct. These considerations led to the use of non-
parametric methods of analysis of the accuracy of forecasts [11].

Non-parametric methods of forecast accuracy analysis have two types of
non-parametric criteria: label criterion and rank criterion. The criterion of labels
for comparing the accuracy of two sequences of predictions is based on the per-
centage of cases when the method of determining the prediction A is better than
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the method B. Such a comparison is made for individual predictions of the same
events (variables). If the ranks of their criteria are applied, the numerical charac-
teristic of accuracy (absolute error when estimating one forecast, or root mean
square error when considering a sequence of predictions) is replaced by ranks,
which are then checked for significance. For example, if the sequences of
predictions of indicators A and B are obtained using k methods, then first
calculate the root mean square error, then the values are ranked from smallest to
largest. Although non-parametric methods have their advantages, it is important
to realize that they ignore some of the available information. Thus, the criteria of
labels and ranks do not take into account the numerical values of errors [11].

Data visualization. Created models used in the process of data mining of
complex socio-economic systems and processes including large and complex pa-
rameters. To solve the problem of size and complexity, the best methods are used
to represent complex systems and data visualization (for example, advanced user
interfaces). These technologies increase the level of abstraction, which helps users
focus on the most important components and properties of complex models.

In the world of big data, data visualization tools and technologies are needed
to analyze large and complex amounts of information and make decisions based
on the intellectual analysis of this data. Data visualization is a graphical represen-
tation of information and data. Using visual elements such as charts, graphs, and
maps, data visualization tools provide an accessible way to see and understand
trends, deviations, and patterns in data. Effective data visualization is a delicate
balance between form and function. On the one hand, the simplest schedule can
be both a very primitive transfer of information and a vision of the main core of
information that is analyzed and must be presented and understood. On the other
hand, the most complex visualization can overload information, and say about
many details, but not convey the main essence of the message. Data and visual
elements must work together to create a better understanding and awareness of
information.

There is a choice of visualization methods for efficient and interesting data
presentation. Common types of data visualization: charts, tables, graphs, maps,
infographics, dashboards, etc.

Construction and illustration of relationships between different objects of the
created models of complex socio-economic systems and processes can be done
with the help of modern tools. Therefore, Draw.io is a free, intuitive browser-
based flowchart builder where users can drag object shapes (including ellipses
and parallelograms common to data models) onto a canvas, and then combine
them into by means of through connecting lines. Lucidchart Chart Designer is
similar to Draw.io, but it reproduces streams that are more complex and has more
reliable data protection. SQuirreL is a free and open-source graphical tool sup-
ported by most major relational databases.

The most important trend in the field of data in recent years is the prolifera-
tion of data catalogs, largely due to privacy rules such as the GDPR and the
CCPA (General Data Protection Regulation of 2016; California Consumer Pri-
vacy Act of 2018) [12]. This trend has not escaped the field of data mining and
modeling. The line between data discovery tools and applications and data model-
ing tools is increasingly blurred, as exemplified by Amundsen, a metadata-based
data discovery platform developed by Lyft [13].

Open source Metabase is a GUI tool with some useful analytics visualiza-
tions but does not support modeling tools [14]. Other notable data visualization
tools include erwin, ER / Studio, SAP PowerDesigner, IBM InfoSphere Data Ar-
chitect, and Microsoft SQL Server Management Studio, etc.
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Application of deep learning. The knowledge and models of processes cre-
ated in the socio-economic systems created in the process of data mining will be
popular only if they can be included in other complex systems in order to predict
their development. Forecasting analytics is interesting and useful in the context of
the possibility of making changes to the simulated system and presenting the
long-term consequences of these changes. The real structure of complex socio-
economic systems is dynamic, data characteristics may change over time, new
parameters may appear that were not foreseen in the model, and others may
disappear. Therefore, this stage of application of deep learning determines the
success and effectiveness of the whole process of data mining.

Progress in the field of deep learning has made it possible to use the power-
ful capabilities of artificial neural networks in this process. They are a universal
tool for data mining and effective for learning based on data presented in various
formats. For example, neural networks have demonstrated their effectiveness in
performing certain tasks of object or image recognition [15-16]. Recent ap-
proaches have shown that deep learning can effectively learn based on data repre-
sentations in variable length sequences (time series, sound, language, and text),
graphs and networks, including social networks, natural language and even source
code in computer programs [17—18].

Another aspect of deep neural networks that is closely related to big data is
their ability to perform complex functional design. The problem of big data is of-
ten related to the difficulty of making reliable predictions when training data
needs to be represented, for example, to identify successfully relevant classes of
solutions. An important requirement for the use of deep learning methods is the
availability of large samples of training, as insufficient training data causes the
problem of “overfitting” when the model does not summarize the information ob-
tained during training, but simply remembers it. In this case, the model shows good
results on educational data but does not show such accuracy on unfamiliar data [19].

Previously, the search for useful representations had to be conducted by ex-
perts using manual design of characteristics or explicit methods of selection and
construction of functions [20]. At the present stage of technology development,
the most suitable architecture for data processing, which characterizes complex
socio-economic processes and systems, and as a consequence to solve the prob-
lem of data mining are convolutional neural networks, because they are designed
to process data in the form of multidimensional arrays [21].

Some neural models on the ethane of deep learning allow you to synthesize
features in the form of hidden variables with certain desired properties. Neural
networks help automate the tasks set at the beginning of the data mining process
complex socio-economic systems: the construction of the characteristics of these
systems becomes an integral part of the process of deep learning, closely related
to the search in space for new hypotheses for the development of socio-economic
processes.

CONCLUSIONS

Thus, the study of the data mining process showed that the expansion of the data
analysis tools in connection with the powerful development of technologies, the
formation of big data sets creates the ability to track, evaluate, simulate, and ulti-
mately include key economic and social changes and trends in complex processes
and systems. An important step that has increased the efficiency of data mining
has been the inclusion of steps to facilitate data production as well as model
evaluation and visualization.
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The descriptive and predictive models generated by the mining process can
and should be used together. The logical sequence of the model application,
which will improve the results of the directional modeling, is seen primarily in the
search for patterns in the data with the help of descriptive models, and already
based on the obtained ideas of directional modeling when creating predictive
models of complex socio-economic processes and systems.

At the present stage of technology development, machine learning is widely
used in data mining to invent complex models and algorithms that serve to create
descriptive and predictive models of complex socio-economic systems and
processes. Machine learning gives computers the ability to “learn”, recognize
complex patterns and make intelligent decisions without explicit programming
based on large data samples. These opportunities are the basic application of deep
learning methods, designed to process data presented in the form of
multidimensional arrays, and allow you to create models of complex socio-
economic processes and take into account possible changes to design and manage
the development of complex systems. That is, the use of the above tools allows
you to perform successfully and efficiently the tasks of data mining of complex
socio-economic processes and systems.

Therefore, digital tools are becoming relevant to maintain effective competi-
tiveness, help model complex socio-economic processes and systems, effectively
analyze and use existing large data sets for operational human resource manage-
ment and strategic planning of complex socio-economic processes and systems.
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AHoTanisi. Po3risiHyTO nponec BUSBICHHS HOBOI Ta IOTCHIIHHO KOpHCHOI iH(Op-
Marii 3 BEJMKHUX 00CATIB JaHUX, IO aKTyali3ye poib Po3poOICHHS IHCTPYMEHTAPio
IHTEJCKTYaJIbHOTO aHAJi3y MaHUX JJISl CKIAIHUX COIiabHO-CKOHOMIYHHX TPOIECIB
Ta CHCTEM Ha OCHOBI NPHUHIUIMIB IM(POBOI EKOHOMIKH Ta 1X 0OpOOIECHHS 3a JOIOo-
MOTOI0 MEPEKEBUX 3aCTOCYHKiB. OKpECICHO €TanH iHTEeJNEKTYaJlbHOTO aHaNi3y Ja-
HMX JJI CKJIaJIHUX COL[ialbHO-€KOHOMIYHHX HPOIECIiB Ta CUCTeM. Po3risiHyTO anro-
PHUTM IHTENEKTyaJbHOTO aHaji3y JaHUX. Bu3HaueHO, 110 BUKOPHUCTOBYBaHI paHilie
€Tany IHTEJNEKTyaJIbHOTO aHaJli3y NaHHX, SIKi OOMEXKyBaJIHCS JIUIIE ITPOLECOM MO0Y-
JIOBH MOJIEJTi, MOXKYTh OyTH pPO3LIMpPEHi 3aBSIKM BUKOPHUCTAHHIO OUIBILI MOTYKHOT
00YHUCITIOBANIEHOT TEXHIKH Ta MOSBH y BUIBHOMY JOCTYIII BEIHKOI KiJIbKOCTI GaraTo-
BUMIpHUX AaHuX. JI0 HasBHHUX €TAIliB IHTEIEKTYaIbHOTO aHaNi3y NaHUX JJIs CKIIaj-
HHX COLIaIbHO-6KOHOMIYHMX IIPOLECIB Ta CHCTEM BKIIFOUCHO IPOLECH MOJIETIICHHS
MiATOTOBKM JIaHUX, OLIHIOBAHHS Ta Bidyanizallil0o MOJEJNeH, a TAKOXK TITHOUHHE Ha-
BYaHHs. BH3HaYeHO iHCTpYMEHTapill IHTENEKTYalbHOTO aHalidy JaHUX UL CKJIal-
HUX COI[aJIbHO-€KOHOMIYHHX IIPOIECIB Ta CHCTEM Yy KOHTEKCTI TEXHOJOTiYHOTO
porpecy Ta BiAMOBIAHO 10 MapauIMH BEIUKHUX HaHHUX. J[OCHIIKEHO HUKITIYHICTh
00pOOJICHHS JaHUX; [ICi MpoLeC CKIAAAEThCA 13 cepil KPOKiB, MOYHHAIOYH 13 BXOIY
HEoOpOOJICHNX JaHUX, 3aKiHIyIOUM BHBEAEHHSAM KopucHOI iHdopmamii. OTpumani
Ha erami OOpOOJICHHSI JaHWX 3HAHHA 3aKJIJAlOThCS B OCHOBY CTBOPEHHS MOJENCH
CKJIAJIHUX COLIAJIbHO-€KOHOMIUHMX IpoleciB Ta cucteM. OKpecieHo JiBa THIIH MO-
neneilt (OIMMCOBY Ta MPOTHOCTUYHY), IO MOXKYTh OyTH CTBOPEHI y HpoIec iHTeleK-
TyaJbHOTO aHaNi3y JaHWX. BU3HA4YeHO aNrOpUTMH OLIHIOBAaHHS Ta aHAN3y AaHUX
MOZEIOBaHHS CKJIaIHUX COLIAIIbHO-eKOHOMIYHMX TPOLECIB Ta CUCTEM BiAMOBIAHO
JI0 3a37aJerigb IoCTaBJIeHOro 3apaaHHs. [IpoaHanizoBaHO €(EeKTUBHICTH 3ampoBa-
JOKEHHS! HEPOHHUX MEpeX Ta METOJiB INIMOMHHOTO HAaBUaHHS, IO 3aCTOCOBYIOTHCS
y Tpoleci iHTEIEKTyaabHOTO aHali3y JaHWX. BH3Ha4eHO, 10 BOHU JJ03BOJIATH ede-
KTHBHO aHaJli3yBaTH Ta BUKOPHUCTOBYBATH HAsBHI BEJIMKI MacHBU NaHMX SIK JUIS
OIIEPaTHBHOIO YIPABIIHHSI JOJACBKHMH PECypCaMH, TaK i CTPATErivHOro IUIaHyBaH-
HS PO3BHUTKY CKJIaJHHUX COLIAIbHO-€KOHOMIYHUX MPOLECIB Ta CUCTEM.

Kio4oBi cjioBa: iHTeNEKTyanbHUHA aHANI3 JaHHUX, CKIAIHI COIiaTbHO-eKOHOMIUHI
CHCTEMH, IPOTHOCTUYHE MOJICIIOBaHHS, HEHPOHHI MepexKi, TMTHOMHHE HABYaHHS.
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CLUSTERIZATION OF VECTOR AND MATRIX DATA ARRAYS
USING THE COMBINED EVOLUTIONARY METHOD
OF FISH SCHOOLS
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Abstract. The problem of clustering data arrays described in both vector and matrix
forms and based on the optimization of data distribution density functions in these
arrays is considered. For the optimization of these functions, the algorithm that is a
hybrid of Fish School Search, random search, and evolutionary optimization is pro-
posed. This algorithm does not require calculating the optimized function’s deriva-
tives and, in the general case, is designed to find optimums of multiextremal func-
tions of the matrix argument (images). The proposed approach reduces the number
of runs of the optimization procedure, finds extrema of complex functions with
many extrema, and is simple in numerical implementation.

Keywords: combined optimization, fuzzy clustering, evolutionary algorithms, den-
sity functions, Fish School.

INTRODUCTION

The problem of clustering arrays of arbitrary nature observations is integral part
of Data Mining, and more generally Data Science. To solve this problem it was
proposed a lot of approaches that differ as a priori assumptions about the physical
nature of data and problems solved by their basis, and the mathematical apparatus
that was used [1-4]. From a computational point of view, the simplest are the so-
called hierarchical methods and algorithms based on partitions [3], among of that
we should mention the k -means procedure, that has become widespread to solve
a variety of problems. It should be noted here that the most adequate mathemati-
cal apparatus for solving clustering problems are methods of computational intel-
ligence [5—7] and, above all, artificial neural networks, fuzzy systems, evolutionary
optimization and so-called hybrid systems of computational intelligence that
connect these three areas. It is interesting to note that one of the most popular
neural networks — self-organizing Kohonen maps [8] actually implements the
k -means procedure, presented in recurrent form.

It should be noted that in the general case the solution of the clustering
problem is significantly complicated if the original vectors (in the general case
matrices) observations have a large variety are, distorted by perturbations and
noises, contain outliers and omissions, the original arrays themselves or too
large (Big Data) or too short, clusters can have a rather complex shape, and their
number is a priori unknown.
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In this case, the most effective (but also the most complex) are algorithms
based on the analysis of data distribution densities, among which as one of the
most “popular” are DENCLUE [9] and its modifications [10—12], which were
proposed to solve clustering problems of large arrays of high-dimensional vector
data, and the classes formed in the clustering process can have any complex
shape. At the heart of these algorithms is the search for extremes — maxima in
the data density functions in the analyzed array (multi-extremal optimization), and
this function is formed as a superposition of kernel (bell-shaped) functions
associated with each observation. In fact, this function is based on Parzen
windows [13] and Nadaraya—Watson estimates [14, 15].

From a computational point of view, the clustering problem becomes of
finding local extrema of the multiextrema function of the density vector argument
using gradient procedures that are repeatedly run from different points in the
original data set. It is clear that this takes a long time, because a priori it is not
even known how many extremes the formed density function.

The process of finding these extremes can be accelerated by using the ideas
of evolutionary optimization, that includes algorithms inspired by nature, swarms
algorithms, population algorithms, etc. [16—18]. In this case, the search is con-
ducted simultaneously by a group of agents acting either independently or in in-
teraction, which can significantly speed up the process of finding extremes, each
of which “corresponds” to one or another cluster that is being formed.

FORMATION OF THE DATA DISTRIBUTION DENSITY FUNCTION IN THE
CLUSTERING ARRAY

The initial information for solving the clustering problem is traditionally an array
of observation vectors X = {x(1),x(2),...,x(k),....,x(N)}, x(k)={x;(k)}eR", the
i, (K)} € R™™"2 . This situa-

tion can occur in the case of image array processing. The basic concepts on which
DENCLUE is based are the influence function, the density function and the den-
sity attractors, which are essentially the local extremes of the density function. In
the general case, the influence function for any vector observation x(e) from the

data are pre-centered on a hypercube so that x(k) = {x

original array X is a kernel bell shaped function f x(°)(x) , in this case the most
popular is the traditional Gaussian one

2 2
x(’)(x) =exp| — d”(x,x(e)) = exp| — ”x _ x(.)" (1)
< 262 262
where dz(x, x(e¢)) — euclidean distance; o’ — parameter of the influence func-
tion width, due to the simplicity of calculating its derivatives.

In the matrix case, instead of the Euclidean one, we can use the Flobenius
metric, and the influence function takes the form

2 T
dwiquﬁ%}ﬂu—umw—wm:} o

267

ﬁ@m=u{—

c
where 77(e) — matrix trace symbol.

It is easy to see that (2) is a generalization of (1).

Based on the influence functions, formed the data density distribution
function in the array X in the form
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N
X =Y flxx(h)), 3)
k=1

which is essentially an estimate of Nadaraya—Watson. It’s easy to see what the

function f*(x) can take values in an interval 1< ¥ (x) < N, in this case the ex-
trema values from this interval are accepted when the sample contains only one
observation or all N observation observations coincide, i.e. there is only one
cluster — a degenerate situation.

To find m >1 clusters it’s necessary to introduce some threshold & >1, that
allows to build really significant clusters by excluding anomalous observations
and classes that contain too small data.

Actually, the process of cluster formation is associated with finding all
extremes of the density function (3) using a gradient procedure

1 VAT

o =¥ “Vf’((xl,xl—‘)u’ xg=x(k), 1=0,12,..; Vk=12,..N, (4)

i.e. the number of runs of algorithm (4) is determined by the size of the training
sample N . It is clear that with large N the process of clustering — finding local
extrema can take a lot of time. Therefore, the proposed modifications of
DENCLUE are associated with speeding up the process of finding local extrema
(3) by modifying the gradient procedure (4) [10—12].

In the case, when observations x(k) in dataset X e (; xn,) are matrices, it
is easy to consider the matrix version of the procedure (4):

xl — xl*l + ner(X’xlfl)(Trl—\X (X’xl*l)l—*xT(X’xlfl))f(l/Z),

X -1
where FX(X,xH) = {W} c RMXM2
X

iip
The gradient optimization process ends with a search m local extrema of
function (3), with less value &, than more clusters can be formed.

It is possible to speed up the process of finding local extrema by using
evolutionary optimization methods instead of gradient search, among which the
so-called Fish schools search can be noted as quite efficient, numerically simple
and fast [19-21], which should be modified to solve the clustering problem.

MODIFIED OPTIMIZATION METHOD BASED ON FISH SCHOOL

When using the methods of evolutionary optimization, which are essentially zero-
order optimization methods, i.e. do not use derivatives, it is assumed that when
finding the extrema of some function f*(x) the population of agents are used,

each of them acts either independently or in interaction with others, with the
movement of each g ™ agent (¢ =1,2,...,0Q) on " search iteration can be written as:

l -1

_ Uyl _
Xy =X, +anqu, q=12,.,0,

where xé =(x(l]1,xf]2,...,x,lm T Dirql — vector that specifies the direction of

movement ¢ ™ agent on /"™ search iteration.
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In a large family of such methods should be noted the method based on of
fish schools, where each agent of the population simulates the movement of an
individual fish in the school [19-21].

The main advantage of this method is the sufficient efficiency of finding the
global extrema of rather complex functions, which include the density function of
data distribution in clustering problems.

The authors of the method introduce iterations related to the movement of
the school: feeding and swimming.

The feeding operator is responsible for the weight of each fish as an element
of school — the agent. The heavier the fish, the closer it is to the extreme — the
maximum. The weight of each fish w, is tuned according to the expression

Do eh=reih

= Vqg=12,.,0, 5
TN Gy e ©
D

where

/

O<wq<w

0
max> Wi = 0,5w

max*

The swimming operator describes both the individual movement of each fish
and the collective movement of the school as a whole. Three types of movement
are considered here: individual, instinctively — collective and collective volitional.

Individual movement is described by the relation

X+ Rand Q13 3 £ () > 14 ()

I_
xqi - -1 (6)
Xg else,
where Rand{0,1} — evenly distributed in the interval (0,I) random number. It

should be noted that (6) is essentially a local random search with return, intro-
duced by L. Rastrigin [22]. In fact, this is the procedure of “probing” the function

f7(x) around the point xfl_l , in this case, in addition to (5), any other random

search algorithm can be used here.

On the basis of probing the density function with the help of individual
movement (5) the instinctive-collective movement in the direction of growth of
this function is realized as:

(¢

(zu; —xﬁﬂ)](ﬂxb S ACTD)
I _ _1-1 p=l
xq—xq + .

5 (7)
PRCACI TN AICaS)
p=1

At this stage, there is a balanced averaging of individual movements, taking
into account the “success” of each of the fish-agents.

And finally, collectively-volitional movement, when all the fishes of the
school “pull” to the weighted center of gravity, if the cant goes to the extreme,
and “run away” if the population moves in the wrong direction.

Considering the weighted center of gravity of the fish school
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0
1.1
prwp
Bar' =—p=1Q , ®)
/
2wy
p=1

we can record this movement as

1 -1
— Bar Y 9

. ! -1,

. H,lféwp>2wp,
— Bar p=1 p=1

xf]_
i €)]
X, =
-1 -1 0 0

1,1 Xq —Bar . ! I-1

X, +n, Rand {0,1} o e i D w, <Xw,

x, —Bar p=1 p=I

x; - n;Rand {0.1}

I~

To increase the efficiency of FSS, an additional breeding operator may be in-
troduced, which allows the creation of new fish-agents that have improved char-
acteristics compared to existing members of the school. To do this, we can use the
ideas of evolutionary operations [23], among which from a computational point of
view and efficiency — the credibility of finding the extrema can be noted sequen-
tial simplex method [24] and its modifications [25].

Let’s form the school that containing Q =n+1 fish-agents, but this number

remains unchanged in the search process, i.e. the population xlo ,xg ,...,xg generated

randomly. In this population we find the “worst” fish xgwom , which has the

lowest weight W((])min and the “best” fish xgbest with the greatest weight W((])max'

0
qworst

The main operation of the simplex movement is mapping x, through the cen-

ter of gravity n fishes (without the worst), which can be written in the form

0
—o_ 1 0 0
X =— Z (xq = Xgvorst ).
nao

As a result of this operation, a new fish is created

1* _ =0 =0 _ 0
Xy =X F0UXT = Xgyong)s

0

gqworst - 1hUS creates a new

which replaces the worst individual in the school x,

population xll,xé,...,xIQ. Here 0,5< 0 <2 — parameter that controls the shape of
the school-simplex in the optimization process. In the case, when o =1 the map-
ping of the simplex through the center of gravity is realized x° in the case if

f* (x;*) > f¥(xp,) accepted o.=2, that is, the school is “stretched” in a favor-

able direction, if f x(x};) < f*(x° ) =05 is accepted, that is, the simplex
faces a relatively unfortunate direction. Thus the motion of the school-simplex

can be described by relations
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0
-1 1 -1
X :_Z(x wos)
i o (10)

! —l- =l-1
Xy =X Ly a(x qwost)

then in the general case it is essentially an Nelder—-Mead optimization algorithm
[25]. Thus, in the process of finding the extreme, the worst fishes with the lowest
weight are removed from the cant and new agents with higher weight are created.

Thus, the process of combined optimization of the density function (5)-(10)
is essentially a combination of FSS, random search and evolutionary operating
based on the Nelder-Mead method.

Since the problem under consideration is essentially a problem of
multiextrema optimization, it is necessary to find a set of extremums, each of
which is a centroid of a cluster. Therefore, the optimization problem must be

solved repeatedly at different values o® and &. When finding any of the

extremes from the original sample X observations located directly in its vicinity
are excluded. After this removal, the proposed procedure of combined
evolutionary optimization is repeated until all extrema centroids are found.

EXPERIMENTAL RESEARCH

The experimental research was conducted on two databases, such us Page blocks
and Spam base and two test multiextrema functions. The description of datasets
shown in Table 1 and test multiextrema functions in Table 2.

Table 1. Data set description

Dataset Instances Attributes Clusters
Page blocks 5472 10 5
Spam base 4601 57 2

Table 2. Test multiextreme functions

of Elz:llggon Formulas Domain | Step
Rastrigin A (x) =20+ x>+ y* —10cos(2mx) + cos(2my) |[-5.12;5.12]] 0.01
1 X X
Gri k’ =——Xx+——y—cos cos| — |+1 -30; 30 0.1
riewangk's| /(%)= 3000" " 2000” [ﬁ j [ﬁ j [ ]

Due the fact, that Rastrigin’s and Griewangk’s functions has a lot if local extreme
points in its search area, as shown on Fig. 1, a and Fig. 2, a, we add 514 agents.

-5 -5 a -5 -5 b
Fig. 1. Rastrigin’s function, that has a lot of extreme points (a); modified optimization
method based on fish School on Rastrigin’s function (b)

84 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 4



Clusterization of vector and matrix data arrays using the combined evolutionary method ...

%

Fig. 2. Griewangk’s function, that has a lot of extreme points (a); modified optimization
method based on fish School on Griewangk’s function ()

In Page blocks dataset was presents classified blocks of the page layout in a
document that has been detected by a segmentation process. Spam base dataset
also extracted from the UCI Machine Learning Repository and describes e-mail
classified as spam or not spam.

The accuracy comparison of the well known optimization algorithms such as
Fish School (FSS) and Cat Swarm (CSO) and proposed Modified Optimization
Method Based on Fish School (OMFS).

Table 3. Accuracy comparison

Data Accuracy OMFS FSS CSO
Rastrigin Mean 190.46 189.65 190.46
Best 195.83 195.59 195.83

Griewangk’s Mean 3.65 341 3.65

Best 4.82 4.12 4.81
Page blocks Mean 951.47 951.01 951.15
Best 959.64 959.43 959.55
Spam base Mean 291.77 291.17 291.77
Best 299.84 299.48 299.64

From obtained result, that shown in Table 3 we see, that Modified Optimization
Method Based on Fish School generally perform better than the original
algorithm. The convergence process of hybrid algorithm demonstrate in Fig. 3.

OMFS optimizing the Rastrigin function OMFS optimizing the Griewangk's function
_s04 950
25 4 o %
g =
(—g -30 4 g so
c
87 8%
Q .40 § so
2 o
.54 0 90
3 &
M 54 50
=55 600
-60
4] 20 40 &0 80 100 o] 10 20 30 40 50 60 70
Iteration number a lteration number  p

Fig. 3. Modified Optimization Method Based on Fish School on test function: Rastrigin’s
function (a) and Griewangk’s function (b)

To evaluate the performance of clustering method used the several validity
metrics: Dunn Index (DI) — high value indicates a better clustering; Davies-
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Bouldin Index (DBI) — the smallest value indicates the better clustering; Cluster
Accuracy (CA) — the high value indicates the best clustering quality.

For comparison proposed method classification of vector and matrix data
sets based on combined optimization of distribution functions (CODF) against
classical DENCLUE algorithm and DENCLUE-IM for big data clustering (Table 4).

Table 4. The comparison algorithms according to their validity metric

Data Measures Spam base Page blocks

CODF 0.835 0.721
DENCLUE DI 0.789 0.721
DENCLUE-IM 0.831 0.693
CODF 0.768 0.764
DENCLUE DBI 0.867 0.864
DENCLUE-IM 1.041 1.041
CODF 0.718 0.920
DENCLUE CA 0.805 0.920
DENCLUE-IM 0.701 0911

All these results conclude that proposed method classification of vector and
matrix data sets based on combined optimization of distribution functions has an
acceptable clustering performance.

CONCLUSION

The problem of clustering data arrays that are described in both vector and matrix
forms based on the optimization of data distribution density functions in these
arrays is considered. For optimization of these functions — local extrema search
we have proposed the hybrid of Fish School Search algorithm, random search and
evolutionary optimization. This algorithm does not require the calculation of de-
rivatives of the function, which is optimized and in the general case is designed to
find the maxima of multiextrema functions of the matrix argument (images).

The proposed approach allows to reduce the number of the optimization pro-
cedure runs, allows to find the extremes of complex shape functions and is easy in
numerical implementation.
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KJIIACTEPU3ALIA BEKTOPHUX TA MATPUYHUX MACHUBIB JIAHUX I3
BUKOPUCTAHHSIM KOMBIHOBAHOI'O EBOJIIOHIMHOTIO METOAY
PUBHUX 3I'PAU / €.B. bonsucekuii, A.1O. adpponenko, I.IT. TTmicc

AHoTauis. Po3risHyTO 33034y KiacTepu3alii MacHBIB JaHUX, IO OMMCAHO 5K y BEK-
TOpHIH, Tak i MaTpuuHiii Gopmi Ha OCHOBI onTUMi3alii GyHKLI# WITFHOCTI PO3HO-
Iy maHWX y nux macuBax. [t omrumizamii mux ¢yHKIIH — MONIyKy JIOKAJIBHHX
E€KCTPEMyMiB 3aIpONOHOBAaHO anroputM, mo € ridpuaom Fish School Search,
BHIIAIKOBOTO TIOLIYKY Ta eBojouiiiHoi onrtumizanii. Leit anroputm He motpedye
00YHCIIeHHS TOXIMHUX (YHKILIT, 0 ONTHMI3YETHCS, 1 y 3araJlbHOMY BHUIIAJKY HpH-
3HAUCHUI A BiNIIYKaHHS MaKCHMyMIB OaraToeKCcTpeMalbHUX (yHKIIH MaTpud-
HOTO apryMeHTa (300pakeHb). 3alpONOHOBAHUM MiAX1A JO3BOJSE CKOPOTHTHU Killb-
KiCTb 3aIlyCKiB IpOLEypH ONTHMI3awii, 3HaXOJUTH eKCTpeMyMH (QyHKIIH CKi1agHOT
(hopmH Ta € MPOCTHM Y YUCIIOBIN pearizarfii.

Kawuosi cinoBa: koMOiHOBaHAa ONTHMI3allisl, HEYITKA KJIACTEPH3AIlisl, CBOJFOMINHI
anroputMu, GyHKIs miiasHocTi, Fish School.
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ON SOME METHODS FOR SOLVING THE PROBLEM OF
POWER DISTRIBUTION OF DATA TRANSMISSION CHANNELS
TAKING INTO ACCOUNT FUZZY CONSTRAINTS ON
CONSUMPTION VOLUMES

E.V.IVOKHIN, L.T. ADZHUBEY, P.R. VAVRYK, M.F. MAKHNO

Abstract. The article deals with the mathematical formulation of the problem of op-
timal distribution of the power of data transmission channels in information and
computer networks with a three-level architecture and fuzzy restrictions on con-
sumption volumes. An efficient algorithm has been developed for solving the prob-
lem, the peculiarity of which is the inability to meet the end user’s needs at the ex-
pense of the resources of different suppliers. A standard solution method based on a
fuzzy optimization problem of mathematical programming is considered. A con-
structive variant of finding a solution based on the backtracking method is proposed.
Computational experiments have been carried out. The developed approach was
used to determine the optimal configuration of a three-level information and com-
puter network with a given number of communication servers.

Keywords: data transfer, power distribution, fuzzy constraints, optimal solution,
backtracking algorithm.

INTRODUCTION

The tasks of finding optimal solutions arise in the process of development and
practical implementation of methods for effective management of various organiza-
tional, technological and information systems.

An important characteristic of optimization problems is the desire to find the
optimal solution (optimality principle). In practice, there are a number of con-
straints that do not allow finding such a solution. In these cases, the question is
raised of finding not optimal, but rational (compromise, effective) solutions that
satisfy the problem statement. It is often necessary to find a compromise between
the effectiveness of solutions and the cost of finding them. Serious difficulties
arise when solving optimization problems under conditions of incomplete infor-
mation, as well as in the case when random or subjective factors (parameters)
play a significant role.

One of the applied problems in which there can be uncertainty in setting the
parameters is the problem of distributing the limited capacities of data transmis-
sion channels between different nodes of the Internet providers network. Suppose
that there is a local computer network of an enterprise (organization, educational
institution) that provides users with access to the Internet. User access to the
global network and obtaining the necessary information is carried out using several
communication servers located on the territory of the information and computer
center of the enterprise and connected by high-speed external communication
channels with Internet providers. The bandwidth levels of the servers are within the
bandwidth (bandwidth) of the local network (for example, 1Gb per second).

© E.V. Ivokhin, L.T. Adzhubey, P.R. Vavryk, M.F. Makhno, 2022
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It is assumed that the network implements the conditions for efficient
channel switching (relative to their bandwidth), which are provided by
programmable network devices (communication servers, routers). The structure
of the network and the information distributed in it in the general case can be very
diverse. In this case, we consider the problem of distribution of limited capacities
with the following constraints:

o information is distributed from the provider to subscribers (nodes)
through switching servers via communication channels with a bandwidth that
takes into account the specified bandwidth;

e cach network subscriber is serviced by one switching server;

o the throughput of receiving information for switching nodes and subscribers
is limited both from above (fundamental limitations of the provider’s capabilities)
and from below (the minimum need for subscribers to receive information).

The problem of determining the bandwidth of an external connection is con-
sidered, which makes it possible to maximize the total bandwidth of user commu-
nication channels by changing the total power of communication servers, taking
into account both the needs and wishes of subscribers (users) and the capabilities
of the information and computing center.

The solution of the formulated problem was considered in [1-7] on the basis
of solving problems of optimal resource allocation. The problems of efficient use
of a homogeneous resource were considered using the example of time distribu-
tion in the form of a classical problem of distributing resources of a given volume
over a set of categories (works) [8]. The setting of such tasks consists in finding a
cost plan for the available resource (such a resource is most often considered
time) for the execution of a group of tasks, in which the total (final) use of the
resource is optimal.

In a number of papers [9-11] to find a solution, an approach is proposed that
uses multi-index problems of the transport type [11]. In the noted works, meaningful
formulations of such applied problems are given and their mathematical models
are constructed.

When solving applied multi-index optimization problems, special interest is
given to formulations related to the class of problems of integer linear program-
ming [11]. One of the approaches to the development of algorithms for solving
such optimization problems is the use of streaming methods. Known efficient
flow algorithms [12] make it possible to construct solution methods that have ac-
ceptable estimates of computational complexity compared to estimates of general
methods for solving linear programming problems.

Solutions obtained on the basis of models of three-index transport problems
[10] allow solving the problem of distribution of a homogeneous resource for cas-
es where the cost and resource consumption factors are known a priori.

In [13,14], a model of a two-level production and transport problem was
considered with a criterion that takes into account the optimal cost indicators for
the production and transportation of resources, the volumes of production and
consumption of which are given.

PROBLEM FORMALIZATION OF THE DATA TRANSMISSION CHANNELS
OPTIMAL DISTRIBUTION POWER

An information and computer network is considered, including N, data transmis-
sion channels (global network providers), N, communication servers and N;
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+
i 9

end users (subscribers). We denote by 4", i =1,N;, the values of the maximum

bandwidth of the data transmission channel that provider i, i=1,N,, is able to
provide; B;-r, j=L N, — the value of the maximum bandwidth of the data

transmission channel that the communication node j, j=1,N,, can provide;

Ci,Cy, k=1,N; — values of the minimum and maximum bandwidth of the

data transmission channel, which must be provided to the subscriber k, k=1, N5 ;

t, — throughput of the k-th subscriber station, k£ =1, N5 . Then, assuming that the

power distribution of communication channels satisfies the conditions of additiv-
ity and proportionality, we can consider the problem of distributing a limited ho-
mogeneous resource (bandwidth of communication channels) with transport-type
constraints in order to find the optimal data transmission plan. This ensures the
effective functioning of the system for providing users with Internet access, which

consists in finding the optimal values of data transmission bandwidths 7; of

the i-th information provider (provider), i =1, N;, and the optimal values of the

bandwidths ¢, of using local communication channels of the k-th user, k=1, N5 .
Formally, the statement of problem can be written as

max{; ; maxf, ;... maxiy.,,

with the following constraints
N, Ny
Ztk < ZAI.*;
k=1 i=1
4 <B;, j=LNy, k=1LNy; Cy <t; <C;, k=1,Ny;

Ny N N3
DB <Y A< CL.
j=l k=1

i=l1

SOLVING METHODS OF THE PROBLEM OF DATA TRANSMISSION
CHANNELS OPTIMAL DISTRIBUTION POWER TAKING INTO ACCOUNT
FUZZY CONSTRAINTS ON CONSUMPTION VOLUMES

Let’s assume that the needs of network subscribers to increase the speed of ob-
taining one or another amount of information are known. The wishes (prefer-
ences) of subscribers are set regarding a possible increase in consumption vol-
umes (bandwidths) for transmitting information from the provider to the user
node. To implement the changes, it is necessary to update the capacities of the
switching servers of the network by deploying new, more powerful computers or
by increasing the number of existing servers. In other words, it is necessary to
conduct a study on updating the resources of the server park of the information
and computing center, which makes it possible to increase the total bandwidth of
a group of switching servers. At the same time, the value of the total capacity of
servers, both in the case of an increase in the capacity of the existing fleet of
computers, and in the case of an increase in the number of servers, is assumed to
be the same.

90 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 4



On some methods for solving the problem of power distribution of data transmission ...

If the values of consumption parameters are random variables with known
distribution functions, then it can be solved by stochastic programming methods.
However, in practice these parameters are often unknown and only the range of
possible values can be determined for them. A problem of this type can be called
a problem with multiple values of the coefficients. Within the framework of this
problem, it makes no sense to talk about maximizing the objective function, since
the values of this function are not numbers, but sets of numbers. In this case, it is
necessary to find out what preference relation this function generates on the set of
alternatives, and then determine which products should be considered rational in
the sense of this preference relation.

The next step on the way of detailing and refining the model considered here
is the description of the problem parameters in the form of fuzzy sets (numbers)
[15]. Additional information is introduced into the model in the form of a mem-
bership function of these fuzzy sets. These functions can be considered as a way
for an expert to approximate his unformalized idea of the real value of a given
parameter. Membership function values are the weights that experts assign to the
various possible values of this parameter.

Fuzzy sets are a mathematical model of object classes with fuzzy or blurry
boundaries. In other words, an element can have some degree of membership in
the set, and it is intermediate between full membership and complete non-
membership.

Traditional (ordinary) set theory can be viewed as a special case of fuzzy set
theory. An ordinary subset 4 of a set X can be represented as a fuzzy set, which
is given by the characteristic function y , : X — {0,1} :

XA(X):{OZ x¢A;

I: xeA
In accordance with the idea of Zadeh [15], a fuzzy subset of a given univer-
sal set X is formulated as follows.

Definition 1. A fuzzy subset A of the universal set X , is a collection of
pairs A= {(n5(x),x)}, where p5(x): X —[0,1] is the mapping of the set X into
the unit segment [0,1], which is called the membership function of the fuzzy set.

The value of the membership function p(x) for an element x € X is called
the degree of membership. The interpretation of the degree of membership 15 (x)
is a subjective measure of how much an element x € X corresponds to a concept,
the meaning of which is formalized by a fuzzy set A.

Let X =R' is a universal set.

Definition 2. [16] A fuzzy triangular number (triplet) A is an ordered triplet
of numbers (a, b, ¢), a <b < c, defining a membership function p~(x) of the form:

“Z(X)Z%’ x€la,b]; uz(x)zg, xe(b,c]; x¢la,c]. (1)

A fuzzy triangular number of the form (a,b,b), called a left fuzzy trian-
gular number, is determined by the membership function of the form:
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X—a
MZ(X)ZO,X<CZ; MZ(X):b_’ xe[a,b]; MZ(X)ZI, X>b,

and the fuzzy triangular number of the form (b, b, ¢), called the right fuzzy trian-

gular number, is the membership function x e R" :

ni =1, x<b wg@ =" xelbels uz(@=0.x>c. ()
C_

After such clarification, we can proceed to the next statement of the problem
of fuzzy mathematical programming [17]. A linear view model is specified

n
D C;x; —> max, 3)
j=1

in which the values of the coefficients Ej , J= I,_n , are given fuzzy in the form of

fuzzy sets of given universal sets. In addition, there are constraints:

n ~
j=1
b, i =1,_m, j=1,_n, are also described in

i

and the values of the coefficients a;,

the form of the corresponding fuzzy sets. It is required to make a rational choice
of asolution x € R" , that, in a certain sense, maximizes the given fuzzy linear form (3).
We call such a statement of the fuzzy optimization problem a linear pro-
gramming problem with fuzzy parameters. One of its variants is a problem with
fuzzy resource constraints on the right side.
Consider now a linear programming problem with a given goal function

n
max »c;x; %)
x
j=1
and fuzzy constraints on resources of the form

n ~ -
Zaijxjﬁbi, i=lm, x>0, xeR", 6)
j=1

where the right parts of constraints (6) are given as fuzzy right triangular numbers
with corresponding membership functions of the form (1). Here, the allowable
deviations determine the values of the boundary changes of the model resources.

This formulation does not restrict the general form of optimization problems
with fuzzy constraints [18, 19]. Indeed, one can consider a linear programming
problem with fuzzy resources in the form of an optimization problem for the goal
function (5) in the presence of a system of mixed constraints:

n - n -
Za,-jszb,-, i=Lm; Za[jxjéb,-, i=my+1,m,;
j=1

where the right parts of the first m,; constraints are given by left fuzzy triangular

numbers l;, =(b, —b,b;,b,), b’ 20, i= E , the right parts of the next group of
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constraints are given by right fuzzy triangular numbers 1;, =(b;,b;,b; + b,-o) ,
b,-O 20, i=m; +1,m, , and the right parts of the last m —m, constraints are given
by fuzzy triangular numbers l;l:(bi —bil,bi,bl. +b]), with allowable deviations
0<bl <b,, b >0, i=my+1,m.
This LP model can be rewritten in the form (4)—(5) by replacing the first m,
n ~ ~
conditions with the next constraints Z(—aij )x; <=b;, b;=(=b;,~b;,~b; + b,-o) ,
j=1
i=1,m;, and the last m—m, conditions — with a system of constraints

n ~ ~ n ~ ~
j=1 j=1

i =my +1,m. Thus, we can assume that the general form of a linear programming
problem with fuzzy resource constraints on the right side is given by model
(5)—(6).

The optimization problem under consideration can be solved as a parametric
linear programming problem [20]. This method is universal, not always taking
into account the specifics of the task.

We use an approach based on the defuzzification of problem (5)—(6). To do
this, we calculate the optimal values of the levels of the objective function Z; and

Z, by solving two linear programming problems:

n
Z;= max chxj @)
X =1
with constraints
n -
Zaijxjﬁb,-, i=lm, x>0; xeR"; (8)
Jj=1
n
Z,= max Y c;x; 9)
X o
under condition
n -
Za[jxjéb,-+b[0, i=lm, x=>20;xeR". (10)

j=1
Letbe L=min(Z,,Z,) ,U=max(Z,;,Z,). The fuzzy set of optimal values of

problem (5)—(6) specified in R" (we denote it by 5) is described by the mem-
bership function of the form:

n
0, >c;x;<L;
j=l

ne(0) =12 c;x; =L)IU = L), L< Y c;x; <U; (11)
j=1 j=1

n
1, Zijj >U,
J=1
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and the fuzzy sets of each constraint (we denote them by fl , i=1,m) from (6)
are determined by the membership functions:

n
1, Zaijx <b;;
j=1

Hﬁi(x)= (bl»+bl»0—zlaijxj)/b,-o,b[Szlaijxjsb[+b[0, i=lLm; (12)
Jj= Jj=

n
0, Zaijxj > b; +b,-0.
Jj=1

Based on the definition of the Bellman-Zadeh fuzzy solution [21], the fuzzy
linear programming problem (5)—(6) can be written in the form of an optimization
problem of the following form: find the value of the parameter A € [0,1], that is

the solution of the linear programming problem

max A
X

with constraints
He()2h py (x)2h; x20. i=Lm. (13)

Substituting (11) and (12) into (13), we write the final form of the optimiza-
tion problem

max A
X

with constraints

AMU—-L)=Y ¢;x;+L<0;
=1
Max, <b+b)-Ab), i=Lm; x20, 0SA<L (14)
=1
This problem is a classical linear programming problem, for finding
solutions to which any variant of the simplex method can be applied.

Let us assume that in the formulation of the problem of distributing the
power of data transmission channels, the current values of the throughput of

communication channels of each subscriber £, C, , k=1,N;, are known, and the

values of C;, k=1,N;, determine the values of the bandwidths that are planned

by users as a result of updating communication equipment. Obviously, it is
possible to fully satisfy the expansion of the bandwidth of subscriber channels

N, N3
only under the condition » B} > > C; .
= k=1

Formally, the statement of problem can be written as

max/f; maxt, ;... maxty.,, (15)

with the following constraints
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- M N
ty esupp 4, =[C,C{1, k=L N3; Dt <> A
= =

Ny N N3
j=l i=1 k=1
We will assume that the capacities of communication channels available to
N3 N3 M
users satisfy the conditions » C, <> 7, <> 4, and the values of the possible
k=1 k=1 i=1
expansion of the channel capacity are determined by right-hand fuzzy triangular

numbers in the form (C, ,C,, Cl), k =1,N; , with linear membership functions (2).

This problem is a multiobjective optimization problem. To solve it, methods
are used that allow finding a compromise (effective) solution by reducing the
problem to a single-criterion one in the form of a convolution of criteria or to a
sequence of single-criteria optimization problems [22]. In the case of fuzzy con-
straints, each such problem can be reduced to an optimization problem of the
form (13) or (14) with subsequent solution by the method proposed above.

Taking into account the specifics of the obtained problem, the most rational
method is the sequential introduction of constraints [22]. A characteristic feature
of this method, which makes it possible to use it to find an effective solution, is
the sequential (at each step) introduction of constraints on the width of the
communication channel, at which unsatisfactory values of the criteria are achieved.

Following the search methodology, at each algorithm’s step p=1,2,..., an

“ideal assessment” ¢ ¥ = (t:(p),t;(m,...,t;,(}p)), p=12,..., is formed, where t,t(p) ,

k =1,N; , are the optimal values of each of the criteria (19) maxt,, k=1, N5, on

a given range of acceptable values G,, G, ={ =C:k=1LN3}, G, =
={t € Gp;k =1,N;|t, 2&,}, se{l,2,...,N;} is the number of the criterion, the

value of which is the least consistent with the compromise solution. It is clarified
to what level &, the value of this criterion should be changed, and a search for a

new solution is performed, taking into account the additional constraint.

This method allows solving the problem of efficient distribution of channel
capacities, taking into account fuzzy constraints on consumption volumes, how-
ever, to use it at each step, it is necessary to evaluate the compliance of the cur-
rent solution with a certain “ideal” solution, which, as a rule, is formed with the
participation of an expert. In addition, the solution procedure turns out to be cum-
bersome, leading to the multiple solution of optimization problems of the form
(7)—(10) and the construction of a Bellman-Zade fuzzy solution (14).

Additionally it is easy to formalize this process by applying the back track-
ing solution search procedure [23].

From the condition of the problem of optimizing the distribution of channel
powers, taking into account fuzzy constraints on consumption volumes (15)—(16),
it follows that
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Obviously, in this case, it is impossible to allocate the maximum expected
power of communication channels to all subscribers. We will look for a solution
on rational distribution based on the scheme of the back tracking algorithm.

Algorithm.

Step 0. Without loss of generality, we will assume that the order of users is
ordered in non-increasing order of the planned capacities of communication

channels. We put the required values in the initial solution #, =C;, k=1,Nj.
Step s=1,2,...5=1,2,... We check the fulfillment of condition

N; Ny .
Ztk < ZB‘/. . (17)
k=1 j=1

If inequality (17) is satisfied, the algorithm terminates, otherwise:

a) determine the g, g €[1, N3], largest (first of N3) values #;, k=1,N;;
b) decrease the values 7, & =G ,by At>0: t,=¢t, —At, k:E .

Obviously, the total demand in this case decreases.
Change s =s+1 and move on to the next step.

RESULTS OF COMPUTATIONAL EXPERIMENTS

The algorithm proposed above for finding a solution in the problem of rational
distribution of the power of communication channels, taking into account fuzzy
constraints on consumption volumes (15)—(16), was used to calculate the values
of throughput resources in a network with 1 Internet provider, 2 (3, 4) routers
(communication servers ) and 17 end users (collective subscribers).

The bandwidth of user connections to communication servers was initially
350, 250, 250, 245, 180, 180, 165, 165, 160, 145, 140, 140, 140, 120, 110, 80, 80
Mb/s (total capacity 2900 Mb/s). In order to expand consumer traffic, it is proposed to
upgrade equipment in the form of a possible increase in the number of servers
or/and increase their capacity. The bandwidth of the communication channel with
the provider remains constant and equals 10 Gb/s. The total throughput capacity
of communication servers after the upgrade is planned to be 3 Gb/s.

To determine the rational distribution of the size of communication channels,
consumers were asked to determine the required size of connections to
communication servers. Based on the given amount of traffic, it was planned to
use 2, 3 or 4 servers with a total capacity of 3 Gb/s.

Computational experiments on the efficient distribution of the power of
communication channels were carried out using the above algorithm for the
classical solution of optimization problems with fuzzy constraints on consumption
levels (fuzzy approach) and the algorithm using the backtracking approach. In the
latter case, both a consistent uniform decrease in consumer requests by the value
At >0 (appl) and a proportional decrease in the values of requests were applied,
taking into account the required volumes of traffic increase (app2).

The results of the numerical experiments performed are shown in Table.
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Table 1. The results of numerical experiments on the efficient distribution of
the power of communication channels

Consumers
Pi ‘Pz ‘P3 |P4 ‘Ps |P6 |P7 |P8 ‘Ps» ‘Plo‘l?u ‘P12|P13 ‘Pm‘Pls ‘Pls ‘Pn ‘ Sum
Init Power, Mb/s (Max Sum Power=2900 Mb/s)
350]250]250]245]180[180[165]165]160]145]140]140]140[120]110] 80 [110]2900
Plan Power, Mb/s (Max Sum Power=3000 Mb/s )
370]275]275]260]195]185[180]175]165]155[150]150] 145[125]115] 90 [115]3100
Results for K communication servers, Mb/s
Approuch: appl
CommunicationPower*K=1500 %2
363]268]268]253]188]183[173]168]158]148]143]143]138]118]108] 85 [108]2995
CommunicationPower*K=1000%3
3591264264249 184]179]169]164]154]144]139]139]134[114]105] 83 [105]2934
CommunicationPower*K=750 x4
357]262[262]247][182]177]167]162[152]142]137]137]132]112][107] 89 [107] 2914
Approuch: app2
CommunicationPower*K=1500 x2
3541254254254 184]184[174]169]164]149]149]149] 144[ 124] 114] 89 [114]2999
CommunicationPower*K=1000 x3
352252252252 182]182[172]167]162]147]147]147]142]122] 112] 87 [112]2967
CommunicationPower*K=750 x4
350]250[250]250]180[180[170[165]160]145]145]145]140[120[110] 85 [110]2935
Approuch: fuzzy
CommunicationPower*K=1500 %2
361]266]266]251]186]181[171]166]160]150]146]144]141]121]110] 83 [110]2985
CommunicationPower*K=1000 x3
362]267]267]252]187]182[173]167]160]150]147]142]140[120]110] 82 [110]2989
CommunicationPower*K=750 x4
355]260]260]245]180[175[165]160]150]150]145]140]135[118]108] 79 [108]2900

As follows from the results obtained, the application of the proposed
algorithm made it possible to obtain the most efficient (close to optimal) solutions
in the considered distribution problem for a configuration with two
communication servers with a maximum bandwidth of 1500 Mb/s. The best
solution to the problem using the method of efficient channel power distribution,
taking into account fuzzy constraints, was obtained for the connection option with
3 routers. At the same time, it slightly differs from the solution with two servers,
which suggests that the best option in the considered distribution problem is the
variant with two communication servers. It should also be noted that the solution
based on the algorithm using the return scheme does not require significant
computational resources, which allows us to speak about the constructiveness of
the method. The resulting solution was used as the basis for the technical
modernization of equipment to ensure the operation of network subscribers.

DISCUSSION AND CONCLUSIONS

Several remarks should be noted. First, the amount A¢ of change in the power of
communication channels in the backtracking algorithm, which is set at the begin-
ning of the work, depends on the values of the optimized data transfer volumes
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and affects the rate of convergence of the algorithm. The choice of small values
At leads to a more accurate rational distribution of powers, but slows down con-
vergence. Otherwise, for large values At, the solution is reached faster, but its
quality in terms of the obtained volumes, as a rule, turns out to be lower.

In addition, in the proposed version of the algorithm, a rational solution is sought
at the expense of the most demanding subscribers in terms of volume. Obviously,
the search procedure can be restructured to use other similar principles or to
evenly distribute the redundancy of the total traffic request among all network users.

The problem of optimal power distribution of communication channels in
information-computer networks with a three-level architecture is considered.
Approaches for its solution are studied, the problem statement with fuzzy
constraints on the consumption volumes of end users is considered. A fuzzy
optimization problem is formulated, which allows taking into account the interval
specified volumes for the connection values. A variant of solving fuzzy
optimization problems in the case of using fuzzy numbers is proposed. A multi-
objective problem of efficient power distribution of communication channels with
fuzzy constraints is formulated. A variant of the algorithm with a return is
proposed, which allows solving the obtained problem. The approach is illustrated
by a number of numerical examples of a problem with a given number of end
users and different allowable bandwidths of communication servers.

The results obtained were analyzed, which made it possible to make a
decision on the method of upgrading the communication equipment. The
proposed approach based on the method using the return scheme turned out to be
a constructive way to solve the problem considered in the article.
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PO AEAKI METOIU PO3B’SA3AHHSA 3AJTAYI PO3ITOALITY MMOTYXKHOCTI
KAHAJIIB NEPEJABAHHSI JAHUX 3 YPAXYBAHHSIM HEUYITKHX
OBMEXEHb HA OBCATI'U CIIOKUBAHHS / €.B. Ipoxin, JI.T. AmxyoOei,
I1.P. BaBpuk, M.®. Maxuo

AHoTanis. Po3risHyTO MaTeMaTHYHy ITOCTAHOBKY 33/1a4i ONTHMAIBHOTO PO3IOILTY
HOTY)KHOCTEH KaHaJTiB NepefaBaHHs JaHUX B iH(POPMaLiiiHO-KOMII IOTEPHHX Mepe-
JKaxX 3 TPHPIBHEBOIO apXiTEKTYPOIO Ta HEYITKMMHU OOMEKEHHSMH Ha 0OCATH CIIOKH-
BaHHS. Po3po0ieHo eeKTUBHUI alropuT™M po3B’s3aHHS 33/adi, OCOOJIUBICTIO SKOT
€ HEMOJKJIUBICTh 3a0e31euyBaTH 3alUTH KiHIIEBOTO CIIOKMBaYa 32 paxyHOK pecypciB
PI3HUX MOCTAaYaNbHUKIB. PO3IISIHYTO cTaHOapTHUIT METOA PO3B’sI3aHHS HAa OCHOBI
HediTKoi onTuMi3aniiiHoi 3a1a4i MaTeMaTHIHOTO IPOTPaMyBaHHs. 3alPOIIOHOBAHO
KOHCTPYKTHBHHMH BapiaHT IOIIYKY PO3B’S3Ky Ha OCHOBI METOJAY 3 HOBEPHEHHSM.
[IpoBeneno obuncmoBaHi ekcrepuMeHTH. Po3po0ieHo migXid, BUKOPUCTAHUH IS
BU3HAYEHHS ONTHMalIbHOI KOH}Iirypamii TpupiBHeBoi iHpOpManiiiHO-KOMII I0TEPHOI
Mepexi i3 3aJIaHOI0 KUIBKICTIO KOMYHIKaIlIHHUX CepBEpiB.

KurouoBi ciioBa: nepenaBaHHs JaHUX, PO3IOALT MOTYXHOCTI, HEYITKI OOMEXEHHS,
ONTHMAIBHHUHN PO3B’SI30K, AITOPUTM 3 TOBEPHEHHSM.
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DYNAMIC CERTIFICATION AND ASSESSMENT
OF THE BUILDINGS LIFE CYCLE UNDER REGULAR
EXPLOSIVE IMPACTS

O.M. TROFYMCHUK, LI. KALIUKH, V.A. DUNIN, S.Y. KYRASH

Abstract. Today in Ukraine, there is no single legalized, generally accepted
methodology (at the level of a Ukrainian building standard) for dynamic certification of
buildings and structures. A unified approach is proposed as such a technique. It includes
four components: visual inspection of buildings; experimental studies of the dynamic re-
sponse of buildings or structures to explosive effects; mathematical modeling of the
stress-strain state of the object under study; synthesis of the results of visual inspection;
experimental studies and numerical simulation in order to generalize them systematically.
As an approbation, the deterioration of the resource of reinforced concrete structures
of residential buildings under the conditions of constant mass industrial explosions
with a capacity of 500 to 700 tons in the quarry of Southern GZK (Mining and
Processing Plant) in the city of Kryvyi Rih, Ukraine, has been studied. Based on the
processing of numerous experimental data and the results of mathematical modeling,
a probabilistic model for predicting the deterioration of the technical condition of re-
inforced concrete structures of the Center for Children and Youth Creativity
“Mriya” has been obtained. Calculations of the risks of destruction of the building’s
load-bearing elements for its vulnerable areas made it possible to clarify its service
life. It decreased by ~ 30 years compared to the standard in 2012.

Keywords: shock waves, experiment, risk, dynamic certification, life cycle of buildings
and structures.

INTRODUCTION

Due to the insufficiently developed network of roads and land transport in the
USSR and for the economic feasibility reasons, the residential neighborhoods
were usually built near industrial zones. That ensured minimal time expenditures
for workers transportation to the enterprises in those zones. At the same time, the
nature of the works performed in industrial zones and their impact on the housing
stock were minimally taken into account during housing development design and
construction. The housing stock buildings in the city of Kryvyi Rih (Dnipropet-
rovsk region, Ukraine) can be mentioned as a typical example of man-made influ-
ences during blasting works in open iron ore quarries. The buildings and struc-
tures dynamic certification is the primary stage of works to ensure the necessary
and economically feasible level of construction projects dynamic stability in con-
ditions of industrial explosions, moral wear and physical tearing. Two main goals
of the buildings and structures dynamic certification include:

© O.M. Trofymchuk, L1 Kaliukh,V.A. Dunin, S.Y. Kyrash, 2022
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1) comparative assessment of the actual seismic resistance of buildings with
the specified territory seismicity (the determination of the buildings seismic
resistance deficiency);

2) identification of the most dangerous projects that require priority
strengthening, repurposing or demolition of the buildings.

The issues of the buildings dynamic certification, physical and dynamic wear
impact and earthquake-resistant construction economic feasibility were given a
serious attention at the state level in the relevant resolutions and other documents
of the Cabinet of Ministers of Ukraine [1, 2], as well as considered in the
numerous works of Ukrainian and foreign researchers including S.V. Medvedev,
V.I Keilis-Borok, LE. Itskov, Y.M. Eisenberg, M.A. Cornell, K. Oliveira,
L. Idriss and others [3—10]. The known scientists A. Alonso-Rodriguez, M. Barla,
H. Burton, N. Casagli, F. Catani, C. Del Ventisette, W. Frodella, G. Gigli,
G. Kampas, G. Lollino, G. Luzi, M. Martinelli, R. Piccioni, J. Stewart, Y. Wang
and others should be mentioned among modern foreign researchers in the field of
structures dynamic analysis [11-21].

The existing certification methods can be conditionally divided into the
following three groups: expert assessment methods, analytical calculation
methods, and technical diagnostics methods.

Their comparative analysis shows that, in addition to advantages, the
existing certification methods have several disadvantages [22, 23]. When using
the expert assessment method, the statistical consistency degree of expert
assessments and their confidence intervals remain uncertain. Although this
method, in an opinion of several researchers [2, 22, 23], is the cheapest and the
most common when the actual seismic resistance of buildings is continuously
assessed. At the same time, according to other researchers [24], it gives a rather
high error.

The analytical calculation methods related with DBN [25, 26] reflect the
inherent contradictions in the normative calculation procedures (conditional
design loads or linear elastic models use). Their advantages include taking into
account the actual physical and mechanical characteristics of the structures
material and the possibility of considering the building structures physical tearing.
However, they are labor-intensive and require a lot of time.

The technical diagnostics methods allow to detect and localize an anomaly
of the building dynamic structure, but at the same time they cannot establish its
cause and reveal by means of the structures opening the respective defects of
structural elements and their connection nodes. Usually, the analysis of the
building dynamic structure is carried out at the microdynamic level of impact, at
which the structures and their connections clearly operate in the elastic stage. This
does not allow to take into account the influence of structural and physical
nonlinearity and stiffness parameters degradation on the assessment of the
building seismic resistance.

Due to the described above advantages and disadvantages, specific for each
of the three approaches, the methodological problems of the dynamic certification
can be reduced to two main problems [24].

The first problem is the correct definition of the criterion for assessing the
inspected building dynamic stability reserve including:

1) the expert assessment reflecting the degree of project compliance with
structural requirements [25];

2) the computational and analytical assessment of seismic resistance
corresponding to conditional seismic loads [25];

3) the results of the building technical diagnostics [27].
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The second problem is the determination of the necessary level of influ-
ence, at which the building dynamic structure including the microdynamic level at
the elastic stage of the structures operation or the load level corresponding to the
building structures operation beyond the elastic limit should be investigated.

Thus, it can be concluded that in Ukraine today there is no unified dynamic
certification method legalized at the level of DBN [26, 28, 29] or standard. In
view of this, the methods improvement for the buildings inspection to assess their
actual seismic resistance and determine the residual resource with an allowance
for the structures physical tearing, is an urgent task.

The paper proposes to synthesize the methods into a unified VEMS method
consisting of four parts: visual inspection of buildings — the first part; experimen-
tal studies of the dynamic response of buildings or structures to explosive actions
— the second part; mathematical modeling of the stress-strain state of the project
under study — the third part; synthesis of the results of visual inspection, experi-
mental studies and numerical modeling with an aim of their systematic generali-
zation — the fourth part.

Visual examination. Today, the man-made impact of industrial explosions
on the existing housing stock and socio-cultural assets of Kryvyi Rih has signifi-
cantly increased. This is primarily due to the expansion of the iron ore quarries
industrial zone. For example, the open pit of the PivdGZK (Southern Mining and
Processing Plant) for the iron ore extraction in the city of Kryvyi Rih was founded
in 1952 and reached a depth of about 250 m. At ground level, the development of
minerals in the quarry is carried out on the area outlined by an oval with the major
and minor axes of 4 km and 3 km, respectively (sanitary and protective zone dur-
ing explosions is 700 m). The general appearance of the quarry of the Kryvyi Rih
Southern Mining and Processing Plant is presented in Fig. 1.

— - : posa P Maker |

s i — 52

Fig. 1. General view of the PivdGZK quarry with the adjacent infrastructure of the
Inhulets district of the Kryvyi Rih city

The boundary of the housing area of the Inhulets district of the city located
to the east and southeast of the quarry passes at an 800-900 m distance from its
eastern edge. Thus, during blasting operations at the quarry upper horizons, the
sanitary protection zone directly approaches to the residential development terri-
tory. The seismic impacts on buildings located in the sanitary protection zone are
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periodic in nature. Until recently, explosions at the PivdGZK were carried out
once every 2 weeks. At the same time, the maximum mass of explosives for car-
rying out explosions in the PivdGZK quarry ranged from 490 to 652 tons during
the observations period in 2008-2012.

For the observations during the blasting works in the quarry the following
objects are selected: secondary school No. 40, the Center for Children and Youth
Creativity (the Center), the Church of the Nativity of the Theotokos, and three
one-storey buildings measuring = 7 x8m. The listed structures do not cover the
comprehensive spectrum of buildings according to their structural design, but they
fully correspond to their socio-cultural purpose. The School, the Center and the
Church of the Nativity of the Theotokos are, in addition, the buildings of mass
concentration of people and must satisfy the increased safety requirements during
their operation. The assessment of their current state under the seismic effects
from explosions, predictive assessment of their durability (resource) and, there-
fore, of the people safety include the stated task in the category of actual prob-
lems.

In the photographs (Fig. 2) the fragments of the Church of the Nativity of the
Theotokos at 14, Obrucheva St. in Kryvyi Rih, located between two iron ore quar-
ries are shown.

Fig. 2. Instances of buildings damages due to industrial explosions in Kryvyi Rih
(photographs by lurii Kaliukh)

Due to its proximity to the quarries, the building is exposed to a double
"dose" of man-made seismic actions from industrial explosions in two quarries at
once, as can be seen from the recently installed and already cracked glass at the
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entrance (Fig. 2, a) and vertical cracks in the wall (Fig. 2, b). In Fig. 2, ¢ the
church priest presents vertical cracks on his house located on the territory of this
church. In Fig. 2, d the damage to the load-bearing walls of the secondary school
No. 40 building, which is located next to the iron ore quarry, is shown. By the
cracks nature, it can be assumed that the school is in an emergency state resulting
from the regular and constant man-made tremors posing a serious threat, which to
the students at the school are exposed every day during classes.

Many of the observed buildings have a long-term service life. The design
and executive documentation of some buildings has now been lost. Therefore, all
three methods (visual, experimental and theoretical) for the assessment of the
buildings and their load-bearing elements technical condition should be used. The
Center of Creativity building in the Kryvyi Rih city could be considered as an
example. The choice of this building for the detailed experimental and theoretical
research, as well as for the residual resource assessment was also reasoned by the
partial availability of design materials. The building design was developed in
1960. The Center of Creativity was built in the 70s during the period of intensive
extraction of iron ore in the quarry, therefore the building has been subjected to
explosive influences, starting from the construction stage.

In Fig. 3 the area of the load-bearing wall along the axis 1 with an oblique
crack starting from the window opening corner at the second floor, and its
modeling via the building computer model using the finite element method are
shown. Cracks with openings smaller than the above one were not modeled.

Crack

8,35

b

Fig. 3. Photo recorded view of the Center bluilding wall along the axis 1 and an
arrow indicating the crack in the damaged area (a) and its representation in the
computer model N 2 (b)

Experimental studies. It is possible to consider in more detail the features
of dynamic diagnostics of building structures (floor slabs) with small-amplitude
vibrations (from fractions of a mm to several mm) using high-sensitivity sensors
that can record and single out the buildings vibrations arising due to the back-
ground dynamic loads from industrial explosions. In the 2008-2012 period the
Center building and soil dynamic examinations were carried out according to the
developed methodology, which envisaged the selection and composition of vibra-
tion measuring equipment and the development of the vibration sensors arrange-
ment schemes and methods for recording, storing and processing the received vibration
signals. In Fig. 4 the scheme for recording the shock waves propagation is shown.
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Fig. 4. Sensors arrangement according to the diagsrams 1 and 2

A typical spectrum of the time signal of vibration acceleration and the amplitude
spectrum of the examined project reinforced concrete floors vibrations are presented in Fig. 5.
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Fig. 5. The time-dependent signal of the radial component of the soil horizontal accelera-
tion near the Center for Children’s Creativity building (a) and its amplitude spectrum (b)
during an explosion with a power of 650 tons, 2012
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Based on the obtained experimental data concerning the actual levels of ac-
celeration and vibration velocity of the soil and Center building structures the fol-
lowing conclusions can be drawn:

1. The values of the soil vibration accelerations at the buildings bases re-
corded during explosions are in the range [0.0238 m/s>to 0.643 m/s’].

2. The values of the soil vibration velocity at the buildings bases recorded
during explosions are in the range of 0.0004-0.015 m/s [31], which corresponds
to 1-4 points on the S.V. Medvedev’s seismic intensity scale [30].

3. The spectra analysis of the soil accelerations during explosions allows to
find out that the predominant frequencies are in the range of 1-54 Hz. This con-
firms the possibility of building structures (floor and walls) vibrations in a mode
close to resonance. In addition, according to recommendations [31], for the exclu-
sion of the building foundations settlements during explosions, the soil accelera-
tion should be limited to 0.15 m/s”.

Mathematical modeling. For the further research and examination of the
Center building condition, its computer model was developed based on the finite
element method (FEM) with the use of the LIRA-9.6 software package [32]. The
LIRA software package is a multifunctional software package for calculation, re-
search and design of structures for various purposes, which has more than 40
years of history of creation, development and use in the scientific research and
practice of structures design.

The FEM is the theoretical basis of the LIRA software package. The FEM
implemented version uses the principle of possible motions:

a(u,v)=(f,v), (1
where u is the desired exact solution; v is any possible displacement; a(u,v) and
(f,v) are the possible actions of external and internal forces (1).

the

nodes and their degree of freedom L; (nodes displacements and rotation angles)

The area occupied by the structure is divided into finite elements

J )

are assigned. The degrees of freedom have corresponding them basic (coordinate
or approximating) functions p; that differ from zero only at the elements corre-

sponding nodes and correspond to the following equality:
L, i=j;
L.u = 2
jHi {O, i#J. @)
The approximate solution U, must satisfy the main kinematic conditions
and is calculated in the form of a linear combination of basic functions

N
Uy = ub; 3)

i=1
where u; are the numbers; N is the number of degrees of freedom.
Substituting U, instead of u and p; (i =1..N) instead of v in (2) allows to

obtain a system of FEM equations shown in the elements of the block-diagram
in Fig. 6.
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Thus, the FEM use reduces the problem to a system of linear algebraic equa-
tions. An important advantage of the described method is that the K matrix and
the P vector are obtained by summing the corresponding elements of the stiffness
matrices and load vectors constructed for the individual finite elements. The Fi-
nite Element Library (FEL) contains elements to model the operation of various
types of structures including the rod elements; the quadrangular and triangular
elements of a planar problem such as slabs or shells; the spatial problem elements,
for instance, tetrahedron, parallelepiped or trihedral prism. In addition, there are
various special elements in the FEL that model the connection of finite stiffness,
elastic compliance between nodes, or elements specified by the numerical stiff-
ness matrix. All finite elements in the FEL are theoretically justified and the en-
ergy and displacement error assessments are obtained for them.

In the dynamic analysis, the principle of possible FEM displacements is
changed in comparison with the static calculation according to formula (1) and
takes the following form:

b(u,v)+c(u,v)+a(u,v)=(f(¢),v), t>0, (@Y)]

where u is the desired exact solution; v is any possible displacement; b(u,v) and
c(u,v) are the possible actions of inertial and damping forces, a(u,v) and
(f(¢),v) are the possible actions of external and internal forces. The problem of

dynamic analysis is formulated in the form of a variational equality with partial
derivatives:

ot

2
b(é—i’avj+0(%,vj+a(u,v)=(f(z>,v), >0;

u(0)=u’; Zj (0)=u'> (5)

where u; =u(t) is the exact solution; u° and u' are the initial values of dis-

placement and velocity; other values are the same as in the static problem.

The method of the dynamic problem solution implemented in the LIRA
software envisages combining the FEM with the decomposition according to the
natural vibrations shapes. The solution (5) is searched in the following form:

N
Uy =S, ©
i=1
where u,(¢) are the scalar functions; p; are the basic functions of the correspond-

ing static problem.
Substituting, by analogy, U, instead of u and u; (j=1..N) instead of v in

(5), a system of ordinary differential equations given for the block-diagram ele-
ments for dynamic analysis in Fig. 6 is obtained. The equation written in a matrix
form is also given there. In the above equation from the block-diagram, the mass
matrix M is determined by the elements m; ; = b(u,,u ), and the damping matrix

C —by ¢;; =c(i;, 1), respectively. The stiffness matrix K is determined by the
elements k; ; =a(y,,p;) and the loading vector P(7) is determined by the ele-
ments P, = (f(¢),y;) by analogy with a static problem.
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d*x(1) L o)

M dtz 7+KX(t)=P(t), (7)

where x(¢), x°, x' are the vectors with the elements X;(r) = u,(¢), xlp =Lu’

1 b

x} = Ll-u1 .
This method is known as semi-discrete approximation. Its error (the differ-
ence between U and U),) in terms of the potential and kinetic energy is assessed

in both compatible and incompatible cases by a value proportional to A" .
System (7) is calculated by the method of decomposition by the natural vi-
brations shapes. Let A;, ¢, be the eigenvalue problem solution; < Me;,p, >=1,

where the symbol <,> denotes the scalar product:
Ko=\Mo. (8)
The eigenvalue problem (8) is calculated by the subspace iteration method.

N
Considering that in (7) x(¢) = Y y;(£)9; , the orthogonality of the function ¢, will
i=0
ensure (under certain assumptions about the matrix C) the system (7) disintegra-
tion into independent equations with respect to y,(¢), which are presented in the
block-diagram for the natural vibrations shapes solution (6).
The equation solution with respect to y,(¢) is as follows:
1, .0 ‘
Vi = e—iiwit(m sin @, + yl,o cos mit] + Ljpj(,t)—ﬁimi(t—r) sin @, (t — 1)dr »
Wi i0
where @; = w;,/1-&; . The vectors of the inertial forces S,(¢) are calculated by

the formula S;(f) = w? y'"Mop. The values Sio="Al o2y, ()|} are used for cal-
culations. Their values are selected depending on the loads type including wind,
seismic, impulse, impact, or harmonic loads.

The time-dependent dynamics generally involves the four loads specifying
as follows:

The first load is a static load to the structure. For example, dead load of the
structure or self-weight with technological load etc. (it is not mandatory for speci-
fying and may be absent). The static influences are specified in the form of con-
centrated forces and moments both at the scheme nodes (nodal loads) in the direc-
tions of the global and local coordinate systems axes, and at the elements (local
loads) in the directions of the local or global coordinate system.

The second load characterizes the inertial characteristics of the structure
(mass distribution). It can be collected from the first load, from the elements den-
sity, by concentrated masses specifying in the second load, or by the listed options
combination.

The third load establishes the active dynamic load for the structure. In the
LIRA-9.6 software package [32], four types of dynamic loads are implemented: a
broken line with arbitrary segments (the quantity of points pairs and the “time —
value” points pairs themselves are specified); a sinusoidal load specified as
Asin (ot + @) ; an accelerogram; a broken line with uniform segments (the points
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quantity, start time, sampling step, scaling factor and broken line value are speci-
fied). The dynamic effects are specified as nodal loads acting along the axes of
the global or local coordinate systems. The weight of the structure mass is speci-
fied as the dead load of structures, equipment etc., while the use of both local and
nodal loads is allowed.

In the fourth load, the structure damping characteristics are specified (they
are not mandatory for specifying and may be absent). The load direction is not
important, because all values are taken according to their absolute values and in
the process of integration the damping forces will be directly proportional to the
velocities.

The boundary conditions in the design scheme can be specified directly for
the node, as well as modeled using finite stiffness connections. The latter is espe-
cially effective if it is necessary to define responses in overlapping connections.
After specifying two to four loads in the sequence indicated above, for successful
execution of the calculation it is necessary to specify the parameters for the dis-
placements equations integration and specify just which calculation results are
required by the user: only displacements, displacements and forces, or displace-
ments, forces and calculated combinations of forces.

Loads and actions are set according to the DBN [33] and seismic effects are
taken into account based on the DBN [25]. It should be noted that the actual soil
accelerograms of radial and tangential direction affecting the building at angles of
45° and 135°, respectively, are accepted as the external seismic effects on the
building under consideration. The accelerograms were recorded near the building
on 05/16/2012 during a massive explosion of 652 tons in the PivdGZK quarry.
Graphs of digitized accelerograms of the radial R and tangential 7 directions are
plotted in Fig. 7.
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Fig. 7. Calculated accelerograms of radial R (a) and tangential 7 (b) components of the
seismic effect on the Center building
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The accelerograms feature the following main parameters: 4 ms discretiza-
tion step, 245 s total impact duration, 17 s explosion duration, 0.5 m/s maximum
accelerogram value for the seismic impact radial component R, and 0.15 m/s
maximum accelerogram value for the seismic impact tangential component 7 .
Two design schemes of the building are created for conducting the theoretical
studies: scheme 1, in which there is no damage, and scheme 2 with the main dam-
ages in the load-bearing walls of the Center building (Fig. 3, b):

o the design scheme 1 reflects the original building condition at the time of
its commissioning (=<1969-1971);

o the design scheme 2 reflects the building condition at the time of the in-
spection (May 2013).

The digital values of the stress-strain state dynamic parameters of the Center
building computer model are the main criteria for checking the model correctness
(comparison was made with the results of experimental and visual inspections of
the Center building). The directions of the seismic effects on the building during
explosions are shown in Fig. 8, where the Center building computer model is pre-
sented.

IE = 0 Frfrt Direction of explogions

z)\]/, geismic effect

&y
=
i

P
- |\_'|l-z|

Fig. 8. The general view of the computer model of the Center for Children and Youth
Creativity “Mriya” building in the Kryvyi Rih city

The design scheme 1 is created based on the following types of finite ele-
ments: rod elements of type 10 (six degrees of freedom at the node) and plate
elements of types 41, 42 and 44 (six degrees of freedom at the node). The build-
ing stabilization is done at the base level. For nodes of plate elements adjacent to
the base the angular displacements are allowed. The column nodes at the level of
the base are constrained. The calculations at that stage are performed in a linear
version.

In Fig. 3, b the section of the load-bearing wall along axis 1 with an oblique
crack passing from the window opening corner at the second floor and its simula-
tion in the building computer model are shown. Cracks with openings smaller
than the shown one (Fig. 3, b) are not modeled. The crack is modeled in the
LIRA-9.6 software package [32] with the use of the finite element method for
dividing the nodes and elements of the building computer model connected along
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the crack line and combining these nodes displacements in the direction of exist-
ing connections in the building computer model.

The building dynamic parameters in the design scheme 2 are accepted for
the further analysis if they are close to the experimental data, or if necessary, they
are corrected by iterative calculations to refine the design scheme. Also, the dy-
namic parameters of the computer model are the main criteria for confirmation its
similarity to the real building. When the dynamic analysis of each of the men-
tioned design schemes (1 and 2) was performed, the number of specified vibra-
tions shapes corresponded to 10.

Table shows the design values of the natural vibrations frequencies for the
design scheme 2 of the building with damage, as well as experimentally recorded
values.

For that condition, the experimental values of the natural vibrations fre-
quencies of the Center of Creativity building for the first main shapes of vibra-
tions in the directions of the numerical and letter axes were obtained during ex-
perimental vibrodynamic surveys conducted on 16.05.2012.

Table. Dynamic characteristics of the Center building computer model 2

Numbering| Frequency Frequency Relative [Vibration|Sum of modal masses
of vibra- | of vibrations, | of vibrations, error, | period, | during seismicity, %

tion shapes| Hz (design) |[Hz (experimental) % s for X for Y

1 4.561 4,25 7,3 0.219 55.570 12.725

2 4.693 - 0.213 59.979 65.489

3 5.161 - 0.194 59.997 65.607

4 5.355 - 0.187 60.006 65.609

5 5.669 - 0.176 60.046 65.635

6 5.712 - 0.175 60.046 65.639

7 6.219 6,7 7,2 0.161 75.127 72.458

8 6.246 - 0.160 76.368 73.025

9 6.678 - 0.150 76.927 74.082

10 6.751 - 0.148 76.934 74.092

Note. The vibration shapes determining the parameters of the building stress-strain
state are indicated by the filling.

During the vibrodynamic surveys of the Center building, based on the ex-
perimental data an amplitude spectrum of vibration accelerations was obtained
(Fig. 5), according to which the experimental values of natural vibrations fre-
quencies f; (and periods T;) of the building by the shapes were obtained:

— for X direction: f; =4.50Hz (7} =0.235s), f, =6.70Hz (7; =0.149s) ;

— for Y direction: f, =4.50Hz (7} =0.222s), f, =5.40 Hz (7, =0.185s).

In Table for the building computer model 2 the values of natural vibrations
frequencies and periods according to shapes 1, 2, 7 are close to their experimental
values (a relative error does not exceed 7.3%). Thus, the Center building com-
puter model 2 with the crack simulation in the upper part of the building load-
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bearing wall along the axis 1 was verified as a starting point for mathematical
modeling of the stress-strain state of the Center building.

Along with the dynamic parameters assessment, the developed computer
model 2 performed an assessment of the building stress-strain state under dy-
namic influences. The maximum displacements reaching 0.0503 m during the
dynamic explosion influences on the building in the X direction were obtained for
the wall along the axis 1 in the area in the B-I axes (Fig. 7). The deformed state
of the building wall along the axis 1 in the X direction was graphically displayed
in 3D in Fig. 9.

e —
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Fig. 9. The deformed state of the building wall along the axis 1 under seismic effects in
the X direction

The auditorium space of the Center for Creativity on the second floor of the
building is limited by the presented area of the load-bearing brick wall along the
axis 1 with the largest deformations under seismic effects, which is the most dan-
gerous for spectators. The reinforced concrete covering beams at 10.85 elevation
and the upper belt of the transverse frame along the I axis at 11.80 elevation that
bear the covering elements, are the most responsible structural elements of the
building roof, therefore they determine its durability (resource). The destruction
risks calculation was performed for those elements to determine the reduction of
those elements resource under the seismic loads influence. The calculation results
are given in the paper [34].

System analysis. The final diagram of the load-bearing capacity changes for
a separate load-bearing element and the entire Center building is presented in
Fig. 10 based on the synthesis of visual inspection, experimental studies and
mathematical modeling materials.

Each section of the diagram of the building bearing capacity changes is con-
structed for a time interval of about 30 years and covers the entire period of the
design building operation of =100 years. The diagram represents four categories
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of the building technical condition defined according to [34]. Graph 2 of the
building bearing capacity changes during the operation time 7" is a smooth curve

described by the theoretical dependence P=F,—AP(T,T 2). The points, where

the vertical line drawn from the middle of the interval of each section of the
building bearing capacity changes diagram and graph 2 intersect, determine the
values and positions of the diagram sections for the corresponding categories of
the building technical condition.

That dependence 2 does not describe existing defects and effects. But if they
are taken into account, it becomes possible to assess the building technical condi-
tion and, according to the given diagram, to assess its bearing capacity.

At any moment the bearing capacity of a separate load-bearing element of
the building under the external forces actions (for instance, seismic effects)
should a priori be greater comparing to the building itself and its serviceability
should be longer. Graph 1 in Fig. 10 corresponds to that conclusion. Accordingly,
graphs 3 and 4 compared to graph 2 a priori demonstrate the decrease of the
bearing capacity of the building and of its service life when there are seismic
effects (graph 3) or they are combined with a damage (graph 4).
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Fig. 10. Comparative graph of the load-bearing capacity changes depending on the period
of operation for the load-bearing structural element of the Center building and for the en-
tire building. Segments of straight lines a, b, ¢, d are the elements of the diagram of the
entire building load-bearing capacity changes for four categories of technical condition
during the entire period of the building operation: building in ¢ — normal condition, b —
building in a satisfactory condition, ¢ — building unsuitable for normal operation , d —
building in an emergency condition; / — graph of the load-bearing capacity changes in a
separate load-bearing structural element of the building under seismic effects, 2 — graph
of the load-bearing capacity changes in the building as a whole without seismic effects, 3 —
graph of the load-bearing capacity changes in the building without damage during seismic
effects, 4 — graph of the load-bearing capacity changes in the building with damages dur-
ing seismic effects; point P, characterizes the technical condition of the Center building at
the time of research (2012) after 40 years of its operation

At the initial stage of the building or the load-bearing element operation
(within 30 years) the load-bearing capacity changes over time are insignificant, even
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under the seismic loads effects and damages occurrence. The reduction of the building
service life in this case will be AT=0 (identity of graphs 1, 2 and 4 at this area).

As the period of building operation increases, the effect of seismic loads
from industrial explosions and its combination with the building structures
damages cause the development of detected defects and, accordingly, the
accelerated decrease of the building bearing capacity. According to the DSTU, the
building emergency condition is determined by the reduction of the building
bearing capacity to a value of 55% of the initial value (100%).

The building technical condition determination is carried out based on the
visual and instrumental inspections of load-bearing and envelope structures.
Clarification of the building bearing capacity value is carried out using the com-
puter models analysis with taking into account the results of the above-mentioned
inspections.

The building inspections for its technical condition determining and appro-
priate calculations performing for the bearing capacity assessment allow to de-
termine the service life reduction AT at the time of the inspections according to
graphs 2 and 4. In Fig. 10 the value of the building bearing capacity P; for the
operation period of 40 years is shown. During that period of the building opera-
tion the value AT} undergoes lowering.

For the bearing capacity emergency value of P=55%, the design building
service life will be reduced to the maximum value AT ... In this case, the calcu-
lated building service life compared to the design T}, =100 years will be reduced
to the 7=T1, —ATmax value.

To prevent a significant reduction of the building service life in the presence
of damages and seismic effects, it is necessary to increase the frequency of visual
and instrumental inspections after 40 years of building operation. The building
bearing capacity clarification based on the building computer model relevant cal-
culations should preferably be carried out taking into account the new inspection
data for the period of building operation of 60 and 70 years.

The reliability and in-depth analysis of the obtained data for the likely con-
tinuation of experimental studies of the Center building must be ensured by re-
peating, as a prerequisite, the schemes, quantitative composition, as well as the types
of vibration transducers and their arrangement on the building structures, which were
used during the primary study. If necessary, the layouts of vibration transducers
arrangement can be supplemented based on the results of visual inspections.

As a result, it can be seen from Fig. 10 [35; 36] that the design age of the
Center building differs from the actual one by ~ 30 years. Thus, for a comprehen-
sive assessment of the life resource of the Center of Creativity building, it is nec-
essary to take into account the technical condition of all its elements and the re-
sults of all types of surveys, including the instrumental and visual inspections, as
well as the results of mathematical modeling.

The defects revealed by the visual inspection in combination with calculated
and experimental data allow to characterize the general technical condition of the
Center building as unsuitable for normal operation already in the nearest future.
With the growth of internal defects in the load bearing reinforced concrete struc-
tures, the risk of their destruction will increase, which will accelerate the building
aging and its resource significant reduction (increase of AT)).

CONCLUSIONS

1. Based on research and experimental data obtained in 2005-2012 the in-
tensity of the dynamic effects caused by explosions at the PivdGZK quarry on the
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housing stock of the city of Kryvyi Rih is assessed to be within 2—-3 (4) points
range (the velocity of soil vibrations near buildings varies within 0.002—0.004 m/s).
At the same time, the maximum mass of explosives for explosions in the
PivdGZK quarry during the 2008—2012 observation period is from 490 to 652 tons.

2. The use of only technical means (use of decelerators during explosions)
for the reduction of the level of seismic effects on buildings and soil during ex-
plosions weighing 500—650 tons in the PivdGZK quarry does not allow to signifi-
cantly reduce their intensity.

3. Based on a systematic combination of numerous experimental data and
mathematical modeling results, the technical condition deterioration forecast for
the Center building reinforced concrete structures in the conditions of permanent
explosive impacts from the PivdGZK quarry is obtained. The risks of the Center
building load-bearing elements destruction are calculated for all vulnerable zones,
which allows to predict and assess the service life resource that decreased com-
pared to the normative one by ~ 30 years.

4. The rate of the Center building life resource decline is determined. The
defects detected during the visual inspections and vibrodynamic surveys and the
obtained calculation characteristics (2012-2013) allow to characterize the general
technical condition of the Center building as unsuitable for normal operation in
the nearest future.

5. A systematic assessment of the buildings and structures life resource
should take into account the technical condition of all their elements and the re-
sults of all types of surveys, including the instrumental and visual inspections,
mathematical modeling and their data final synthesis.

6. The experimental and theoretical method of the life resource assessment
can be successfully used for the dynamic certification of buildings and structures
in Ukraine and is already applied by the SE NDIBK experts in the comprehensive
assessment of destroyed and damaged buildings in the cities of Borodianka, Bu-
cha, Vorzel, Gostomel, Irpin, Chernihiv etc., where combat operations have al-
ready stopped.
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Amnoranisi. Huni B Ykpaini He iCHye €InHOI y3aKOHEHO] 3arajJbHONPUHHATOI METO-
IUKK (Ha piBHI yKpaiHCHKOTo Oy/IiBENBHOTO CTaHIAPTY) AWHAMIYHOI HacHopTH3aLii
OyaiBenb i CIopy/I. 3anpONOHOBAHO €MHUI MiAXiA Y 3HAUCHHI TAKOI METOMKH. BiH
MICTUTh YOTHPH KOMIIOHCHTH: Bi3yaJIbHUH OTJIs OyZHiBeNb; eKCIIEpUMEHTAIBHI J0-
CIIDKEHHS AWHAMIYHOI peakuii OyaiBens abo crmopy Ha BUOYXOBI Aii; MaTemMaTHy-
HE MOJICIIIOBAHHS HAampy»XeHO-1e(OPMOBAHOrO CTaHy MOCII[KYBAaHOTO 00’€KTa;
y3araJbHEHHsS Pe3yJIbTaTiB Bi3yaJbHOTO OISy, €KCIIEPUMEHTAIbHUX JOCIIKEHb
Ta YHCJIOBOTO MOJICIIOBAHHS 3 METOIO IX CHCTEMaTHYHOIO y3arajbHeHHs. SIk ampo-
Galiro HaBeCHO MOTIPLICHHS PECYpCy 3a1i300eTOHHUX KOHCTPYKLIiH )UTIOBUX OY-
JIMHKIB B YMOBaxX MOCTIHHUX MacOBUX IPOMHUCIIOBUX BHOYXiB HOTYKHicTIO Bix 500
1o 700 Toun B kap’epi [liBnennoro I'3K (I'3K) m. Kpusnii Pir, Ykpaina. Ha ocHosi
00pOOIICHHS YMCIICHHUX SKCHEPUMCEHTAJIBHUX JaHHUX Ta Pe3yJbTaTiB MaTeMaTH4HO-
IO MOJZEJIIOBAaHHS OTPUMAaHO HMOBIPHICHY MOJIEIb IPOrHO3YBAHHS IOTiPLICHHS TeX-
HIYHOTO CTaHy 3aJ1i300€TOHHUX KOHCTPYKIiit LleHTpy anuTsdoi Ta roHanbKoi TBOPYO-
cTi «Mpis». Po3paxyHKu pu3MKiB pyHHYBaHHS HECY4HX eleMEHTiB OymiBmi ams il
BPa3JIMBHUX AUTIHOK Ak 3MOTY YTOYHUTH TepMiH ii ekcrutyarauii. BiH 3MeHIIuBCs
npubim3Ho Ha 30 pokiB mopiBHsHO 3i crangapToM 2012 poky.

Kawuosi ciioBa: ynapHi XBWiIi, EKCIICPHUMEHT, PH3HK, TUHAMIYHA MACIOPTH3ALIs,
KUTTEBUIN IIUKI OYiBEIb i CIIOPY/I.
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APPLICATION OF BEAM THEORY FOR THE CONSTRUCTION
OF TWICE DIFFERENTIABLE CLOSED CONTOURS BASED
ON DISCRETE NOISY POINTS

I. ORYNYAK, D. KOLTSOV, O. CHERTOV, R. MAZURYK

Abstract. The smoothing of measured noisy positions of discrete points has consid-
erable significance in various industries and computer graphic applications. The idea
of work consists of the employment of the technique of beam with spring supports.
The local coordinates systems are established for beam straight line segments, where
the initial angles between them are accounted for in the conjugation equations,
which provide the angular continuity. The notions of imaginary points are intro-
duced, the purpose of which is to approach the real length of the smoothed contour
to the length of the straight chord. Several examples of closed denoised curve recon-
struction from an unstructured and highly noisy 2D point cloud are presented.

Keywords: spline, elastic beam, spring support, closed contour, imaginary point,
noisy data.

INTRODUCTION

Two cases are discerned at geometrical computer modeling of plane curves or
closed contours — their design or restoration from the set of measured points. In
each case the provision of the curves smoothness is a necessary requirement of
their construction.

During geometrical design the important prerequisite is an aesthetical appeal

and C? continuity of a curve. The most popular are the methods which are based
on the Bezier curves, rational Bezier curves, B-splines and rational B-splines, or
so-called NURBS curves [1]. For their construction it is needed to define the
enumerated system of so-called control points. These curves pass exactly through
the first and last points, while all other points are only attracting the curve to
themselves. To increase or decrease the “weight” of attraction of the given control
point the rational splines are applied.

The problem of restoration of closed curves from the noise points has a big
significance in a computational geometry. It is applied in image analysis, in re-
verse engineering, for restoration of the trajectories and forces acting on the mov-
ing material points, etc. [2]. As an example, mention the extraction of silhouettes
from sensed depth images.

Very often the restoration of the geometry is performed by fitting the points
for the prescribed analytical figure (circle, ellipse, helix) with unknown character-
istics, orientation and center of coordinates. In this case the functional of error
(sum of deviations) is specified, which usually is iteratively solved by least square
method [3]. When the number of points is too big it is necessary to perform the
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preliminary smoothing. Then the weighting Gaussian probability function is usu-
ally applied, which makes the closer positions of the considered points [4]. Yet its
application might lead to unpredictable loss of the useful information (over
smoothing). Furthermore, the drawback of similar techniques is that the real noise
of input points (mean deviation) is not taken into account, even if it is known in
advance [4].

Historically the first splines which exactly pass through the given measured
points were solutions based on the Strength of Materials beam technique [5] and
actually used the known equation of three moments [6]. To decrease the deviation
of the curves from the given points it was suggested to use the solutions for ini-
tially pre-tensed beams [7]. Later on, the theory of beam splines was supple-
mented by possibility to use the elastic springs (supports) placed in the points
of measurements. The increase in compliance of these springs lead to larger
smoothing of the resulting curve [8].

The most drawback of all beam based smoothing techniques is that the curve
is presented in unique global coordinate system, i.e., the solution of kind
y = f(x) is searching for. Sush presentation can be effective for drawing the sta-
tistical splines, where the independent variable x is determined exactly, while the
functions y can be presented in any scale. For geometrical splines both coordi-
nated has the similar meaning and both are determined with errors. Usual ap-
proach is a parametrical presentation of both coordinates and execution the inde-
pendent smoothing with respect to each coordinate.

Significant contribution to application of the theory of beams to the geomet-
rical smoothing are works of present authors [9, 10], where the initial straight
segments between the neighboring points predetermine the local coordinate and
vector basis which are adjacent to each other at a certain angle. Namely, the goal
of the beam deformation was the smoothing of these angles [9, 10]. Note, that
idea of application of initial straight segments and their vectorial basis is the main
one in so-called corotational approaches in geometrical nonlinear analysis of the
spatial beams, when the position of the deformed geometry is essentially deviate
from the initial one [11].

The peculiarity and main idea of given work consists in that beam spring
splines are calculated iteratively with accounting for the big deviation and change
of local basis vector system (tangent and normal) [12]. Besides the notion of ficti-
tious points is introduced here which are not related with the real (measured)
points. These points are placed on calculated contour between the real points for
decreasing the angle between the neighboring segments.

GOVERNING EQUATIONS

Consider the simplest model of the bending deformation of beam, so called Euler-
Bernoulli beam [6], its equations and parameters. Beam is described by the gener-

alized vector of state Y (s), which characterized by set of four parameters at each
local point of length coordinate s, i.e., Y(s)=column {W(s);0(s); M (s);0(s)}.

Here, instead of some function and its derivatives, as usually accepted in mathe-
matics, the following conventional parameters of the theory of beam are used. So,
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we operate by notions of: W(s) is the deviation or displacement, the positive
value of which is directed toward the normal; O(s) is the angle of rotation, the

positive direction coincides with rotation from the tangent vector to normal one,
i.e., is in clockwise direction; M (s) is the bending moment; O(s) is transverse

force. Their positive directions are chosen in such manner that in all differential
equations the sign «+» is used. Thus, the following dependences between the
beam parameters are used:

dw(s) _ 0(s): do(s) M(s) dM(s) _

ds ©ds EI ° ds

where 9m is given outer distributed force, EI is so called rigidity of the beam
section. The solution of the system of governing equations is presented in form
suitable for application of transfer matrix method, and is the following:

dQs) _
0(s): 2

m>

- ; 4

1 s —Sz —S3 ;
2EI 6EI 2‘;51

3 > |
FeN={o 1 = 2 _|¥)+q, , (D

El 2E1| " 6EI

00 1 s 5%

00 0 1 2

L - s

where 170 = Y(s = 0) is the vector of state at initial point of the segment. Note that
here we take that £/ =1,and g, =0.

The set of measured positions of enumerated points B;(X;;,Y;;) is a re-
quired input information, thus each point has number 17, it is characterized by two
coordinates position which are measured with some error characterized by some
prescribed statistical deviation c.

At each iteration number, j, the geometry of analyzed curve is presented as
a set of points 4/ (X/,Y;), where each point 4’ is related with initial point B,
with the same index i. Note, that before first iteration the positions of points
Al.j = coincide with those of measured points B; . Usually, we will omit the upper
index j in designation of points 4. Consequent points A, are connected by

straight segments. These segments form certain angles between themselves,
V;_1;» the positive directions of which is counted clockwise (Fig. 1). Thus, the

beginning and end of each segment i, at each iteration, j, have some positions,
which coincide with positions of points 4. (Fig. 1). The vectorial length of each

segment is denoted as Zl. :

Li=Aiy -4 =X - X)i+ Y - 1))
Each of these segments is related with local tangent vector ;1 and normal
vector nT , which is rotated clockwise with respect to former one. Thus, if the tan-

gent vector t: is given by:
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f(s)==L=a;i +b,j =const .

Then normal vector 7, is found from the expression:

fi;(s)=c;i +d.j =b;i —a,j = const.

\lfn-%-l
Fig. 1. The model of discrete beam segments on elastic springs (supports)

The important constituent of the modelling is accounting for the angle be-
tween two segments, name it as a misalignment angle. It must be smoothed at the
next iteration. This angle is denoted as ,_,;, and its direction is clockwise,

Fig 1, and calculated by the formulas of the vector and scalar products of the unit
vectors:

sin(y;; ) =4%t_;  cos(y,; )=11 ;.
We use both definitions of angle to get the correct values of it in each quad-
rant of the coordinate system. Note, that if both signs are positive, then angle lies

in first quadrant, if both are negative — in third quadrant, and so on.

Formulate the main parameters, unknowns and equations which will be used
in calculation.

Introduce the following designations for main parameters (unknowns at each
iteration). At each segment, i, introduce the vector of state in initial point, thus

)71-30 (s =0), and vector of state at the last point of segment, thus ﬁ,e(s =s;). Evi-
dently, these two vectors of state are related by Connection equations (1), at
v=s,=[E).

The peculiarity of given approach consists in consideration of initial noisy
points as the fixed positions of elastic supports, where the additional force of in-
teraction is proportional to the deviation of the position of the contour point ;li
from the support point B,. This deviation is determined before the next iteration

and designated as II;. Other peculiarity consists in accounting for the angle of
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misalignment [10]. So, additionally to the Connection equations, write the Conju-
gation equations, which relate the vectors of state at the end of previous segment
with that at the beginning of the next one:

Weio =W ()

0:410 =01 = Vi3 3)
M, ,=M,,; (@)

Q10 =01 -G, —11,), )

where C, is the rigidity of support (characteristic of spring), and II, is some
conditional distance, the value of which before the first iteration is taken as
IT,=0.

Equation (5) can lead to some computational errors when C, is a very big.

As alternative presentation of (5) we use relation
(Wi,l - Hi) = Di(Qi+1,0 - Qi,l) > (6)
where the notion of the support’s compliance D, is introduced, which is inverse
to the rigidity D; =C,™".
Comment these equations. First one (2) is intended for that displacements

(positions) at the border between two segments should be equal — C 0 continuity.
Second one (3) is intended for that angle of tangent to the next segment should be
on value of y; ;. lesser than the angle of tangent at the end of the previous one —

actually this gives the angle continuity requirement of the deformed contour —

C' continuity. Third condition (4) is a condition of continuity of second deriva-

tives. The values of calculated W, and TI,, the latter is being determined before

each iteration by the special procedure, have the signs. The positive sign means
that value is directed toward direction of vector 7,. Note that at intermediate val-
ues of D, and C, the equations (5) and (6) are equivalent. If C, > 1, then equa-
tion (6) should be used, which in limit case of C; — o, or D, — 0, actually leads

to equation: W, =1II,. Similarly, there are no restrictions in applying of (6),
when C; =0, or D; =0, then equation (5) will be reduced to O, , =0, ;.

Thus, if the whole number of measured points is equal to N , then we intro-
duce N segments (the last one for closed contours connect the point i = N with
point i =1). This means that at whole we have 2#4* N =8N unknowns (two
sets of four ones at the beginning and at the end of each segment). For determina-
tion of them there are N sets of Connection equations (1), thus 4N ones at the
whole, and similarly 4N Conjugation equations (2) — (5).
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MAIN IDEA OF ALGORITHM
Describe the procedure of consequent rebuilding of the smoothed contour at each
iteration. The main result of calculation is deviation of points 4; from the previ-

ous positions, and they are designated as W, According to Conjugation require-
ment (2):

=

| =1l =]

Yet, evidently the displacements of beam, W(S) are directed toward the
normal to each straight segment, which are different for two adjacent segments.

Thus, the vectorial displacements W, 10 and VK are different:

Wiio ‘ z+1o‘ g :‘VVi,l‘ni‘

To provide the C 0 continuity of deformed contour we make the following
original enhancement: namely, introduce the notion of continuous normal vectors
to the calculated deformed geometry. They are derived by rotation of initial nor-
mal vectors on the calculated angle of deformation 0;(s). We name them as de-

formed normal, denote them as n@m and calculate by the following formula:
n_éi(s) = 7i; cos O(s) — 7, sinO(s) = ¢, (s)i +d0;(s)/ , (7)
where
c0,(s)) (cos(-m/2-86(s)) —sin(-n/2-6(s)) (g
do.(s) | sin (—m/2-0(s)) cos(—m/2—-0(s)) '
Evidently, that due to condition (3) the deformed normal are continuous
along the whole contour including the borders between adjacent elements, i.e.
n0is1(s =0)=n0;(s =s,). Then treating the calculated vectorial displacements
as W,-(s) =W(s)- n6 /(s), we get that positions of two adjacent border points ;ll:i

will be continuous.
Accounting for continuity of displacements W (s) and angle of deformation

0(s) calculate the position of each inner point of segment ﬁl-f (s), which is pre-
sented as the sum of initial position and calculated deformed position:

R/ (s)= 4/ +7-5+ W (5)-nBi(s) . ®)

Thus, formula (8) is a main formula to determine the positions of all points
after each iteration. It may happen, that derived figure satisfy the requirements to
the smoothed contour and we can stop the calculations immediately. But if the
derived contour does not satisfy to the requirements, we have two options. First is
a trivial one. We can start again the procedure from the first iteration, where

A= = B, but different value of rigidity C; can be chosen: the smaller it is, the
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smoother contour will be. This option is applicable when the deviation of measured
points is small as compared with distance between them.

More complicated is the second option which requires the creation of addi-
tional refining procedures, and which is the main objective of our analysis. Con-

sider that first iteration is already performed at initial (big) values of C,, take
them to be of the same value and designate as C. This results in derivation of
new positions of points A4.. Connect these points, form new segments and derive
new angles of misalignments. Take other (smaller) values of C, and perform the
next iteration.

Important to evaluate whether the given value of C| is big or small. Evi-
dently the value of C, can be considered as a small one, when the calculated dis-

placements W are small as compared with segment length. Theory of beams [6]
states, that following property characterizes the dimensionless rigidity of spring,

= - = . d e -
C, = C6SEI . The spring is rigid if C >1, and is flexible if C; <1. Thus, we ini-

N

tially chose some approximate mean value of length of all segments, L , and then
we chose some initial big value of the rigidity, for example, C, =400 . Then real
C

. 1s calculated as

because El=1.
To complete the preparation for the next iteration it is necessary to find the
preliminary force of the spring tension, which is characterized by some condi-

tional distance II,. If consider II, as the absolute distance between points B,

and ;li, then some collisions could occur. It may happen that some point El. lays
on (or is very close to) the new contour, but is situated very far from related cal-

culated point ;li. In such treatment: a) the value of II, could be big, thus the

large preliminary force will arise, although point ;11. is very close to contour; b) it

I3

is not possible to define the sign of 11, (“+” or “-”), which would lead to unpre-
dictable results at the next iteration.

Then, value of I1; is defined as the shortest distance from point l§i for both

segments A4, , A and A A, with accounting for their signs. These two distances

are designated as Il;; and II,;, and are determined as: A4;B;-n,_; =I1,;; and

Ai—B;-ﬁi =1I1I,,. The smallest by module of them is chosen as Il; with accounting
of its sign, so Il; is taken with sign «+», if point B, is situated at the right side
from the respected segment and «-» otherwise.

Some cases of choosing the value of I, are shown on Fig. 2.
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Bnﬂ Bn—l
Bn+l Bn Bn+1
N N I
N\, :Hz N : 2
N, \\. ,-".An
h\ \\Hl
(] ~ -
An Hl N \\
AN AN
N\, '\.
a b

Fig. 2. Some cases of finding the distances from control point A to two straight segments:
a — one distance is positive and other is negative; b — both distances are positive

REFINEMENT OF LENGTH AND CURVATURE AND IMAGINARY POINTS

Before j -th iteration we operate only by the positions of border points Aij ' The
main result of calculation at j -th iteration is position of each point s, where
0<s<s,, of the segment (8). Analyze the change of length of infinitely small
straight element As of the segment after deformation. Rewrite the expression (8)
with accounting for (7):

RI ()= 4/ + 577 X (o) + i/ Y (s), )
where
X(s)=(s—W(s)sin0B(s)), Y(s)=W(s)cosO(s).

These formulas give the position of each point s. Accounting for known
formula of differential geometry get the deformed length and curvature at each
point s. Write the auxiliary expressions which are derived by differentiation
of (9):

X(s)=1-W(s)sin 0(s) — W (x)cos 0(s)O(s) ;
Y(s) =W (s)cosO(s) — W (s)sin 0(s)0(s) .

They allow to find elongation, &(s), (relative change of length) of each point s :
As 5 A
8() =L = (X)’ + (1)’

where As,; is the deformed length of initial element As. The curvature, k;(s), of
the curve (9) in each point is given by known expression:

Rvoix kv-ix

(] o
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Expand the components of numerator (10) with accounting for known dif-
ferential dependences (1):

X(s)=M(s)sinO0(s) + 20(s)cosO(s)M (s) —

— W (s)sinB(s)(M(s))? + W (s)cos-O(s) ; (11)
Y(s) = M (5)cos0(s)— 26(s)sin (s)M (s)—

— W (s)cos 0(s)(M (s))>— W (s)sin 0-O(s) . (12)

So, expressions (10) together with (11) and (12) allow to find the real curva-
ture of curve (9).

Now introduce the notion of imaginary points. Theory of beams is based on
assumption that calculated angles are small, i.e., 6 ~sin0 ~tg 6. If the number of

points 4; is small, then misalignment angles are large (Fig. 1). Thus, calculated
angles are also large which lead to some inaccuracy. To decrease these angles of
misalignment it is suggested to introduce the imaginary support points. These
supports have zero rigidities C; =0 . Nevertheless, the number of segments be-

comes larger and angles of misalignments become smaller. In details, this crucial
idea of the method will be illustrated on testing examples.

RECOVERY OF FIGURES FROM EXACTLY MEASURED POINTS

Example 1. Start with example when several points of the circle are given
exactly. Let we have four points Bj(x;=-2,y,=1); B,(2,1); B;(2,-1);

B,(-2,-1). Evidently, they are situated on the circle of radius R = V52236,
thus the curvature «k is equal to k =0.4472.

When all points are given exactly (imaginary points are not exact) there is no
necessity to perform the iteration procedure, because the result is obtained at
once. The fourth Conjugation equation is used in form: W, ; =0.

The calculation results are shown on Fig. 3. Due to small number of input
points the calculated figure is not continuous. This relates to the tangent C ! and

curvature (moment) C 2 continuity. The calculated values of moment (curvature)
are constant and equal to «=0.5235, which is 17% higher than accurate value
(Fig. 3, b). Note, that axis of abscise is related with the lengths of initial straight
segments, formed by 4 input points and the whole length is equal to 4+2+4+2=12.
The above values of k=0.5235 is the formal solution by the beam theory. The
real curvatures are calculated by formulas (10). The graph of real curvatures is
shown on Fig. 3, ¢, which extremal values notably differ from exact and beam
ones.

To improve the results, employ the idea of imaginary points. Introduce one
imaginary point at the middle of each calculated graph section between two real
points (Fig. 3, a). Denote them as B, ,, B, 3, B;_,, B, ;. Determine their
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coordinates. Connect consequently points By, B;_,, B, ... B4, B4, B and get
the new graph for eight initial points (Fig. 4).

2 3.0 1 — Beam curvature
2 — Geometrical curvature
2.5
1 2
2.0
0 * Control points
—— Continuous contour
15
-1 1.0
: /
0.5 / —
-2 \_// \_/
-2 -1 0 1 2 ] 2 4 6 g 10 12
a b

Fig. 3. Recovery of circle from 4 exactly measured points given as the vertices of the
rectangle: a — calculated figure; b — beam and geometrical curvatures

—.— 1 — Beam curvature

0.70 2 — Geometrical curvature

. 0.60
= Control points

0 + —— Continuous contour .
+ Imaginary points .'I 0.55
1
Y 4 0.50 J 1\ A
4 \VAAY) VO
™ / 0.45
-2 = —
e 0.40
-2 -1 0 1 2 0 2 4 6 8 10 12
a b

Fig. 4. Recovery of circle by four exact points and four imaginary ones: a — restored
graph; b — recalculated curvatures by formula (10)

As we see the contour is more smooth, angular misalignments are almost in-
visible. The calculated beam curvatures are equal to 0.4773, which are 6.7%
higher than exact ones. Yet the extremal geometrical curvatures given by formula
(10) are still in 1.5 times higher than accurate value.

Therefore, insert additional 24 imaginary points — 3 points between the al-
ready used points — real and imaginary ones (Fig. 4). So, at the whole we get 4
real and 28 imaginary points. The results of calculation are shown on Fig. 5. The
beam curvatures coincide with exact one (Fig. 5, b). The real curvatures after 3™
iteration are shown on Fig. 5, a. In this case they better correspond to the exact
ones and the difference does not exceed 2%.

One may get the false impression that the accuracy of reproduction of
calculated contour is related to the accuracy of preliminary placement of imagi-
nary points. To show that crucial is only the fact of their insertion rather than
place of placement, make the following test. Consider the contour obtained from
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32 points (4+28), Fig. 5, a. For convenience consequently renumerate them start-
ing from real point B,. Artificially shift points N4, N14, and N26 outwardly, as

shown on Fig. 6, a. From these points, we will form an initial polygon, which is
the initial input geometry.

— —— Beam curvature

—_— trical t
0.4575 Geometrical curvature

-

0.4550

-

- 0.4525
« Control points

Continuous contour
* Imaginary points

-1 3 z 0.4475 U
\ / 0.4450 U U
| I
s el 0.4425
-2 -1 a 1 2 0 2 4 6 8 10 12 14
a b
Fig. 5. Recovery of circle by 4 real and 28 imaginary points: a — calculated graph;

b — recalculated curvatures by formula (10)

0.4500

[=]
Ty
D

The calculated contours for some iterations are shown on Fig. 6. In particu-
lar, after first iteration the contour contains local loops, Fig. 6, b. After second
iteration the contour resemble a slightly oval contour, Fig. 6, c. The contour be-
come better with each subsequent iteration and after 6™ iteration it is almost indis-
cernible from the ideal circle. After 9™ iteration the correctly calculated curvatures
are very close to the exact ones and differ with them only by 1-2%. Thus, availability
of 32 points (real or imaginary) is almost enough to get the ideal circle. This
means, that in overage 360/32~12° (and lesser) angular misalignment can be
effectively smoothed by our modified beam approach.

Example 2. Consider the circle formed by unevenly placed points. In prac-
tice the measurements are often performed with some restrictions, when the avail-
able to measurements is only some segment of the circle. Set three points (Fig. 7),
namely B,(x,=—3/2,y,=1/2); B,(0,1); B3(~/3/2,1/2). Evidently these
points belong to the circle of radius 1, and curvature is also 1. Note, that these
points embrace only the 1/3 of the full circumference. Due to unevenness of their
placement, the angular misalignments between the straight segments are: between
the first and second ones — angle is 60°, between second and third -120°, and
third and first ones — 120°. When the angle is larger than 90°, the sense of beam
theory is lost — angle does not only essentially differ from its tangent, but they
have the different sighs. Therefore, from the start insert only one imaginary point,
for example, B;_;(0,—5). The results are shown on Fig. 7. Evidently, the contour
contains the loop and do not resemble the circle at all.

Consider the calculated contour Fig. 7, b as initial one, and insert between
the real points B; and B, and point B, and point B; 15 additional imaginary

points, also insert 26 points between the points B; and point B;_;, the same is

between B;_; and B,. The calculation is performed at several iterations, until the
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stabilization of the geometry (Fig. 8). The derived geometry, which contains 3
real and 83 imaginary points, is very close to the ideal circle, Fig. 8, a. As to
beam curvatures they differ only by 0.1% from exact ones, while the geometrical
curvatures are slightly worse — the difference reach up to 0.3%.
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Fig. 6. Recovery of circle from 4 real and 28 imaginary points, three of which were es-
sentially shifted: @ — initial placement of points; 5 — contour after 1% iteration; ¢ —
after 2™ iteration; d — after 6™ iteration; e — after 9™ iteration; f— calculated by (10)
curvatures after 9" iteration

130 ISSN 1681-6048 System Research & Information Technologies, 2022, Ne 4



Application of beam theory for the construction of twice differentiable closed contours ...

1 1 - T i
8w - H\‘v
o .
0 / N
0 /
r" \\.
\
-1 / \
=11 +  Control points |
=2 | Continuous contour |
\ * Imaginary points
\ I
\
-3 | -2 \ ,
\, y,
By NIERN /
3 \\\ //,/
| N~ f.\ -
—5{ —— Initial input | - L
~0.75 -0.50 -0.25 0.00 025 050 075  -15 -10 -05 00 05 10 15
a b

Fig. 7. Recovery of the circle from 3 real points placed at the upper part of circle and one
imaginary point: @ — input point; b — calculated contour with loop

1.
1.00 P o3| _ Beam curvature
.:" "‘.‘ —— Geometrical curvature
-~
0.75 .’,o \\
1.002
os0f ' a3
* .
P .
025 \
L] + Control points . 1.001
0.00{ * - Continuous contour .
1 s Imaginary points :
-0.25( s | Il
.-._. .: 1.000 i1l H|:' {11 4l | "'!'i.‘iiilw
~0.50 " s .
% f.
-0.75 “u -
‘.‘.- -'.. 0 999
L - .
-1.00 LSSV L
-1.00-0.75-0.50-0.25 0.00 0.25 0.50 0.75 1.00 i) 1 2 El 4 5 6
a b

Fig. 8. Recovery of circle from 3 real points and 83 imaginary ones: ¢ — calculated con-
tour; b — beam and geometrical (10) curvatures
Example 3. Here we consider a more complicated figure — ellipse. In con-
trast to the circle, its curvature is not a constant. So, it is interesting to explore the
ability of the method to restore the figures with variable curvature. Use the equa-
tion of ellipse with respect to parameter ¢, where the coordinates of any point are
given by equations: x =2 *cos(¢) and y =1%sin (¢). The curvature of ellipse is
given by the following expression:

ax*b
k() = T (13)
Ja? - (@~ b?)(cos (¢))?
Note, that in point ¢=0 «(0) = b% =2, and value of k(n/2)= % = % So,
a

the curvature changes in 8 times within the range of 90 degrees.
Generate 40 points (10 points for each quadrant), between which the curva-

ture changes proportionally, i.e., in k= 18 times. These points (their parametric
values of ;) are easily generated from equation (13). Fig. 9 shows the positions
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of 40 generated ellipse points and corresponding calculated contour and its beam
and geometrical curvatures. In general, we see a very good correspondence, with
the exception of points which lays on axis x, where the real curvature is the
largest. Here the deviation of geometrical curvature from the exact one at-
tains 10%. Of course, these results can be improved by taking more input points
in the vicinity of point ¢ =0. Yet, in general, the results are very optimistic, even

for figure with quickly changing curvature.
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Fig. 9. Recovery of ellipse from exactly placed discrete points: ¢ — input points and
calculated contour; b — graph of exact curvature of ellipse and its calculated beam and
geometrical curvatures

RECOVERY OF THE CIRCLE FROM NOISY POINTS

Example 4. Consider again the ideal circle of radius 1. Take 40 evenly distributed
points on it. Then add the noise to each coordinate of point (X and Y ) according
to uniform continuous distribution with random parameters ranged from lower
boundary a =—-0.3 to upper boundary b =0.3. The noise is characterized by theo-
retical statistical deviance:

L -
theor 9 \/g .

So, in our case G, =0.173.

The input random points are given in Table .Their sequence does not resem-
ble the ordered one, where each next enumerated point is placed in clockwise di-
rection from the previous one. So, their placement sometimes looks as chaotic
one, which complicates the calculations. The results of calculations are shown on
Fig. 10. A large number of closed loops are formed at first iteration. Then, with
decreasing of the spring rigidity their number decreases, and the reason is the
overlapping of the points which form the loops. The loops are completely
unraveled at 15" iteration when C =0.473. With subsequent iterations the con-
tour more and more resembles a perfect circle. The calculations are ceased at 40"

iteration when C =3.33107°.
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i.e., root mean square deviation of input points B; from the calculated contour,

Introduce the notion of conditional empirical calculation deviance, ©

which we approximately define by formula

emp >
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Puc. 10. Recovery of circle from 40 noised points generated by uniform distribution law
with an extremal deviation equal to +0.30: @ — input points and contour at 1% iteration;

b — contour after 5™ iteration, C =21.66; ¢ — after 12" iteration, C =1.49; d — after

15" iteration, C =0.47 ; e — after 40" iteration C =3.33107>; f— the beam and geo-
metrical (10) curvatures after 40™ iteration
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Generated 40 random points with respect initial 40 evenly chosen points on
the circle

N X Y N X Y N X Y N X Y

1]0.9616 | 0.0000 | 11]0.0727 | -1.2507 | 21 |-0.9969 | 0.0611 |31|-0.0193 | 0.8941
210.7032 | 0.0773 | 12 |-0.1389|-1.0679 | 22 |-1.2485 | 0.3154 |32|-0.0225 | 0.8435
3 10.9809 |-0.4040 | 13 |-0.5283|-0.7405 | 23 | -0.9942 | 0.1106 |33 | 0.3933 | 0.8832
4] 0.8522 |-0.4137 | 14 |-0.4458|-0.9472 | 24 |-1.1331 | 0.3298 |34 | 0.4438 | 1.0902
510.7612 | -0.6313 | 15 |-0.7771|-1.0927 | 25 | -1.0327 | 0.6022 |35| 0.5909 | 0.9511
6 | 0.6053 |-0.7451 | 16 |-0.5359|-0.8588 | 26 | -0.6491 | 0.6211 36| 0.6392 | 0.6346
7104106 |-0.6431 |17 |-0.5966|-0.8475 | 27 | -0.7522| 0.5364 |37| 0.9852 | 0.2956
8 10.5256 | -0.8696 | 18 |-0.8945|-0.1577 | 28 | -0.6898 | 1.1809 38| 0.9390 | 0.6324
910.1888 |-0.6788 | 19 |-0.7431|-0.0267 | 29 | -0.4768 | 0.9159 |39| 0.7484 | 0.1707
10| 0.0165 |-0.9612 | 20 |-1.2399| 0.0237 | 30 | -0.2465 | 0.9901 |40 1.1081 | 0.2060

N 2
/ I1;
Gemp = ZIT . (14)

Calculate this value by formula (14) at the last (40"™) iteration. Empirical
deviation is equal to o©,,, =0.151, which is very close to the theoretical
deviance. Such good correspondence is due to the big number of input points, and
that conditional distance IT; reflects the essence of the distance to the contour.
Underline, that above example illustrates that attained empirical deviance at the

given iteration o,,, can be used as a condition of termination of smoothing

process, provided that theoretical deviance is known.

EXTRACTION OF SILHOUETTES FROM NOISY POINTS [4]

Example 5. The problem of recovery of silhouettes from noisy dense points was
considered in work [4]. Among other, this work is remarkable that it gives a lot of
sets of artificially generated random points from continuous silhouettes, yet the
original silhouettes were not provided. Unknown is also the principle of the ran-
dom points generation. In the title of respected files, which were supplemented to
work [4], there are some numerical values of errors which can be treated as devi-
ance of input points. Other problem with these data is the numeration of points.
Our method works with numerated points and does not change their numeration.
But as is shown in Example 4 when points are very dense noisy, the renumeration
is desirable. Yet, in this work we will not apply the renumeration procedure, to
show that our method is very effective even without it.

Consider first figure from work [4] — butterfly. Input noisy data are given in
the file (butterfly 2percent noise.txt”), where 164 points are presented. The men-
tioned in the file name noise is given in percent. Due to that all pictures are given
in absolute coordinates which range approximately from —0.5 to +0.5 as for x

as for y, thus we assume that deviance was calculated relatively to the value of

0.5. Thus, we take that theoretical deviance is equal to G, =0.020.5=0.01.
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The results of calculation are given on Fig. 11. Initial input points are
presented on Fig. 11, a. The results of calculation after 1*' iteration are shown
on Fig. 11, b, where three local loops are presented, and the empirical deviance is
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Fig. 11. Recovery of contour of butterfly based on input points given in [4]: @ — initial
points; b — contour after 1% iteration; ¢ — after 15" iteration, C ~1.64; d — after 20"
iteration, Cemp™ 0.010, C ~0.377; e — after 30" iteration, f— returning to the same

rigidity as at 20" iteration, 5, = 0.010
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very small and equal to o, =0.00029 . After 15" iteration the contour still has

emp
one small loop (at the left side of picture) and calculated deviance becomes

Gemp = 0.00672 , which is less than assumed theoretical value. Interesting to no-

emp
tice, that the contour doesn't look smooth enough. At 20™ iteration (C = 0.377),
the calculated value o, =0.01060, which is very close to the criterial value.

Yet the contour still contains one local loop; to unravel it perform the several

additional calculations. At 30" iteration Gemp = 0.01378, which is larger than

theoretical one, which testifies about the oversmoothing of the contour, what is
subjectively visually confirmed. It is interesting to note, that we can return from
30" iteration’s rigidity to the 20" iteration’s rigidity (which is equal to
C =0.377 ). In this last case the calculated value of Cemp = 0.01059, yet the local

loop has disappeared.
Consider the data for crab [4], (“crab_2percent noise.txt”), Fig. 12, where
284 points are given. The theoretical deviance is taken to be oy, =0.01. The

larger number of points might lead to the increase of the number of local loops at
first iterations. The results at first iterations are presented on Fig. 12, b, where
input points and calculated contour points almost coincide. The value of calcu-
lated deviance o, =0.00032 is very small due to large rigidity of supports, yet

contour has four local loops. At 15" iteration the contour still has some visual

misalignments, and the calculated deviance is equal to o, =0.01051, which is

emp
close to the theoretical one. Besides, contour still has one loop. At 18" iteration
the calculated and theoretical deviances are almost the same, but contour still con-

tain the loop. At 30" iteration the calculated o, =0.01716 , which is larger than

emp
the theoretical one, and visually the contour looks like the oversmoothed one.
Therefore, we start to change the supports rigidity in inverse order. Fig. 12, f
shows the calculated contour when the rigidity C ~1.22, which is the same as in

direct order 16" iteration. Here the value of Gemp = 0.01049, which is very close

to the theoretical one. So, contour of Fig. 12, f'can be considered as the good re-
sult of smoothing.

Consider the figure of dolphin [4] (“dolphin 2percent noise.txt”), Fig. 13,
179 points, Gy, =0.01. There are 3 local loops at 1 iteration, Fig. 13, b. Calcu-

lated deviance after 15" iteration at C =1.64 is equal to o, =0.0086, which is

emp

slightly less than the theoretical one. At 18" iteration Oemp = 0.0102 and is close

to theoretical one. At 30" iteration the deviance Omp = 0.0165, which testifies

that contour is oversmoothed, and this is visually confirmed. Increasing the itera-
tion number (decreasing the rigidity) lead to additional oversmoothing. As example,

consider the contour obtained after 60" iteration at C =210 , Where

Gemp = 0.08902, which is one order higher than the theoretical one. Evidently, the
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peculiarity of the method is that at very small number of rigidity it eventually

gives the perfect circle. So, the criteria of termination should be specified.
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Fig. 12. Recovery of the contour of crab based on data of [4]: @ — nitial points; b —
contour after 1% iteration; ¢ — after 15™ iteration; d — after 18™ iteration, Cormp™ 0.010;

e — after 30™ iteration; /' — reverse increasing of rigidity till the value as in direct
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CONCLUSIONS

Based on the authors’ experience in the field of structural mechanics the princi-
pally new methods of smoothing the noisy data to get the continuous closed con-
tours is proposed. The following results are obtained:

Based on the theory of straight beams, which lays on discrete elastic sup-
ports with finite rigidity, the general governing equations are formulated. They
include 4 Connection equations for each straight beam segment and 4 Conjuga-
tion equations, which should “match” the end of previous segment with the be-
ginning of subsequent one. The last one among other serves to smooth the angle
of misalignment between two neighboring segments, which is attained by corre-
sponding requirements to the angular deformations of segments at their border.

The notion of imaginary points is suggested, which broke the segment on
two smaller one but do not envisage the insertion of the additional support be-
tween them. They are introduced when the angular misalignment between two
adjacent segments is large. Their availability is very instrumental in providing the

C? continuity of the smoothed contour.

The algorithm of refinement of calculated positions of the points of segment
is proposed. It accounts for by rotating the initial normal vector to the segment on
the calculated deformation angle in each point. This serves to provide the continu-
ity of the contour points. The iteration process of refinement of the contour which
consists in consequent process of the decreasing the support rigidities is proposed.
Its efficiency is confirmed to analysis of very dense and noisy input points, where
the local loops may occur at initial stages of algorithm.

The notion of experimental (calculated) statistical deviance from the initial
input points is suggested. It is shown that for attainment the visually best smooth-
ing this value should be close with the theoretical (generated) deviance of input
points. So, this value can be used for formulation of the criteria of formal termina-
tion of smoothing procedure.
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3ACTOCYBAI;IH5[ TEOPIi BAJIOK JJISI MOBYJIOBHA IINIOCKHX JIBIUI
JAPEPEHIIIMOBAHUX 3AMKHYTUX KPUBUX 3A HETOYHHUMH
JAUCKPETHUMU JAHUMM / 1.B. Opunsix, 1.P. Komsros, O.P. Ueptos, P.B. Mazypuk

AHoTamisi. 3ria/pKyBaHHs QUCKPETHHX TOUYOK, 3aMipsiHUX 3 IIEBHOIO MOXHMOKOIO,
Mae BEJIMKE 3HAUCHHS B PI3HUX TEXHIYHHMX 3aCTOCYBAaHHSX Ta KOMII IOTEpHiil rpadi-
ui. Inest poboTH mossirae B 3aCTOCYBaHHI METOIB Teopii Oalok Ha MPYKHUX OMOpax.
Y CTaHOBIIOIOTHCS JIOKAJIbHI CHCTEMU KOOPAWHAT M MPSAMONIHIHHUX Bigpi3KiB Oa-
JIOK, 116 KyTH HECHIBBICHOCTI 3IJIaJUKYIOThCS BIIOBIIHUMH yMOBaMH B PIBHAHHSIX
cnpspkeHHs. {11 HaGJIVDKeHHS IOBXKUHH OTPUMAHOTO KOHTYPY IO JOBXHHHU IPSIMO-
NiHIHHNX 0aJIOK YBOJUTHCS IOHSTTS YMOBHHUX TOYOK, IO PO3MIIYIOTHCS MiX TOY-
Kamu 3aMipiB. HaBoguTecs psi MpUKIAAiB PEKOHCTPYKI] peasbHHX KOHTYPIB IO
3aMipsTHUX AUCKPETHHUX TOYKaX i3 33aHOI0 1 HEBITOMOIO ITOXHOKaMU.

KurouoBi cioBa: craiiH, npyxHa 0anka, onopa, 3aMKHYTHI KOHTYp, YsSBHA TOUKa,
HETOYHI JaHi.
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THUIIOBI TA Y3AT'AJIBHEHI IIEPEXO/JHU 10
JETEPMIHOBAHOI'O XAOCY HETHIIOBUX ATPAKTOPIB
HEIJEAJIBHUX TUHAMIYHHUX CUCTEM

0.10. IBELb

AHoTamisi. Po3risiHyTO JesKi NpUKIaaHi HEeTiHIWHI HeileanbHi AUHAMIYHI CHCTEMHU
I’ITOTO MOPAAKY, SKi 3aCTOCOBYIOTCS JUISl OIIUCY KOJIMBaHb CHEPUUHHMX MASTHHKIB
Ta y rigpoauHamini. [ToOyqoBaHO MakcHMaibHI aTpakTOpH, SK PEryJsipHi, Tak i
XaOTHYHI, Takux cucrteM. OOroBOpeHO pi3HOMaHITHI Oipypkamii MaKCHMaTbHUX
aTpakTOpPiB. YCTAaHOBICHO MEPEXil 10 ACTEPMIHOBAHOTO XaoCy U MaKCHMAIbHHUX
aTpakTOpiB 3a THNOBHMH cleHapismu @eiirenbayma Ta Mannesius—Ilomo.
JlocikeHo IMITIEMEHTALII0 CIEHApil0 y3aralbHEeHOI IMEepPeMDKHOCTI IS XaoTHd-
HUX MAaKCUMAaJbHHX aTPaKTOPiB TAaKUX CHCTEM. BUsBIEHO 03HaKy peasizamii
CIICHAPIIO y3arajibHEHOI IePEMI>KHOCTI.

KitrouoBi ciioBa: HeineanbHa JMHAMIYHA CHCTEMa, PEryJIPHUI MAKCUMAJIBHUH aTpak-
TOP, XaOTHYHUH MaKCHMaJIbHUI aTPaKTOP, IEPEMIKHICTh THIIOBA Ta y3arajibHEHa.

BCTYII

Ilix ac nocmimpKeHHS JUMHAMIYHIX CHCTEM BEJIMKHH 1HTEpeC BUKIUKAIOThH ITUTaH-
HSl BUHUKHEHHS XaOTHYHUX I'DAaHUYHUX MHOXKHH Yy TakMX cucremax. ToOTO BH-
HUKHCHHSI YCTAJICHUX PEXUMIB JWHAMIYHOI TIOBEMIHKH, 3a SKHX ITOBEIiHKA
JIeTepMIHOBAaHOI IMHAMIYHOI CHCTEMH CTa€ y JAESIKOMY CEHCI Herepea0adyBaHoo.
[Ipuaomy 1151 HenepeaOaYyBaHICTh 3aJICKUTh BUKIIOYHO BiJ BHYTPIIIHIX BIACTH-
BOCTEH IMHAMIYHOI CHCTEMH, a HE BiJ THUX UM IHIIKX 30BHINIHIX XaO0THYHUX
30yKeHb i€l cucTeMu. SIKIIO TUHAMiYHA CHCTeMa € TUCUIIaTHBHOKO, TO Tpa-
HUYHUMU MHOXMHAMH OyIyTh aTpakToOpu pi3HUX TUMIB. [IpuyoMy Taki MHOXHHU
MOXYTb OYyTH fAK peryJisipHUMH (IIOJIOKEHHS pPIBHOBAard, TpaHUYHI IHKIIH,
iHBapiaHTHI TOpH), TaK i XaoTHUHUMH. [lepmnii xaoTnyHui aTpakTop OyB MOOY-
JIOBaHMH y 3HaMeHMTIH mpami Jloperma 1963 p. [1] 1 Hagami oTpuMaB Ha3By «Me-
Tenuk JlopeHmay.

I3 nimHOM "acy Oyno po3poOneHo MoHATIHY 6a3y 1a knacudikawii pisHEX
THITIB XaOTUIHUX aTpakTopiB. Haremep po3rismatorbes TinmepOoImidHi, KBa3ixao-
THUYHI, TPUXOBaHI, cCaM030YyIXKEeHI, PIIKICHI XaOTHUYHI aTpakropu [2—4].

VYci nepenivueHi aTpakTOPH € 130Jb0BAaHUMHU IPAaHUYHUMHU MHOXHHaMH. To0-
TO, sIKIio A, 5 — 1Ba pi3Hi aTpakTopH, TO

inf p(x,) >0, (1)
xeA
yeB

Je p — JAeska MeTpuKa, sSK MpaBUIIO, CBKIiIOBa, y (pazoBoMy mpocTopi

JMHAMIYHOT CHCTEMHU.

OnHak, KpiM iCHYBaHHS TaKUX «THIIOBHX» aTPaKTOPIB, Y ACSIKUX JWHAMIY-
HHUX CHCTEMax ICHYIOTh TPaHMYHI MHOXXHHH, SIKI HE 3aJOBOJBHSIOTH YMOBY i30-
apoBaHocTi (1). I'paHMYHI MHOXWMHU Takol JHUHAMIYHOI CHCTEMH MOXKHA

© O.10. llseys, 2022
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00’eqHAaTH ¥ CIM’T 3a CIUJIBHUMH BIIACTUBOCTSAMH, CEPEXl SKUX HEi30JbOBAHICTD i
CHUIBHUN CIEKTp JISMYHOBCHKHUX xapakTepucThyHmux mokasHuki (JIXIT). Cepen
IHITUX Taki CiM’1 MOXKYTh III€ ¥ MaTH BIACTHBICTh IIPUTATAHHS» J0 ceOe iHIITHX
TPAEKTOPIii (sIKa BUOKPEMITIOE aTPAKTOP Cepel IHIIMX TPAHUYHUX MHOXHH y BH-
MagKy ii 130JIbOBAHOCTI). Y BUIAAKY CiM’1 BIACTHUBICTh «IIPHUTATAHHS» Oy BHSB-
JSTUCH Y BUIJISI, 1[0 KOXKHA TPAEKTOPIS 3 NCAKOI BIJKPUTOT MHOXXHHU NIPSIMY€E HE
II0 BCi€i ciM’1 TpaHMYHAX MHOXHWH K TaKoOi, a 0 JAESIKOTO ii mpeacTaBHMKA. Taki
ciM’1 yTBOPIOIOTh TaK 3BaHI MAaKCUMAJIbHI aTPAKTOPH, O3HAYCHHS SKUX HABEIACHO
y mparsx [5, 6]. 3ayBaxxumo, 110 MaKCHUMAaJIbHI aTpaKTOPH HE € aTpakTOpaMHl y
KJIACHYHOMY CEHCI.

INOCTAHOBKA 3ABJJAHHA TA META POBOTH

UinpHe Miclle cepel AMHAMIYHHX CHCTEM 3aiiMaroTh HeijeadbHI cuctemMu abo
CUCTEMH 3 OOMEXEHUM 30Yy/DKCHHSM. YTepIie Taki CHUCTEMH OyJd PO3TIISIHYTI
3ommepdenbaoM Ha nodatky XX cr. [7]. Ane sik ycTalieHHH HAyKOBHH HampsMm
TEOpist CHCTeM 3 OOMEKeHMM 30y/KeHHSM yTBOpWiIacs micis MyOuikamii
moHorpagii Kononenka [8], y sikili BiH yBiB WiTKy akCiOMaTHKy Ta HOOyAyBaB
MaTeMaTH4YHI MOJIENI sl ITUPOKOTO KOJIa 3aBJaHb. Teopis CUCTeM 3 00OMEXECHUM
30Y/DKEHHSM JIOCHIJDKY€E B3a€MOJII0 KOMUBAIBHUX CHCTEM 3 JKepelamu 30yI-
JKEHHsI X KOJIMBaHb. Y MeKax i€l Teopii mependavyaeThes, Mo Kepena 30y-
JKCHHSI KOJIMBAaHb MAalOTh MOTYXKHICTh, TIOPIBHAHHY JI0 MOTY>KHOCTI, CIIOKUBAHOT
KOJIUBAJIbHUM HABaHTAKCHHAM. Y I[bOMY BHNAIKy poOoTa IpKepena eHeprii 3a-
JISKUTH BiJl PEKUMY KOJMBAJIBHOI'O HABAHTAXKEHHS 1 BIUIMB JDKEpesa HE MOXKE
Oyt BHUpaXCHWH Yy BHUIJIAAI 3amaHoi sABHOI ¢yHKIT dYacy. Tomi sk y
TpaguLiHHOMY MaTeMaTHUYHOMY MOJENIIOBAHHI KOJMBAJIbHOI CUCTEMH PO3IJIAAa-
FOTBCSI 1/1eaTi30BaHi Kepena 30y HKEeHHS He0OMeKeHOT TOTY KHOCTI.

VY Garatbox BUTAAKAX «iIeadbHUI» MiAXiT B KOpeHi XUOHMIA, 0 Ha TpaK-
THUI TPU3BOIUTH A0 IPyOMX MOMMIIOK B ONMKCI JUHAMIKU SK KOJMUBAJIBHOI CHUCTE-
MM, TaK 1 JpKkepena 30ymkenHs [9—15].

BigkpuTTst 1eTepMiHOBaHOTO XaoCy CTHUMYJIIOBAJIO MOSBY HOBOTO HANpsIMy B
TEOpii CUCTEM 3 OOMEKECHHM 30YDKEHHSM, OB’ SI3aHOTO 3 MOITYKOM XaOTHIHHUX
PEKUMIB B3a€MOJIiT KOJMBAJIBLHUX CUCTEM 3 JKepenamu 30ypkeHHs. OcobmuBuii
IHTepeC CTaHOBJATH Ti XaOTHYHI PEKHUMH, TOsBa SKUX 3yMOBJICHA HENiHIHHOIO
B3a€MO/II€I0 KOJIMBAJIBHOI CHCTEMH 3 JKepesioM 30yIKEeHHs, a He 3 iX aBTOHOM-
HUMH BJIACTUBOCTAMHU. Y myOmikarmisx [16, 17] ommcaHO BUHUKHEHHS XaOTH4-
HUX yCTaJICHUX PEKUMIB y HH3I JCTCPMIHOBAHHX HeEileallbHUX JUHAMIYHUX CHU-
cTeM. Y [UX CHUCTeMax XaoC MNPHHLUIIOBO HEMOXJIMBUH 03 ypaxyBaHHS
B3a€MOJI{ KOJIMBHOI CHCTEMH 3 JKEpenoM 30y KeHHs ii KOJTMBaHb.

PosrnsiHeMo cucreMy 3BUYaiHUX ITU(epeHIiaTbHUX PiBHSHB:

d A -
%: Cyy _[y3 +5(y12 +y% +y§ +y52)}y2 + B Vs = Y2Ya)Va +2¥5 5

d A, 2 2 2, 2
%ZCy2+|:y3+5(yl + Y3+ Y5+ Y5) M+ Bnys —y2y4)ys +205

dys

= D(yy,+y,ys )+ Ev, + F )

dy A
d—;‘ = Cy, - [yg + E(yf +y3+ Vi +ys )}ys — B(3Ys — Vaya) 0 +2Vs;
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—=Crs+ [yg + g(yf 3+ Yi i )}m ~B(71Ys = y204)92 +2Vs-

lle HOpManbHa HediHIMHA cucTeMa Au(EepeHIiaTbHUX PiBHSHB 11'STOTO TO-
panky. Tyt i, V5, V3, Va» Vs — Ga30Bi 3MiHHI; T — Oe3po3MipHUil uac;
A, B, C, D, E, F — neski napamerpu. Cucrema piBHSIHBL (2) Mae ITOCTaTHHO
HIMPOKE 3aCTOCYBaHHS Y MaTeMaTHYHOMY MOJICTIOBaHHI CHCTEM 3 OOMEKEHHIM, 32
3ommepdensroM—KoHoOHEHKOM, 30y IHKEHHM.

1 3
Tak, gxmo A =Z, B= R I CHCTEMa OIUCYE KOJUBAHHS C(HEPHUYHOrO

MasTHUKA, TOYKA OIOPHU SIKOTO 30YIXKYETBCS 1O BEPTUKANI EIEKTPOIBUTYHOM
00MeKeHOI MOTYXKHOCTI. Y I[bOMYy BUMAAKYy (a30Bi 3MIHHI )|, V,, V4, Vs BU3HaA-
4aloTh TOJIOKEHHS MasTHHMKA Y IPOCTOpi, a (a3oBa 3MiHHA ); BH3HAYa€ IIBUJI-
KICTh 0OepTaHHs Baja eleKTpolBuryHa. Binnosigno nmapamerpu C, D, E, F 3ane-
Karh BiJ JOBXHHM 1 BIAcHOI YacTOTH MasTHHKA, PYLIIHHOTO MOMEHTY
€JIEKTPOJIBUTYHA, BHYTPIIIHEOTO MOMEHTY CHJI OIIOpY OOEpTaHHIO pOTOpa ENEKT-
ponBHTyHa, KoedirieHTa AeMIpyBaHHS, KyTa HAXWITy CTATHYHOI XapaKTePUCTHKH
€JIEKTPO/BUTYHA TomIO. JleTalibHe BUBEACHHS CUCTEMH PIiBHSHB (2) AJS BUMAAKY
cepudHOro MasiTHUKA 3 00MeXeHUM 30y /DKEHHSIM BUKOHAHO Yy mipani [18)].
CucreMy piBHSHB (2) MOKHa BUKOPHCTOBYBATH TaKOX JJIsl OMTUCY KOJIMUBAaHb
BUTLHOI TIOBEPXHI PiAVMHA MIJIIHAPUIHOTO OaKa YaCTKOBO 3allOBHEHOTO PiJHHOIO,
HnaT(bopMa SIKOTO 30YUKYETHCS TI0 BEPTUKAII CNICKTPO/IBUTYHOM 00MEXEeHOT 110-
TY>KHOCTi. Y 3arajgbHOMY BHUIAAKy CHUCTeMa «0aK 3 PIIHHOIO — €JIEKTPOABUTYHY
JOCTaTHBO CKJIQJHA HECKIHYEHHO BHMipHA TUHAMi4HA cUcTeMa. Alle y YacTHH-
HOMY BHIIAJIKy IapaMETPUYHOTO PE30HAHCY CHCTEMa I’ SITOro MopsiAKy (2) no3Bo-
JIsI€ 3 BUCOKOIO TOYHICTIO ONMCATH KOJIMBAHHS BIJIbHOT TIOBEPXHI PiAWHY. 3BUYAii-
HO (Di3MUHUH 3MICT (Pa30BUX KOOPIUHAT i TApaMETPiB 3HAYHO BiPi3HAETHCS Bil
BHITAJIKy chepraHOro MasTHHUKA. Tak y BUMIAAKy CUCTEMH «0OaK 3 piTHHOIO — eJle-
KTPOJBHUIYH» (a30Bi 3MiHHI )y, Y, 1 V4, Vs — KoedilieHTH po3KIaLy aMILITy
KOJIMBaHb BUIBHOI TIOBEPXHI PiJIUHM, BiIIIOBITHO 32 MEPILIOO i IPyror0 OCHOBHU-
MH JOMIHAHTHHMH MojamHu; (a3oBa 3MiHHA ), NPONOpPLiHHA MBHIKOCTI 00ep-

TaHHS Bana eyneKkTpoaBuryHa; C — Koe]ilieHT cuia B’sA3KOTO OeMmdyBaH-
Hs1; D — KoedilieHT nponopuiiHocTi BibpaniiHoro MOMEHTY; E — xyT Haxumy
CTAaTHYHOI XapaKTePUCTHUKH CIICKTPOIBHIYHA. HapaMeTpH A 1 B € KOHCTaHTaMH,
K1 3ajJexarh BiJ paniyca Oaka i BUCOTH HAIWTOI B HBOTO pinuHH. JleTanbHi mo-
SICHEHHS 3 TIPHBOJLy OOIPYHTYBaHHS MaTeMaTHYHOI MOJIEINi CUCTEMHU «0aK 3 piau-
HOI0 — €JIEKTPOABHUTYH» Ta OOYHMCIICHHS NapameTpiB L€l CHCTEMH HABEICHO Y
mparrsax [19, 20].

MerToro poboTu € moly10Ba MaKCUMaJIbHUX aTpakTopiB cucteMu (2) ta jao-
CIIDKeHHS pi3HOMaHITHUX OiypKalliif TaKoTo THITY aTpaKTOPiB.

METOJUKA BUKOHAHHSA YUCJIOBUX PO3PAXYHKIB I OCHOBHI
YUCJIOBI PE3YJIbTATH

Cucrema nudepeHmialbHUX PIBHAHB (2) CYTTEBO HENiHIHHA, TOMY 3HAXOJKEHHS
il po3B’S3KIB Ta JMOCIIPKCHHS JUHAMIYHOI TIOBEIHKH I[i€] CUCTEMH, Y 3arajibHO-
My BHUIMAJKy, MOXHa TPOBOJUTH TUIBKH YHCIOBUMHU MeTojamu. OmUC JeSKUX
3 TAKUX METOJIB HaBeICHO y mparax [21, 22], a MeToAauKy iX 3aCTOCYBaHHSI CTO-
COBHO CHCTEM 3 00MEXECHUM 30Y/KCHHSIM PO3’ICHEHO Yy mipansx [23, 24].
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[lepenycimM Big3Ha4MMO, IO MOJIOKEHHS PIBHOBAaru CUCTEMH DiBHSHB (2)
mpoaHajizoBaHo y mparii [25]. KopoTko HaramaeMo pe3yiabTaTH I1iei podotn. Cuc-
Tema (2) Mae eIMHe 130JIbOBAaHE TIOJI0KEHHS PIBHOBArH:

F
»n=0, y,=0, y3=—E=0, y4=0, ys=0. 3)

JlocTaTHI yMOBH aCHMIITOTUYHOI CTiHKOCTI 3a JISITyHOBHM TakoTO IIOJIO-
JKEHHSl PIBHOBarM MOXKyTh OyTH OTpHUMaHi 3a JOMOMOror Teopemu JI’eHapa—
[imapa [26]. KpiM 01HOTO 130J50BaHOTO TTOJIOKCHHS piBHOBAru cucreMa (2) Mae
HECKIHYEHHY KUIbKiCTh HE130JIb0BaHUX MOJIOKEHb piBHOBard. Lli monoxkeHHs piB-
HOBarw yTBOPIOIOTh 3aMKHEHI JiHII v (a3zoBomy mpoctopi. KokHa TOuka IMX
0co0NMMBUX JIiHIN OyAe MOJOKEHHSM pPIBHOBAard. SIKIIO MOJOXKEHHS PiBHOBaru
1307Th0BaHE, TIOJIOKEHHS PIBHOBArd (3) € aCHMITOTHYHO CTiHKHM, TO BOHO Oye
€IMHUM TPAIULIMHUM aTPaKTOPOM CHUCTEMH. YCi iHIL, MOKIINBI, TpaHUYHI MHO-
JKHHU He OyAyTh aTpaKTOPaMH y TPAIUIIHHOMY CEHC1 ILOT'O TepMiHa.

Jns1 3°sicyBaHHSL MOXIJIMBOTO BUTJISILY TPaHUYHMX MHOXKUH cucTeMH (2) mpo-
BEJIEMO YHCIIOBI MOCIHIMKEHHS ii MuHaMivHOI ToBeMiHKH. CII09aTKy pPO3TIISTHEMO
BHUIIAJ0K, KOJIH IIs1 CUCTEMa OIMCYE HENiHIMHY B3aeMOIit0 Oaka 3 PiAMHOO U ene-
KTpOJBHTYHA. [[JI1 BAKOHAaHHS YMCIIOBUX PO3PaxyHKIB IMOKIIAIEMO:

A=0.56, B=-1.531, C=-0.8, D=-4.6, F =0.6. @)

[Mapamerp E (KyT HaXWiy CTaTHYHOI XapaKTEPUCTUKH EJIEKTPOJBUTYHA)
po3rismaTuMeMo sk Oiypkamiianii. ByieMo ToCiipKyBaTH MTOBEAIHKY CUCTEMH,
ko —2.2 < E < —1.75. 3a Takux BUOpaHUX 3HAUY€Hb MapaMeTpiB Yy CUCTEMi BH-
HUKAIOTh HAJ3BUYAWHO I[iKaBI I'PaHWYHI MHOXMHHU, SKi MalOTh TakKi 3arajibHi
BiacTHUBOCTI. KokKHa 3 TaKMX MHOXHH SIBJISIE COOOIO JICIKY CiM’I0 HECKiHUYEHHOT
KIJIBKOCTI TpaekTopidi y ¢azoBomy mpocropi cucremu (2). Lli Ttpaekropii
HEI30JIbOBaHI OJIHA BiJ OHOI, IPH I[bOMY BOHH HE MAIOTh CIIJIBHUX TOYOK 1 HE €
MOJIOKCHHSAMH piBHOBAaru. TpaekTopii ciM’i MarOTh BJIACTUBOCTI «IIPUTSATAHHS,
IO CITOPIIHIOE TaKy CiM’I0 3 aTpakTopoM. Y TOH jke€ dYac Hei30JIbOBaHICTh
TPAEKTOPIH CIM’T BKa3ye Ha Te, IO Taki CiM’1 TPAEKTOPIA HE € aTPaKTOpaMH y
TPaIUIIHHOMY CEHCi TOHSTTS «arpaktop». llpwdoMy 3ayBaxumo, IO Taki
TPaHWYHI MHOXHHHI MOXYTh OyTH SIK PETYJIIPHAMH, TaK i XaOTHIHUMH [25].

PosrnsiHeMo Jniesiki KOHKpETHI MPHKIAAXW Takux cimei. [Ipumycrimo, 1o
E=-1.792.Y npoMy BUMaAKy BUHHKAE TPAaHUYHA MHOXKMHA, KA CKJIAJa€ThCA 3
HECKIHYEHHOI KiIbKOCTiI 3aMKHEHUX TPAa€KTOPiH (LHUKIIB), YCi 3 SIKMX ICHYIOTh
OJTHOYACHO. Y Ci IIUKJIM PO3TaIIoBaHi K 3aBTOJHO OJM3BKO OAWH JO OAHOTO, TOO-
TO He i30mpoBaHi. OMHAK Taki IHUKIM HE MAaTh TOYOK JOTHKY a00 TIEpEeTHHY.
KoxHa Taka 3aMKHEHa TpPaekTOpis cama Mo co0i € TPaHUYHOI0 MHOXHHOIO. Lle
3YMOBJICHO THM, IO Maiike OyIb-sSKa TPAEKTOPIs, sIKa MIOYMHAETHCS B NESKiN J10-
CTaTHBO BENHKiH 007acTi (a30BOro mpocTopy, NpsSMye A0 OJHOTO 3 LUKIIB CiM’1.
AJe )KOZIeH 13 LMKIIIB HE € aTPaKTOPOM y TPaIUIITHOMY pO3yMiHHI IIBOTO TEPMi-
Ha. OTKe, KOXKEH 13 IIMX IUKIIB He € rpaHnYHUM. KpiM TOro, KOKeH OKpeMui
IIUKJI Ma€ OJIMH 1 TO# ke nepion, ogHakoswid criektp JIXII. Crapmmii IsmyHOBCH-
KHH MOKa3HUK JJIS BCIX IUKIIIB ¢iM’1 mopiBHIoE HYym0. [lepepis [lyankape kKoxHO-
ro 3 HUKIIB CKIAJacThCA 3 OQHAKOBOI CKIHUEHHOT KITBKOCTI TOYOK.

Ha puc. 1 mobynoBaHo mpoexkitii (ha30Boro moprpera TphOX MpPeCTaBHUKIB
Takoi ciM’i TpaekTOpii, sIKi HAHECEHO BIATIHKAMHU YOPHOTO KONbOpy. Taki
IpaHUYHI MHOXXHMHH [5, 6] Ha3MBAIOTHCS MaKCUMalbHUMHM arTpakTopamu. OTxe, Ha
puc. 1 300pakeHO MPECTaBHUKH MEPIOJMTIHOTO MAaKCHMAaIBHOTO aTPaKTopa.
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Puc. 1. Ilpoexuii ¢pazoBux mopTperis, skmo £ =-1.792 (a) i E=-1.781(6).

Benukwuit inTepec cTaHOBIATH OipypKarii MaKCHMaTbHUX aTpPaKTOPiB, 30K-
peMa mepexoau Bi perysipHHX MaKCUMalbHHX aTPakTOpiB A0 XAOTHYHUX Mak-
CUMallbHUX aTpakTopiB. J[ms TpagumiifHUX aTpakTOpiB Taki ITOCHiJOBHOCTI
Oidypkariiii mepexomy BiIl PETyISpPHOTO aTpakTopa 0 XaOTHYHOTO aTpakTopa
Ha3WBAIOTHCS CLEHAPISIMH TIepexony 10 Xaocy. J[BoMa OCHOBHUMH CIIEHApiIMHU
Takux nepexoliB € creHapid @elirendayma [27, 28] Ta cuenapiii ManHeBiLIS—
ITomo [29, 30]. OctanHIM YacoM BHSBJICHO HOBIi CIIeHapii IEpexolliB 10 Xaocy,
SKi y3aralpHIOIOTH YyxKe Bigomi crenapii [31, 32]. BusBnserscs mnomiOHi
nociiaoBHOCTI OidypKarniii mpuTamMaHHi 1 MAKCUMaJIbHUM aTPaKTOpaM.

Ha puc. 2, a moGynoBaHo ¢azonapameTpudHy XapakTepucTuky (Oipypkamiiine
JIEpeBO) ISl OJTHOTO 3 MPEACTABHUKIB MaKCHUMAaJIbHUX aTPAKTOPiB cucteMu (2)
3a 3HA4YCHb mapaMeTpiB 3a ¢opmynamu (4). 3ayBakmMo, IO Taki
(hazomapaMeTpUUHi XapaKTEPUCTUKHU U OYAb-SKOTO MPEACTABHUKA MaKCHMaJlb-
HOTO aTpakTopa SKICHO TOZAIOHI 1 BiPI3HSAIOTBCS TIJIBKM HECYTTEBUMHU
KUTBKICHUMH BiIMiHHOCTSMH. MaeMo TumoBe Oidypkariitne aepeBo. OkpeMum
rikam 1poro OiyypkamiiHOro JepeBa BiANOBIAIOTh MEPIOIUYHI IPAHUYHI MHO-
KHMHH, @ TYCTO YOPHUM — XaOTH4YHI TPaHUYHI MHOXHHHU. MOKHa TTOOAYUTH TOY-
KW pO3TaTyKeHHS TUTOK OihypKaIiifHoro AepeBa, Ki BKa3ylOTh Ha MOXKIIUBI THITH
pizHux Oidypkariii.
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Puc. 2. ®azonapamerpryHa XapaKTEPUCTHKA CUCTEMHA

s Oinbln AeTanbHOrO BUBUEHHS MOXJIMBHX Oidypkamii Ha puc. 2, 6 mo-
OynoBaHo 30inblieHui ¢parmMeHT OidypkaliiHOrO AepeBa, SIKUW 103BOJISE
imeHTUdikyBaTH THI Oipypkamiii. UiTko MOXHa Oa4UTH TOYKH PO3Taily>KEHHS
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OKpeMux TuUIoK  OidypkamiiiHoro  nmepeBa, 13  HPOXOJKCHHSIM  SKHX
CIIOCTEPIraroThes OiypKaIlii MOJBOEHHS MEPIOAIB IIUKIIIB, 1[0 YTBOPIOIOTh MaK-
cuManbHuil atpaktop. Tak, skmo FE=-1.792, makcuManbHUH aTpakTop
CKIIAJIAETHC 3 HECKIHYEHHOI KITLKOCTI IUKIIB, KOKHAW 3 SKUX MAa€ MOPIBHIHO
MPOCTY OJHOTAKTHY CTPYKTYpY. 31 30iIbIIeHHsIM 3HAa4eHb OidypKariifHoro mapa-
MeTpa E TodMHaeThCs Kackaj OipypKamili TOABOEHHS MEPIOAiB UKITIB CIMEH.

Ha puc. 1, 6 Ta Ha puc. 3, a T00yJ0BaHO NEPIOANYHI MAKCUMAaJIbHI aTPaKTO-
PH, SKi BUHUKAIOTH MiCIIs TIEPIIoi Ta Apyroi Oidypkariif mogBoeHHs nepioay. Sk i
paHimie BiATIHKaMH YOPHOTO KOJBOPY 300pa’keHO MO TPH MPEICTAaBHUKH BiJ-
NOBIAHUX MEPIOANYHMUX MaKCHMalbHUX aTpakTopiB. I3 koxkHOIO Oidypkauiero
BJIBiYi 30UIBITY€ETHCS TAKTHICTH YCIX IUKIIIB MAKCHMAIILHOTO aTpakTopa. Crodar-
Ky BOHH CTalOTh JIBOTAKTHHMH, a TIOTIM — YOTUPUTAKTHUMH. Y Ci IUKIIA MalOTh
HYJIbOBHUI CTapIIMid JISYHOBCHKUH MOKAa3HUK. Tako micis KoxkHOI Oidypkarii
MMOIBOIOETHCS KUTBKICTh TOUYOK y TiepermHax [lyamkape. Takwii HeCKiHUCHHHMA
Kackaj Oidypkaliii moJBOEHHS NEPioy 3aBEPUIYETHCS BUHUKHEHHSIM XaOTHYHO-
ro MaKCMMAaJIbHOTO aTpakTopa, ko £ =-1.776.

Puc. 3. TIpoexiii pazoBux mopTperis, skuio £ =-1,7845(a)i E=-1.776 (6)

[ToOymoBaHi mpoekIii TpOX MpeICTaBHUKIB HECKIHUEHHOI ciM’1 Herepiou-
YHUX TPAEKTOPii BHHUKIOTO XaOTHYHOTO MAaKCHMAIIbHOTO aTPaKTOpa MOKa3aHO
Ha puc. 3. [Ipo BUHUKHEHHS XaOTHYHOI TPaHMYHOT MHOKMHU CBITYHUTH MOSABA J0-
JATHOTO CTapIOro JISIITYHOBCHKOT'O TIOKAa3HWKA Y BCIX TPAEKTOPIH, SKi YTBOPIO-
I0Th MaKCUMaJlbHUH aTpakTop. BUHMKIA CiM’S MICTUTh HECKIHYEHHY KiNBbKiCTh
Xa0TUYHUX TPAEKTOPii. BigoMo, 110 TpaauIiiHii XaOTHYHUH aTpakTOp CKIaaa-
€TBCS 13 HECKIHUEHHOI KiJTbKOCTI HECTIMKUX TpaekTopii. Ha mepmmii mormsm ms
ciM’s siBIIsIE cO00r0 00’ €THAHHS HECKIHYEHHOI KiJTBKOCTI XaOTHYHHX aTPaKTOPiB.
[Ipore xokeH 4ieH ciM’i HE € aTpaKTOpoM y TpaauuiiHoMy ceHci. TyT, sk i pa-
HillIe, ISl BUBHAYEHHS TaKoro 00’ €JHAHHSA MOYKHA 3aIIPOTIOHYBATH MOHATTS Mak-
CUMaJBHOTO aTpaktopa [5, 6]. Yci TpaekTopii MakCHMalbHOTO XaOTHUYHOTO
aTpakTopa MAalOTh OJHAKOBUI CHEKTp JSIYHOBCHKUX XapaKTEPUCTHYHUX ITOKA3-
HUKIB, CTapIIUi 3 skuX poxaTHuid. OTke, sIK 1 U1 TPAAULIHHUX aTPAKTOPIB, MOX-
Ha BBOAWTU MOHATTS crnekTpa JIXII MakcMManbHOTO aTpakTopa B LIJIOMY, a HE
SIKOIiCh Horo okpemoi TpaekTopii. [lepeTuran Ilyankape KOKHOT 3 TpaeKTOPii ciM’i
€ CTPYKTYPHO MOAIOHI XaOTHYHI MHOXXHMHH, IO CKJIAJAIOThCA 13 HECKIHYCHHOT
KUTBKOCTi TOYOK.

TakuM YMHOM, TIepeXia 0 Xaocy ISl MaKCHMaJIbHHUX aTPakTOPiB BimOyBa-
€TBCS Yepe3 HeCKIHYeHHUH Kackaz Oidypkauiil moaBoeHHs mepioaiB mukiiB. Ta-
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KWW CIeHapill Ui TpamuIifHUX aTpaKToOpiB HAa3WBAEThCs cieHapieM Deiirenday-
Ma [27, 28]. Orxe, momnpu Te, M0 MAKCUMAJbHI aTPaKTOPH HE € aTPaKkTOpamM# y
KJIACMYHOMY PO3yMIiHHI LBOTO MOHSTTS, MEPEXiJ M0 XaoCy Uil MaKCUMAaTbHHUX
aTPaKTOPiB MOXe 3AIMCHIOBATHCS 3a MPUPOTHOIO aHANOTIEI0 THUIIOBOTO CLEHAPiIo
Oeiirenbayma.

I3 moganbmum 3poctaHHsIM OiypkauiiHOro mapamerpa £ CIOCTEPIiraeThes
nepexij BiJl Xa0THYHOT0 MaKCUMaJIbHOTO aTPAaKTOpa OJHOTO THITY 10 XaOTHYHOTO
aTpaKkTOpa MaKCHUMAaJbHOTO IHIIOrO THUIy. Takui Nepexil THUIy «Xaoc—Xaocy
BiZIOyBa€eThCA 3a CclieHapieM y3araibHEHOI nepemixkHocTi. [lel, mopiBHAHO HOBHI,
CIICHApil € y3aralbHEHHSM THUIIOBOTO CLEHapilo mepemikHOCTI MaHHeBLIsS—
ITomo [29, 30]. Pi3Hi BapiaHTH CIleHapi0 y3araabHEHOI IEPEMi’KHOCTI OITUCAHO Y
npausx [31, 32]. 3a3naunmMo, 110 ClieHapil y3aralbHEHOT MePEMI>KHOCTI CIIOUaTKy
OyB BHABICHUH U1 TPaJULiIMHUX aTpPakTOpiB. Aje Ield HETHIIOBHH cleHapii
peai3y€eTbes TaKOX Ui MAKCUMAJIBHUX aTPaKkTopiB.

O3HaKOI0 MOKITMBOI peati3allii y3araJlbHeHO1 TepeMi>KHOCTI ITOCITYTOBY€ BU-
s 6idypkariiiHoro nepeBa B okoui Touku E = —1.775 (muB. puc. 2 (6)). Ilicns
MPOXOPKEHHS 11i€l Touku B OiK 3pocTaHHs OidyypKaiiiHoro mapamerpa £ 3Ha4HO
301IBIIYETHCS TUIOIIA TYCTO YOPHOI AUIAHKKA Ha OidypkaiiiHomy nepesi. Lle
CBIAYMTDH PO BUHUKHEHHS Y CHCTEMI (2) XaOTHYHOTO aTpakTopa HOBOTO TUILY.

Ha puc. 4, a nobynoBano mnpoekiii ¢a3oBUX MOPTPETIB TPHOX MPEIICTABHU-
KiB Xa0TUYHOTO MaKCHMaJbHOI'O aTpakTOpa iHIIOrO THILY, SIKHUH iCHyE y cHUcTeMi
(2), sxmo E =-1.774. Ilepexin A0 TaKOro XaOTHYHOTO MaKCHUMAIIBHOTO aTpak-
TOpa BiAOyBa€eThCSA 3a CIieHApiEM y3araabHeHol nepemikaocTi [32]. s imocTtpa-
uii iMIUIeMeHTalii Takoro CIeHapilo MmoOyJI0BaHO PO3MOAITN iHBapiaHTHOI MipH
JUISL TBOX THIIIB XaOTHYHUX MAaKCUMaIBHHUX aTpakTopiB. Puc. 4, ¢ moOymoBaHuii,
sakmo £ =-1.776, a puc. 4, 2 — sxmo E =-1.774. Ilicis npoXoKeHHS TOYKU
Oidypkauii 31 3pocTaHHsAM mapamerpa £ XaoTHYHHI MaKCUMaJbHUI aTpakTop,
300pakeHHA Ha pHC. 3, 6, 3HUKAE 1 B CUCTEMi BUHHKAE HOBHUH XaOTHIYHUN MaKCH-
MaJIbHUI aTpakTop, 300pakeHuid Ha puc. 4, a. PyX TpaexTopiii 0 HOBOMY Xa0TH-
YHOMY aTpaKTOp BKJIOYAaE 1Bi ¢aszm, TpydonamMiHapHy Ta TypOyneHTHy. ['pybo-
naMiHapHil (da3zi Ha puc. 4, 2 BiINOBigae OLIBII TeMHA JIISHKA, siKa 32 (GOPMOIO
Harajye 3HUKJINNA XaoTWYHUN arpakTop. TypOyneHTHIiH ¢a3i mepeMi>KHOCTI Bij-
MOBI/1at0Th OLJIBIN CBITJII MIISHKU Ha puc. 4, 2. Yeprysanus (a3 rpybosamiHapHa
— TypOyJIeHTHa TIOBTOPIOETHCS HE3TIUEeHHY KUTBKICTh pa3ziB. Yac mepexony i3 rpy-
OomamiHapHoOi (azu y TypOyJIeHTHY 1 3HOBY Ha3aj y rpyOojaMiHapHy Hemepen-
OauyBanwmii. Takuii mepexiy BimOyBaeThCS Ha BCIX TPAEKTOPIAX CiM’i, sIka YTBO-
pIOE XaOTHYHHH MAaKCHMAIILHHH aTpakTop 3a OJHOTO 1 TOrO JK 3HAYCHHS
Oidypkarifinoro mapamerpa.

IMmnemeHnTanito cueHapilo y3araJbHEHOI MEPEeMIXHOCTI MOXKHA BHSIBHTH,
anamizyroun nepernnu [lyankape. Ha puc. 4, 6 moOymoBani nepepizu Ilyankape
MPECTABHUKIB XaOTUYHOTO MAaKCHUMAaIILHOTO aTpakTopa, skmo £ =-1.776 (cipi
Toukn) i £ =-1.774 (dopHi Touku OinblIoro po3Mipy). B 006ox Bumagkax mepe-
THHU  YTBOPIOKOTh  KBa3iCTPiUyKOBI  XaoTwuHi  MHOXHWHH. Jlokamizaris
KBa3ICTPIYKOBOI MHOXXHMHM IPEICTAaBHUKA XAaOTHYHOTO MAaKCHMAaJIbHOI'O aTpak-
Topa 3a E=-1.776 30iraetbcs 3 noKamizamiero mnepeTuHy Ilyankape
BIZIITOBITHOTO TpyOoIaMiHapHiil (a3l mpeacTaBHIKA XaOTHIHOTO MaKCUMAIBHOTO
atpaktopa 3a E =-1.774 (4oTupU AINSHKKA HAa OMY PHUCYHKY, Ha SKHX Cipi
TOYKH PO3TAMIOBYIOTHCS Tocepea YopHUX). YopHi TOUkH Ha puc. 4, 6 BiIIoBiga-
I0Th TypOyJICHTHIH (pa3i MaKCHMaILHOTO aTTpakTopa, 3a £ =—-1.774.
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Puc. 4. Tlpoexkuii ¢a3oBux mopTpeTiB, KMo FE =-1.774 (a); nepepizu Ilyankape (6);
PO3HOALIN IPUPOAHOT iHBapiaHTHOI MipH, Ko E =-1.776 (8) 1 E =—-1.774 ()

Ha 3aBepmieHHst po3risiHEMO pealizalilo Iie OJHOIO TUIIOBOTO CLEHApIIo
Mepexoy A0 Xaocy, a came nepeMikHocTi [29, 30], i HETUIIOBUX MaKCUMAaJlb-
HUX aTpakTopiB. Lleif posrnsa, A1 pi3sHOMaHITHOCTI, MPOBEIEMO B iHIIOMY BiKHi
nepiognuHocTi —1.89 < £ < —1.88 6GidypkauiliHoro aepesa. Y MajioMy IpaBoOMy
niBokoui Touku £ =-1.89 y cucremi (2) icHye nepioquuHN MaKCUMAIBHUN at-
paxtop (cim’st nukiiB). [Ipoeknito po3noainy NpupoAHOi iHBapiaHTHOI MipH IO-
OyZoBaHO I OAHOTO 3 MPEICTABHUKIB MAaKCHMAJILHOTO MEPIOANYHOTO aTPaKTo-
pa 3a E=-1.886 (puc. 5, a). lluknu mporo arpakTopa MarOTh OLTBII CKIIATHY
CTPYKTYpYy Ha BIZIMiHY BiJl po3risHyTuX BHie. Skmo F =-1.89, ciM’s 1ukimiB
3HMKAE 1 B CUCTEMi BUHUKAE XaOTHYHHI MaKCHMaNbHUI aTpakTop. BUHUKHEHHS
Xaocy BigOyBaeThCsl 3a OHY KOPCTKy Oidypkauito. Ha puc. 5, 6 mokazano npoe-
KUII0 PO3MOJiTy NPUPOJHOI iHBapiaHTHOI MipH, MOOYJOBaHY 3a 3HAa4YEHHS

7320 1 ¥3-20 [f

30 |
] -30

A R R BT IR I 40 L L
a N 6 N
Puc. 5. Po3nofiing npupoIHO1 iHBapiaHTHOI MipH 3a 3Ha4ueHb £ = —1.886(a) i £ =-1.89 (0)
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E =-1.89 . llopiBHsnpHMIA aHANI3 PO3NOALTIB (PHUC. 5) HAOYHO CBITYHUTH IPO BH-
HAKHEHHS XaoCy depe3 mepeMikHicTh 3a ManHeBiuiemM—Ilomo. Ha puc. 5, 6
MOYKHA TTOMITATH OUTBIN >KUPHO TPOKPECHeHi JiHii, Ski 3a (JOPMOIO HaraayroTh
KOHTYpH 3HHUKIJIOTO TpaHuyHOro uukiy. lle mamiHapHa ¢asza mnepemixHOCTI.
BinbIn cBiT/II MIISTHKU BCEPEMHI ILOTO PUCYHKA € TypOyJIeHTHOW (a3oro mepe-
MIXKHOCTI. SIK 3a3Ha4ayocs, MepexiJ «IMKJI—Xaoc» BiIOYBa€ThCs 3a 3HAUCHHS
E =-1.89 nus Bciel ciM’1 MUKITIB IEPiOTMYHOTO MAKCUMAIILHOTO aTPaKToOPA.

Yci uncnoBi po3paxyHKH BHKOHAHO 33 3HA4eHb MapaMeTpiB, IO BiAIOBiga-
I0Th CHCTEeMi «0aK 3 PiTUHOI0—eIeKTPOABUIYH». AJie TIOAIOHI TUIIH MaKCHMAaJlb-
HUX aTPaKTOPiB i CIEHApii MepexoAy A0 Xaocy XapaKTepHi i g cucteMu «cde-
PUYHUIA MasTHUK—eJNEKTpoABUTYH». Jleski pesynbraté ans Oidypkauiii mo
IHIITOMY TIapaMeTpy 9acTKOBO OTPUMAaHO y Tpari [25].
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