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DIGITAL TWINS: STAGES OF CONCEPT DEVELOPMENT,
AREAS OF USE, PROSPECTS

N.D. PANKRATOVA, K.D. GRISHYN, V.E. BARILKO

Abstract. The results of a review of the digital twin concept development, the areas
of their use, and the prospects are highlighted. The history of the emergence and de-
velopment of the digital twin concept, its definition, and its classification are given.
The relevance of the technology under consideration is reflected. The purpose of this
review is to provide the most complete, up-to-date information on the current state
of the digital twin technology, its application in various fields of human activity, and
further prospects for the development of the industry. An extensive bibliography on
the topic is provided, which may be helpful for researchers and representatives of
various industries.

Keywords: Industry 4.0, digital twin, classification, areas of application, Internet of
Things, physical and mathematical models.

INTRODUCTION

The increasing complexity of production management task necessitates the adop-
tion of new management methods and systems. Today, production management
requires Industry 4.0 competencies [1], which have emerged relatively recently
and are largely interconnected with IT technologies. The traditional pyramidal
model for designing production management systems is being replaced by mod-
ern approaches to direct interaction between the components of the production
system based on the concept of the Internet of Things (IoT). The digital twin re-
fers to a new innovative toolkit that helps to exploit the advanced scenarios of the
Internet of Things and other technologies. This toolkit is used to create digital
models of the physical environment, and digital analogues will be able to perceive
information from the world around them, interact and exchange data. The result is
a completely new environment where the intelligence embedded in applications
will allow to assess what is happening in the physical world, take into account the
accumulated information and experience to support decision-making. This envi-
ronment creates qualitatively new conditions for business and ensuring environ-
mental safety at work. Thus, the digital and physical worlds are being united, with
applications, services, networking components and edge devices being the Inter-
net of Things. Each element of the Internet of Things in production will have a
digital twin, i.e. its virtual model for rational production management. Based on a
systematic literature review and a thematic analysis of 92 publications on digital

© N.D. Pankratova, K.D. Grishyn, V.E. Barilko, 2023
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twins over the past ten years, [2] this work describes this technology, identifies
knowledge gaps and necessary areas for future research. In the characterisation of
a digital twin, the state of the concept, key terminology and related processes are
identified, discussed and combined to produce 13 characteristics (physical en-
tity/twin; virtual entity/twin; physical environment; virtual environment; state;
implementation; metrology; duplication; duplication rate; physical-virtual connec-
tion/twin; virtual-physical connection/twin; physical processes; and virtual proc-
esses) and the complete structure of the digital twin and its operation process. Fol-
lowing this characterisation, seven knowledge gaps and topics for future research
are identified: perceived benefits; digital twin in the product lifecycle; use cases;
technical implementations; confidence levels; data ownership; and integration of
virtual entities, each of which is necessary for digital twin implementation. There
are also other reviews [3]-[6] on the digital twin application in various industries.

The history of the digital twin concept. The first digital twin in history (at
that time, such name and concept did not exist) can be considered a program used
by NASA in the 1960S to design the Apollo 13 mission. It was created to test how
the future object would behave in the physical world. Later, engineers discovered
that the virtual model could be used to control equipment and predict what would
happen to it. The sensor readings during the flight were compared with those pre-
dicted in the digital model in real time [7]. This idea later became the basis for the
creation of modern digital twins.

The emergence of the digital twins concept is associated with the work of
Michael Greaves, a professor at the University of Michigan. In 2002, as part of a
presentation at the University of Michigan for industry representatives, he pro-
posed a model consisting of three components: a real space; a virtual space; and a
mechanism that ensured the exchange of information between them. At the time,
this concept was called “ideal PLM” (Product Lifecycle Management) [8]. A sim-
ilar concept named “Mirror Worlds” [9] was proposed earlier by computer scien-
tist David Gelernter in 1991.

In response to the M. Greaves publication, K. Framling et al. 2003 [10] pro-
posed to modify the PLM concept to solve the problem of organizing the ex-
change of information between a virtual object and a physical one using the Inter-
net of Things. In particular, the authors argued that the standards already existing
at that time were sufficient to organize the computing architecture. In 2003, the
idea was not widely supported due to the imperfection of technologies for proc-
essing a large data flow in real time, with most data stored in paper form.

Later, Michael Greaves developed this idea and presented it in his course on
PLM systems, which he taught at the same university. Despite the fact that the
term “digital twin” appeared a little later, the basic concept of having a physical
object, a virtual object and ensuring the information exchange between them was
developed already then. In the following years, one of the names of this concept
was the “model of mirror spaces” [11], in the period 2006-2010 the term “model
of information mirror” was used [12].

In 2010, the term “Digital Twin” first appeared in NASA’s technology
roadmap, its authorship could be attributed to J. Vickers. This publication also
used the term “Virtual Digital Fleet Leader” [13]. Since 2011, the concept of digi-
tal twins has been used by the US Air Force Research Laboratory (AFRL) to ef-
fectively resolve the design issues, maintenance and forecasting of the aircraft
service life [13], [14]. A virtual copy of the aircraft accompanied the real object
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throughout its life cycle. In 2013, Germany proposed the concept of Industry 4.0.
Its key idea is the cyber-physical system (CPS). CPS combines people, machines
and things that provide a continuous exchange of information to monitor, collect
data, analyse and optimise production processes. To implement such processes, it
is necessary to use a digital twin [15]. The concept of a “digital twin” is a part of
the fourth industrial revolution and is designed to help businesses detect physical
problems faster, make more accurate predictions, develop better products
[16], [17].

M. Greaves gave a detailed description of the digital twin in 2014 in the so-
called White Paper, intended for corporate society. Some industrial companies,
such as Siemens, almost immediately adopted the terminology and paradigm
outlined in the book [18]. In his book “The Origin of Digital Twins”, M. Greaves
divided any digital twin into three main parts [19]: a physical product; a virtual
product; and data and information that unite the virtual and physical products. In
his opinion, “under ideal conditions, all the information that needs to be obtained
from a product can be provided by a digital twin”.

The design of digital twins is based on simulation modelling methods that
provide the most realistic representation of a physical environment or object in
the virtual world. A mathematical description of digital twins can be obtained via
statistical modelling, machine learning or analytical modelling methods. The
mathematical models of a digital twin for supporting and predicting the
functioning of a physical process of a real objects are given in [20], [21]. The
parametric uncertainty of the mathematical description of the physical process is
taken into account. As an example, the design of a digital twin is given on the
example of an analytical model of an electric heater.

In 2023, the concept of a digital twin is evolving into something more subtle
and incredibly practical: an executable digital twin (xDT). Simply put, xDT is a
digital twin on a chip. XDT uses data from a (relatively) small number of sensors
embedded in a physical product to perform real-time simulations using reduced-
order models. Based on the data from a small number of sensors, it can predict the
physical state anywhere within the object (even in places where sensors cannot be
placed) [22].

The main stages of development of the digital twin concept are shown in
Fig. 1, from the inception of the idea in 1960 to the current state. Source: com-
piled by the authors based on [7]-[22].

David Gelernter proposes
similar concept "Mirror [Term “digital twin" was J [Germany introduced concept ]

Concept evolves
into "executable
digital twin" - digital
twin on a chip

Worlds" similar to the.one to formulated by J. Vickers in "Industry 40", to implement it
be proposed by M. Grieves NASA roadmap digital twin is necessary

¢ i Y Y
(19605 J=(1993y. J=(2002y. }=(2010 y. J=(2011 y. (2013 y. Ju=(2014 y. Jue( 2023 y. }=p>-
1} f i ft

Virtual copy M. Grleve; introduces concept Concept was M. Grieves introduced
. Product Lifecycle Management . elaborate description of
of spaceshlp as part of the presentation of introduced by USAF iqi ins i ; i
[a] P digital twins in White paper

Apollo the University of Michigan to for corporate saciety
industry representatives

Fig. 1. Key stages in the development of the digital twin concept. Source: compiled by
the authors on the basis of [7]-[22]
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Definition of a digital twin. The review has shown that there is no single
accepted definition of digital twin. The paper “Digital twin paradigm: A system-
atic literature review” counted 30 definitions given by researchers and organiza-
tions [7]. Therefore, we will present the definition proposed by the author of the
concept of digital twin and one of the modern ones, which, in our opinion, is the
most complete among the existing ones.

Definition by M. Greaves. A set of virtual information constructs that fully
describe a potentially or actually produced physical product from microatomic to
macrogeometric level [8].

Definition by Asimov et al. 2018. A virtual copy of a physical object that
can monitor data consistency, perform data mining to identify existing and predict
future problems, and use artificial intelligence to support business decisions [23].
However, the definition of a DT is not finalized. For example, a 2021 meta-
analysis that included 24 articles showed that 83% authors agreed that the concept
was in the early stages of development [24].

The relevance of the topic of digital twins. According to a study conducted
in September 2022, the number of publications in Scopus on the topic of "digital
twin" is growing every year [25]. The popularity of this topic can be seen from the
graph of the number of publications depending on the year. Interest in the creation
of digital twins has been growing significantly since 2016.
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Fig. 2. Number of publications on DT depending on the year. Source [20].

More and more countries are adopting development plans based on tech-
nologies that combine physical and information space: “Industry 4.0” in Germany
[15], “Advanced Manufacturing” in the United States [26], “Society 5.0” in Japan
[27], “Made in China 2025 in China [28], and a similar project for the EU, “The
Factory of Future” [29]. Topic relevance is confirmed by numerous highly cited
publications. Authors of these publications have high H-index (Table 1).
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Table 1. The most cited works on digital twins

Number of H-index
Title Year| citations of authors
Scopus / Google Scholar
Jay Lee, Behrad Bagheri, Hung-An Kao “A cyber- Jay Lee: 58/73
physical systems architecture for industry 2014 | 3003/5088 | Behrad Bagheri:
4.0-based manufacturing systems” [30] 12/19
Fei Tao, Jiangfeng Cheng, Qinglin Qi, Meng Fei Tao: 69/81
Zhang, He Zhang? Fangyuan Sui . Digital tw1r}- 2018 | 14332084 Jlangfqu Qheng:
driven product design, manufacturing and service 14/16 Qinglin Qi:
with big data” [31] 23/24

Dmitry Ivanov “Predicting the impacts of epidemic

outbreaks on global supply chains: A simulation- Dmitry Ivanov:
based analysis on the coronavirus outbreak 20201 1079/1821 62/74

(COVID-19/SARS-CoV-2) case” [32]

Werner Kritzinger, Matthias Karner, Georg Traar,
. Jan Hen]e.s, Wilfried Slhn l?lgltal twin 2018 | 1114/1718 Wilfried Sihn:
in manufacturing: a categorical literature review 22/31

and Classification” [33]

Fei Tao, He Zhang, Ang Liu, Andrew Yeh-Ching
Nee “Digital Twin in Industry: State-of-the-Art” [34]

Michael Grieves, John Vickers “Digital Twin:

2019| 1197/1750 | Fei Tao: 69/81

Michael Grieves:

Mitigating Unpredictable, Undesirable Emergent |2017| 1063/2076 716
Behavior in Complex Systems” [35]
Abram L. J. Walton, Cynthia L. Tomovic, Michael Michael Grieves:
W. Grieves, “Product Lifecycle Management: 2013 6/13 7/16
Measuring What Is Important — Product Lifecycle Tomovic Cyn-
Implementation Maturity Model” [36] thia: 5/9

F Tao, Q Qi, L Wang, AYC Nee “Digital twins
and cyber-physical systems toward smart 219! 487/712 Qinglin Qi: 23/24

manufacturing and industry 4.0: correlation Fei Tao: 69/81
and comparison” [37]

Source: compiled by the authors on the basis of [30]-[37]

The study by Semeraro et al. 2021 [7] provides the following facts about the
popularity of the term “digital twin” in the Scopus, Elsevier, and ScienceDirect
databases: 60 journals have published papers on this topic; it was discussed in 47
conferences; 8 chapters in various books have been found.

Many DT-related technologies have been patented. As part of the review, we
searched for patents with the term “digital twin” using the query TAC="digital
twin”. At the time of writing, Google Patents returned 6181 results for this query
dated 2003-01-01. The largest patent holders are large corporations: Siemens AG
(13.4% of all patents); General Electric (9.8%); Beijing University of Aeronautics
and Astronautics (3.4%). A study that conducted a cluster analysis of DT patents
from the Webpat and Derwent databases found 140 records by 2018 [38].

The classification of DT. The most complete list of classifications is given
in the paper [39]: by application, by level of integration, by hierarchy, by level of
maturity/complexity, including the classification introduced by M. Greaves [40].
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Reading literature, one may also encounter terms “digital model” and “digital
shadow”. They should be distinguished from a digital twin. In particular, the
difference between these terms was explained by Kritzinger et al [33]:

e A digital model is a virtual representation of an entity in which there is no
automatic data exchange between a physical and a virtual object. All information
is transferred manually.

e A digital shadow is a virtual representation of an entity where data is
transferred from a physical object to a virtual one, but not vice versa. Thus, a digi-
tal shadow is a kind of logbook where all important changes are recorded.

o A digital twin is a virtual representation in which data flows in both direc-
tions, from a digital entity to a physical one and vice versa.

Digital model Digital shadow Digital twin
( Digitalentity ) [ Digital entity ) ( Digital entity )
| Physical entity | | Physical entity l ( Physical entity )

manual data flow
s automated data flow

Fig. 3. Data flow in a digital model, shadow and twin. Compiled on the basis of the
publication [33]

AREAS OF APPLICATION OF DIGITAL TWINS

1. Aerospace industry. As noted in the IEEE publication [40], leading aerospace
industry agencies such as NASA, EASA, the US Air Force, and the Royal Cana-
dian Air Force (RCAF) consider DT as a key element in production. This tech-
nology enables the implementation of the Operation & Maintenance paradigm,
which prioritises the prevention of accidents and breakdowns, and fixing them
before they occur.

Digital twins are indispensable in the design of critical components such as
engines, which are expensive and technologically complex to test. Computer sim-
ulations allow to test different flight modes, altitudes, climatic conditions, emer-
gency situations, and system failures before physical testing. Simulations make
possible to study engine behaviour under extreme conditions without physical
experiments [40].

In-service DT reduces the need to rely on probabilistic models to determine
when a part may need maintenance. Various machine learning algorithms are
used in the aerospace industry: Support Vector Machines, autoencoders, convolu-
tional neural networks. A full list of algorithm applications is available in the
IEEE publication [40]. More details can be found in a textbook dedicated to the
problem of using DT in aircraft [41].
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The DTs are used by Rolls-Royce in the design and operation of its aircrafts.
Once released, the virtual model accompanies the aircraft during each flight,
comparing predicted performance with real-world performance, and building
What If scenarios [42].

2. Automotive industry. Digital twins are used to speed up the design of
new car models. First, a virtual model is developed and tested, then a physical
prototype is built and improved in parallel with the digital prototype. A virtual
twin makes it possible to review different design options and run computer simu-
lations of various situations (for example, how a car would behave on a slippery
road or in icy conditions). Siemens, for instance, offers software solutions for cre-
ating digital prototypes of cars with the function of developing a 3D model and
conducting simulations [43].

Maserati has replaced the costly and time-consuming wind tunnel streamlin-
ing procedure with a digital twin. Also, the engine sound (which is a symbol of
the brand) is tuned in a computer simulation, whereas previously a physical proto-
type was built and the acoustics were tested on mannequins with microphones. In
general, the use of this technology reduces the new car development time by 30%
[44]. Renault uses the DT to conduct virtual crash tests, study body aerodynamics,
engine efficiency, even check how well air conditioner cools the interior [45].

Digital twins are used not only for design. Cars with a high degree of
computerisation form the so-called Internet of Vehicles [46], which provides the
city with many advantages: increased safety, traffic optimisation, information
about available parking spaces, and the possibility of remote maintenance [47].
A striking example of the use of DT during operation is Tesla, which creates a DT
for each car sold. During the trip, sensor readings are continuously taken and sent
to servers, artificial intelligence detects problems and forms an individual
approach to their solution (such as changing the settings to make the doors close
more quietly) [48].

3. Oil and gas industry. The digital twin plays an important role in modern
drilling operations throughout the entire life cycle of a borehole, starting with the
exploration stage. The DT of borehole is a complex system: the drilling model is
made up of four unique elements, each of which is a digital twin itself: wellbore,
drill string, drilling mud, and formation. Computer simulation allows to find the
best types of tools and rig settings. Real-time monitoring of all processes and
forecasting via machine learning methods helps to identify equipment problems
that can lead to unplanned downtime or correct process deviations before they
lead to a deterioration in the quality of the workflow [49]. Ericsson uses systems
to monitor the condition of workers through smartwatches and bracelets to
prevent mistakes due to fatigue [50]. The most comprehensive bibliography of the
use of digital twins in the oil industry is provided by Cameron et al. 2018 [51].

4. Chemical and pharmaceutical industry. In the chemical and pharma-
ceutical industries, each batch of products is created with a DT that combines all
the necessary information about the batch. Based on these data, it is possible to
run simulations and predict the optimal technological parameters for the next pro-
duction stages to ensure the planned product quality.

Information about changes in product properties depending on the parame-
ters can be stored in databases, which allows to “design” new substances on the
computer. This functionality makes DT a key element of the quality management
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process [49]. For example, such software was developed by Atos and Sie-
mens [52].

5. Digital Twins of Cities. There are terms like “Smart City” and “Digital
City” that do not mean that a city has a digital twin. A smart city is one that fol-
lows a strategy of saving resources through innovative solutions. A digital city is
a city that has implemented IoT technologies [53].

The smart city concept emerged in response to the Kyoto Protocol, which
obliged countries to reduce greenhouse gas emissions [53]. Intensive urbanisation
(in particular, according to UN forecasts, 68% of the world’s population will live
in cities in 2050 [54]) has led to cities being the main source of pollution. Digital
transformation has been proposed as a way to reduce emissions. With the devel-
opment of 3D modelling technologies, it became possible to visualise infrastruc-
ture, but the models were static and used only for infrastructure planning, they
could not display real-time processes, nor could they be remotely controlled —
they were not digital twins [55]. It was only with the appearance of IoT technolo-
gies, cloud computing, the implementation of artificial intelligence and big data
that it became possible to set up data exchange between the physical and digital
essence of the city. This moment can be considered the emergence of digital twins
of cities [53].

The world’s first digital twin city was created for Singapore in 2014 at a cost
of US $73 million. In 2022, the system was replaced with an advanced version
that includes data from sensors, drones, government agencies, etc. [56]. The city
of Zurich has its own DT with a detailed 3D map of roads, underground and
above-ground facilities [57]. According to the World Economic Forum 2022, by
2030, the technology of DT will have saved $289 billion on city planning and
construction; in 2020, investments in DT of Chinese cities exceeded $380 bil-
lion [58].

The most comprehensive bibliography on digital twin cities is provided in
the review, which lists the main applications: planning and forecasting, visualisa-
tion, engagement, monitoring, data management [59].

6. Digital twins of urban water supply systems. The problem of drinking
water is becoming more urgent in the world, as such, there is a need for its
rational use. The International Water Association (IWA) has published a paper on
digital twins of urban water supply systems as a way to reduce water
consumption [60].

An example of a successfully implemented project is the digital twin of
water supply system of Valencia (Spain) and its suburbs, developed by Global
Omnium. It feeds approximately 1.6 million inhabitants, and the water supply
system provides water to 325,000 nodes. The programme contains a detailed
model to monitor the system and predict emergencies [61]. The digital twin can
predict possible problems 24 hours in advance. Simulations and records of
previous accidents are used to train personnel [62].

No less successful is the H2PORTO project, a digital twin of the water
supply system in Porto (Portugal). It provides real-time monitoring of the system,
uses weather and tidal data to model water levels and warn of flood risk.
H2PORTO can run virtual simulations of emergency situations: pipe bursts, valve
closures, pumping station shutdowns [63].

7. Energy. Power grids are among the most complex engineering systems in
the world. With the appearance of solar panels and wind turbines, power supply
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networks are becoming more complex, requiring effective management. For
example, Siemens has set up a research centre to develop a digital twin of
Australia’s power grid. In 2023, €3.4 million was invested in the project. It is
planned to be developed via the Siemens programme PSS software [64].

The lack of a single standard for digital twins remains a problem in the en-
ergy sector. Management is complicated if several power grids are connected but
have different digital twins. In a publication issued by the IEEE, a single standard
for digital twins was proposed. The authors note that the architecture is flexible,
which will spare rebuilding the system in the future and enable connecting exist-
ing digital twins [65]. The most comprehensive bibliography on digital twin pow-
er grid structures is provided in the article [66].

8. Construction. Several reviews have already been conducted on this topic
[67, 68]. Found publications are classified by the stages of the life cycle of the
object where the digital twin is used: design, construction, and operation. In the
construction process, complete digital twins are used as part of the implementa-
tion of Building information modelling (BIM), a strategy to improve the effi-
ciency of the construction process [69]. Papers have been published that propose
the design of the digital twin for the operation of the building. The topics raised
include building maintenance, fault detection, scheduling and personnel manage-
ment, etc. [70, 71].

9. Retail trade. In the book “Advances in computers Vol. 1307, there is a
separate chapter devoted to DT in retail trade as a tool for effective planning. In
its simplest form, a DT can be a virtual copy of a physical supply chain with in-
formation on weather, fuel prices, etc. This allows to simulate how, for example,
a transport delay due to bad weather can affect the flow of products in the supply
chain [72].

According to Forbes, retailers and companies such as Lowes, Kroger, and
Tyson Foods are already exploring or implementing digital twins of their supply
chains. French supermarket chain Intermarché has already created digital twins of
most of its stores. [73].

10. Preservation of cultural heritage. Museums use digital twins to moni-
tor the preservation of exhibits. Some institutions create digital twins of entire
buildings of cultural value. Such technologies are developed by Weiss AG. For
example, the Forbidden City Museum (Beijing, China) conducts periodic 3D
scans of ancient buildings to monitor whether restoration is needed [74]. Digital
twins are also used to organise virtual tours. More details about the application
can be found in the review dedicated to the use of digital twins in museums [75].

THE PROSPECTS OF DIGITAL TWINS. THE LARGEST PROJECTS OF
DIGITAL TWINS.

A digital twin of the port of Rotterdam. Currently, IBM is creating a digital
twin of the port of Rotterdam [76], the largest port in the world. The project com-
plexity is comparable to projects that develop digital twin of large city. For
example, in the annual report of 2022, it was stated that revenue was 825,700,000
euros [77]. It is planned to organise the port territory into a single digital space
through IBM Cloud and IBM Internet of Things systems. The digital twin of the
port will provide the following opportunities [76]:
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o collection of meteorological and hydrological data to determine the most
favourable time for getting to the port;

e autonomous ship control and data exchange between vessels;

o fuel economy, optimisation of approach and mooring speed;

A digital twin of the planet Earth [78]. The European Union plans to be-
come a climate-neutral region by 2050. The key point of this plan is digital trans-
formation, and for this purpose, in particular, a digital twin of the planet Earth is
being developed, in which 1 trillion euros have been invested. It will perform the
following tasks:

e combining data from satellites, scientific stations, sensors, etc. into a sin-
gle high-resolution information platform;

e analysis of human impact on nature, such as carbon emissions, water pol-
lution, littering;

e more accurate forecasting of weather and climate in the long-term perspective;

e building what-if scenarios to rationally implement environmental projects.

Today, some companies have developed software products for creating digi-
tal twins. Digital twin software is an advanced type of modelling software that
generates a digital simulation of a physical object. Here are examples of software
for creating digital twins:

1. Siemens Digital Twin allows to create digital twins for equipment and in-
dustrial processes. It provides real-time monitoring and control of equipment, as
well as the ability to predict possible failures and diagnose problems.

2. ANSYS Twin Builder — allows to create digital twins for various indus-
trial systems, including automotive, electronics, and power generation. It allows
to conduct virtual testing and analyse various system scenarios, which helps to
reduce costs and improve productivity.

3. Microsoft Azure Digital Twins is a cloud-based solution that allows to
create digital twins for different types of buildings and urban environments. It
allows to visualise the structure of a building and its various systems, as well as
predict and manage energy consumption.

4. Predix Digital Twin is a solution from General Electric that allows to cre-
ate digital twins for equipment and infrastructure in the energy and transport in-
dustries. The software product provides equipment condition monitoring and
forecasting of possible failures, which helps to reduce maintenance and repair
costs.

5. The computer game Factorio is a game about building and managing fac-
tories to produce various goods. One of the key aspects is that players have to col-
lect resources, process them and build new factories and machines to improve
production and get more products.

As for the digital twin aspect, Factorio players create a virtual model of the
production process. The game allows to create complex mechanisms from a vari-
ety of elements, such as conveyors, workers, sorting machines, resource mines,
etc. Each element performs a specific function in the production process, and
players must properly configure their work to maximise production.

In Factorio, one can create and save templates of his own production proc-
esses. This allows players to create digital twins of their factories and mechanisms
that can be saved and transferred between different game worlds. In this way,
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players can use digital twins to quickly restore the production process in the case
of a failure or destruction.

6. “AJAX Systems” is a Ukrainian company specialising in the development
and production of wireless security alarm systems and intercoms. AJAX Systems
main products are wireless security alarm systems that use advanced technologies
and are highly reliable and efficient. AJAX systems are easy to install and config-
ure, as well as the ability to control their operation using a mobile application. In
addition to wireless security alarm systems, the company also produces wireless
intercom systems that allow to control access to the building and communicate
with visitors using a mobile application.

CONCLUSIONS

The article provides a detailed overview of the history of the emergence and de-
velopment of the digital twin concept, provides definitions, explains the differ-
ence between this term and related concepts, and substantiates its relevance and
application in various fields of activity.

The topic relevance is substantiated by calculating number of publications in
Scopus, Elsevier, analysing the number of patents in Google Patents, and
analysing the industrial plans of developed countries such as Germany, the USA,
Japan, and China. In particular, it can be concluded that industrial giants such as
Siemens and General Electric have a large number of patents for this technology.
A detailed review of digital twin applications in various industries was carried
out: aerospace, automotive, oil, chemical, energy, urban planning, water supply,
construction, retail, and cultural heritage preservation. Links to specifically
focused reviews are provided in case of need to learn more about the use of digital
twins in a particular industry.

The global digital twin industry was estimated to be worth USD 6.5 billion
in 2021 and is predicted to reach USD 125.7 billion by 2030. The rise of IoT and
cloud technologies, as well as the motivation to reduce costs and shorten product
development time, are key factors contributing to this growth.
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[M®POBI JBIMHUKHW: ETAINMW PO3BUTKY KOHUEIII, TAJY3I
BUKOPUCTAHHS, INEPCHEKTUBHICTDb / H.Jl. IlamkparoBa, K.[. I'pimmus,
B.€. bapinko

AHoTauisi. BucBiTiIeHO pe3ysbTaTH OISy PO3BUTKY KOHLEHUil HU(BPOBHX Biii-
HHKIB, rajy3i IX BUKOPHCTAHHS, NIEPCIIEKTUBHICTh. HaBeneHo icTOpito BUHUKHEHHS
Ta PO3BUTKY KOHIENii mudpoBoro ABiifHUKa, 03HAUeHHS, Kiacudikariro. Binoopa-
KEHO aKTyaJbHICTh TEXHOJIOTIT, 1[0 PO3IISIAETHCA. METOK PoOOTH € HaJaHHS Haii-
OinblI MOBHOI cydacHOi iH(opMmarii mpo MOTOYHHMI CTAH TEXHOJOTil «UU(ppPOBHU
IBIHHUKY, 11 3acTOCYBaHHS B Pi3HUX cepax HisTIBHOCTI JIFOIMHHU Ta MOJAJIbIII Mep-
CHEKTHBU PO3BHUTKY iHAycTpii. HaBemeHo mmpoky Gibmiorpadiro 3 Temu, sika MOxKe
OyTH KOpHCHA JOCTiTHUKAM 1 IPEeICTaBHIKAM Pi3HUX Taly3eil.

Kurouosi ciioBa: Inaycrpis 4.0, uudposuii nBifiHuK, Kiacudikailis, rany3i BAKOPH-
cTaHHs, [HTepHET pedei, Gi3udHi Ta MaTeMaTHYHI MOJIEIT.
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THE CRYPTOCURRENCY RATE TAKING INTO ACCOUNT
THE INFLUENCE OF POSTS OF A GROUP OF FAMOUS
PEOPLE IN SOCIAL NETWORKS
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Abstract. This article presents an algorithm for predicting the rate of a selected
cryptocurrency, taking into account the posts of a group of famous people in a par-
ticular social network. The celebrities chosen as experts, i.e., famous personalities
whose posts on social networks were studied, are either familiar with the financial
industry, particularly the cryptocurrency market, or some cryptocurrency. The data-
set used was the actual rates of the cryptocurrency in question for the selected period
and the statistics of expert posts in the selected social network. The study used
methods such as the full probability formula and the Bayesian formula. It was found
that posts by famous people on social media differently affected cryptocurrency
rates. The “main” expert was identified, and his posts were used to forecast the se-
lected cryptocurrency’s rate.

Keywords: cryptocurrency exchange rate, forecasting algorithms, social media
posts, group of experts, “main” expert, information technology of intelligent analysis.

INTRODUCTION

The study of cryptocurrency changes is gaining more and more popularity every
day due to the relative ease of entry and the abundance of recommendation infor-
mation regarding the process. Buying and selling cryptocurrencies is a rather in-
teresting process, since, if certain conditions are met, you can increase your
wealth several times, or even replace your main job with this business. However,
in order to really make money on this process, it is necessary to conduct research
on the chosen cryptocurrency, exchange and news related to them.

The relevance is due to the growing popularity of investing in cryptocurren-
cies. Publications of famous people who have a vested interest in this process
have a significant impact on the price formation of certain cryptocurrencies.
When traders create forecasts of changes in the exchange rate of certain crypto-
currencies, they will need a recommendation information system that can analyze
the impact of such publications on cryptocurrency changes, which will increase
the accuracy of the forecast.
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The obtained forecasts can be used by financial market participants to obtain
high-quality forecasts of cryptocurrency rates, on the basis of which they will
make decisions on its purchase (sale).

LITERATURE ANALYSIS AND PROBLEM STATEMENT

The task of analyzing publications from the Internet is very important, since a
well analyzed publication can provide a lot of different information.

Article [1] discusses the process of computer based detection and categoriza-
tion of opinions expressed in a piece of text to determine whether the writer’s atti-
tude towards a particular topic, product, etc. is positive, negative, or neutral. A
detailed study of sentiment analysis and its cause-and-effect relationship. Using
sentiment analysis, you can get a generalized event based on mood and time. On
the other hand, the use of causality will be useful not only for determining the
causes and effects, respectively, but also for their further forecasting. The main
part of the article is an overview of the combination of these two approaches,
which degenerates into a model that allows to determine the mood for future
events, as well as to create a temporal forecast of the time that will pass between
certain events. To assess the accuracy, we used the following statistic: average
relative error.

To view publications, you need to choose a place where there are the most of
them and they are in a single text format, for this purpose Twitter is a good mes-
senger, work [2] discusses in detail the special linguistic analysis and statistics of
Twitter. This study aimed to identify criminal elements in the United States by
modeling topics of discussion and then incorporating them into a crime prediction
model. Thus, the study was conducted on the impact of social media posts on fu-
ture crimes.

In [3], methods for predicting user ratings of individual items using probabil-
istic algorithms were considered. In fact, the article perfectly illustrates the exis-
tence of computational patterns in terms of what exactly network users like under
certain circumstances. In other words, this study emphasizes the impact of prob-
abilistic algorithms in the field of recommender systems, and provides an over-
view of key methods that have been successfully applied. The considered algo-
rithms for object classification allow solving the problem of predicting user
evaluation of content and its categorization, as well as improving existing meth-
odologies for building information systems.

Article [4] is quite relevant today due to the difficult epidemiological situa-
tion in the world. It analyzed microblogs on Twitter and proposed several meth-
ods for identifying messages. It was determined that over ten weeks of more than
five hundred thousand reports, their best model achieved a correlation of 0.78
with CDC statistics.

It is also necessary to highlight Internet blogs, where many people express
their own opinions and visions of certain problems, etc. Therefore, in [5], a study
was conducted to identify hate groups. The proposed approach is semi-automatic
and consists of four modules, namely: blog spider, information retrieval, network
analysis, and visualization. The study was conducted on the Xanga blog site. The
results of the analysis were to identify some interesting demographic and topo-
logical characteristics in hate groups and to identify at least two large communi-
ties in addition to smaller ones. The proposed approach is also appropriate for
studying hate groups and other related communities on blogs.
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For business, the process of analyzing large amounts of data and understand-
ing the needs of most people is very important, as it directly affects the com-
pany’s revenue. Article [6] provides a constructive consideration of the problem
of business accumulation of large amounts of data and the problems of their intel-
lectual processing. The author provides a clear definition and explanation of the
terms “data mining” and “data intelligence”. As a result, an objective conclusion
was made about the expediency of using data mining to increase the competitive-
ness of enterprises.

It should be noted that all of the above works describe the methods used in
our study, but do not provide the results of forecasting currency rates, including
cryptocurrencies. Accordingly, the factors that influence them were not studied.

In [7], the authors study the main macroeconomic indicators of influence on
the US dollar exchange rate in Ukraine: purchase/sale of cash currency,
purchase/sale of non-cash currency, balance of purchase/sale of cash and non-
cash currency, current year inflation, nominal and real GDP, purchase/sale by
bank customers, transactions between banks, gross and net international reserves,
unemployment rate, discount (interest) rate, balance of foreign exchange
interventions, and volume of transactions of nominal value. The main economic
components of exchange rate formation were identified using the principal
components method. Using the statistical models ARIMA, Exponential
Smoothing and SSA, the values of the selected factors of influence are predicted.
The values of exchange rates are forecasted using regression models built by Fast
Tree, Fast Forest, Fast Tree Tweedie and Gam algorithms, and the obtained
values are tested for accuracy. This article did not forecast cryptocurrency rates
specifically and did not study the impact of such a factor as publications in social
media.

Article [8] analyzes the methods, areas of application, and approaches to an-
alyzing publications and forecasting events based on the collected data, and also
gives the concept of the impact of publications on changes in the cryptocurrency
rate. The relevance of the topic is substantiated and the possibilities of appropriate
application of the results of the work are described. The main stages of working
with event forecasting data are identified, namely: data pre-processing, further
analysis and forecasting. This article did not investigate the level of influence of
celebrity publications on social media on the cryptocurrency rate. In addition, we
considered forecasts based on the posts of only one expert.

Within the framework of the studies cited in [7, 8], information systems
were created to implement the above tasks of data mining.

Studies have shown that celebrity posts do have a significant impact on cryp-
tocurrency rates. This can be easily verified using classical statistical analysis
tools, in particular, by analyzing the correlations between real and predicted cryp-
tocurrency rates. However, it should be noted that each famous personality —
hereinafter referred to as an expert — has a different level of awareness in the fi-
nancial sector, and is also involved in the process of forming cryptocurrency rates
in different ways (i.e. some experts are directly related to a particular cryptocur-
rency, and some are not), so the level of their influence on the forecasted rate will
be different. Therefore, it is advisable to study the level of influence of different
experts on the forecasted cryptocurrency rates in order to further rank them. This
study will improve the accuracy of cryptocurrency rate forecasts.

The following are recommended as ranking parameters:
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1) the number of posts of a particular famous person in social networks for
the period under consideration;

2) the accuracy of the forecasts obtained for each expert in relation to the ac-
tual cryptocurrency rate;

3) deviations from the respective forecasts obtained without taking into ac-
count social media posts.

In this article, the number of posts for each of the pre-selected well-known
persons in social networks for the period under consideration is taken as such a
parameter.

PURPOSE AND OBJECTIVES OF THE STUDY

The purpose of the study is to develop an algorithm for predicting the cryptocur-
rency rate based on the posts of a group of famous people in social networks.

o This will make it possible to increase the reliability of cryptocurrency rate
forecasting.

e To achieve this goal, the following tasks were set:

e create a list of experts and calculate the frequency of posts by each of
them in a particular social network;

o to identify the expert whose posts will have the greatest impact on the rate
of the selected cryptocurrency in a selected period of time;

e to obtain a forecast of the cryptocurrency rate taking into account the
posts of the “main” expert;

o control the accuracy of the forecast.

Figure shows the process of calculating the rate forecast for the selected
cryptocurrency:

Creating a list of experts and Determining the expert whose posts
counting the frequency of |:> will have the greatest impact on the :>
posts by each of them in a rate of the selected cryptocurrency in
particular social network the selected period of time

Obtaining a forecast of the
cryptocurrency rate, taking :> Control of the accuracy of
ED into account the posts of the the forecast

"main" expert

The process of calculating the cryptocurrency rate forecast

MATERIALS AND METHODS OF THE STUDY

The object of the study is the forecast of cryptocurrency rates.

The information required to analyze the level of influence of social media
posts on cryptocurrency rates is a list of experts whose level of influence will be
studied, the time interval of the study, the number of posts made by each of the
experts in question during the specified period of time, as well as the actual cryp-
tocurrency rates for the relevant period.
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The use of mathematical tools based on the full probability and Bayesian
formulas allows us to use this information to determine the expert who is more
likely to make posts during the period under consideration. We will call this ex-
pert the “main” expert.

So, the following information is required as input: a list of experts, the num-
ber of posts by each expert, and the real rates of the selected cryptocurrency for
the period under consideration.

Experts were selected as well-

Table 1.Fragmentof the input data known personalities who are either

Hours Real courses knowledgeable in the field of finance in
1 467 general and cryptocurrencies in particu-
2 475 lar, or whose activities are somehow
3 516 related to a particular cryptocurrency, or
4 533 not.
S 508 A fragment of the dataset is shown
6 510 in Table 1. Table 1 shows the real rates
7 525 of the selected cryptocurrencies, which
g 2142‘ were taken from the website of the Bi-
o S14 nance crypto exchange [9].

Table 2 shows the number of posts
Table 2. Fragment of input data by the selected experts in 10 hours on

(continued) the social network.
Number The data generated in this way is
Expert Number | posts related the input for this study. As part of the
of posts | ¢, cryptocurrency | study, it is necessary to:
Expert 1 9 6 e create a list of experts and count
Expert 2 7 5 the number of their posts on social media;
Expert 3 4 2 e determine the “main” expert us-

ing the Bayesian formula;

e to obtain a forecast of the cryptocurrency rate, taking into account the
posts of the “main” expert, based on the approach described in [8].

o to calculate the accuracy of MAPE forecasts.

The use of these methods guarantees reliable results when predicting crypto-
currency rates and studying the level of influence on them by posts of famous
people in social networks.

To conduct statistical analysis and obtain results based on these methods, the
corresponding software was developed.

ALGORITHM FOR TAKING INTO ACCOUNT THE LEVEL OF INFLUENCE
OF POSTS BY SEVERAL FAMOUS PEOPLE IN SOCIAL NETWORKS ON THE
CRYPTOCURRENCY RATE

Forming a list of experts and counting the frequency of posts by each of them
in a particular social network

Task statement. From the set of users of a social network, we select a subset
A=(a,a,,...,a,) of users who satisfy the following requirements:

1) the users are famous persons;
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2) they are active users of the social networks and have a large number of
subscribers;

3) they'll have different primary professional interests;

4) all pairs of users a; and a,, i,r=1,2,...,n, do not maintain communica-
tion in the network (they are not friends, do not respond to each other’s posts).

We call such users experts.

Suppose that over a certain period of time, experts have made m posts in a
social network, and k of them are related to a certain cryptocurrency. We consider
the context of the posts to be arbitrary. For the specified period of time, expert a;
published m; posts, of which k; posts are related to a certain cryptocurrency, ex-
pert a, published m, posts, of which k, posts are related to a certain cryptocur-
rency, ... , expert a, published m, posts, of which k, posts are related to a cer-

tain cryptocurrency:

m+my+...+m,=m,
ky+ky+.. . +k, =k,

where my,m,,...,m, are the frequencies of expert posts; k;,k,,...,k, are the fre-
quencies of expert posts related to a particular cryptocurrency, where i is the
number of the expert, i =1,2,...,n.

It is necessary to calculate the frequencies of posts of all selected experts for
an arbitrary time interval [10].

Rationale. This choice of experts is due to the need to form the set of such
experts who will be independent of each other both in the space of the chosen so-
cial network and in the professional space.

Results. From the data presented in Table 2, it can be seen that the consid-
ered set of 3 experts 4 = (expert 1, expert 2, expert 3). According to the social
networks data, it is known that m =20 posts were published over a period of 10

hours, with k=13 posts related to the selected cryptocurrency: m, =9,
I’I’lz :7, m3 :4,and kl 26, k2 25, k3 =2

Determining the expert whose posts will have the greatest impact on the rate
of the selected cryptocurrency in a selected period of time

Task statement. Based on the list of experts 4=(q,a,,...,a,) obtained in sec-
tion 1 and taking into account the frequencies of their posts in the selected social
network for a specified small period of time — m;,m,,...,m, , and k.k,,...,k, , it
is necessary to determine the “main” expert.

The formulated problem can be easily interpreted as a classical probabilistic
problem: m posts were written in a certain period of time. It is known that n ex-
perts published posts during this period, where my,m,,...,m, are the frequencies
of expert posts, ki, k,,...,k, are the frequencies of expert posts related to the
chosen cryptocurrency, where i is the number of the expert, i =1,2,...,n. Action

A is that in an arbitrary period of time someone wrote the post related to the se-
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lected cryptocurrency. It is necessary to determine which expert is more likely to
have made this post [11].

Rationale:

A = (the post related to the selected cryptocurrency was written at any time ¢
from the interval [0;7]),

H, =(the post was written by expert 1),
H, =(the post was written by expert 2),

H, = (the post was written by expert n).
We assume that actions H; are pairwise independent, where i is the number
of the expert, i =1,2,...,n. These assumptions can be made based on a list of re-

quirements that experts must meet (see section 1).
According to the full probability formula:

P(A) =3 P(H)P(A/ H)), (1)

i=1
where

P(H) =L, 2

where m; is the number of publications made by the expert 7, and £; is the number
of publications made by the expert i related to the selected cryptocurrency, m is
the total number of publications for the period [0;7], P(H;) is the probability
that the post was published by expert i, P(A/H;) is the probability that at any

point in time ¢ the post related to the selected cryptocurrency was written, pro-
vided that the post was written by expert i, i=1,2,...,n.

Then, using the Bayesian formula, we calculate the probability for each ex-
pert that he or she made the post, if it is known that the post was made during the
period under consideration:

P(H,;)P(A/ H;)

P(4)
where P(H;) is the probability that the post was published by expert i, P(A/H;)

is the probability that at any point in time ¢ the post related to the selected crypto-
currency was written, provided that the post was written by expert i, P(H;/4) is

P(H,/A) = , 3)

the probability that the post was written by expert i, provided that it is known that
at any point in time ¢ the post related to the selected cryptocurrency was written.
Among the obtained a posteriori probabilities, the highest one is chosen.
This means that this expert is most likely to have published a post in the time pe-
riod under consideration and thus will have a greater impact on the rate of the se-
lected cryptocurrency. It is this expert that will be considered the “main” expert
for the forecasted time period [T;T + A¢]. This is due to the fact that the influence

of the posts made during the time period [0;7] also extends to a certain time pe-
riod [T;T + At].
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It should also be noted that the obtained a posteriori probabilities can be fur-
ther used to find average estimates of the effectiveness of predictive adaptive al-
gorithms for changing the cryptocurrency rate under the influence of the sequen-
tial appearance of individual or group posts of experts over time. The creation of
such algorithms and, as a result, the corresponding intelligent technologies is the
subject of further research by the authors.

Result. As mentioned in section 1, according to the data presented in Table 2,
we consider the set of 3 experts A = (expert 1, expert 2, expert 3). According to
the social networks data, it is known that 20 posts were published during a pe-
riod of 10 hours, 13 posts related to the selected cryptocurrency, with
m =9, my=7 m=4and k=6, k, =5, ky=2.

According to formula (2):

9 7 4
P(H))=—, P(H,))=—, P(H;)=—,
(H,) 20 (H,) 20 (H3) 0

6 5 2

PAATH) =3, P(AIHy) =2, PA/Hy) ==,

According to formula (1)
P(A4) :£+i+i:£.
20 20 20 20
According to formula (3):

6 5 2
P(H,/A)=—, P(H,/A)=—, P(Hy/A)=—,
(H /) =3, PHy A==, P(H3/A) =1

. o 6 .
so, with probability of a the post was most likely made by expert 1. Therefore,
he was considered the “main” expert for this period of time. The next expert is

expert 2 according to the probability of % , and the last one is expert 3 according
o 2
to the probability of I

Obtaining a forecast of the cryptocurrency rate taking into account the posts
of the “main” expert

Task statement. Let the set of rates of the selected cryptocurrency for the time
period [0;7] be known as the set X ={x,}, £€[0;T]. You need to get the set of
forecasts of the cryptocurrency rates taking into account the “main” expert chosen
in section 1 for the period [T';T + At] as the set Y ={y,}, t €[T;T + At].

Rationale. To obtain forecasts, we will use the ATAPSN (algorithm for tak-
ing into account posts in social networks), taking into account the posts of the
“main” expert [8].

The idea of the algorithm is to calculate the coefficient of significance of the
posts of the “main” expert c,, at time ¢ from the interval [T;T + At], which is cal-
culated by the formula:

¢ =8, -ch, “

where ch, is the tone of the “main” expert’s post:
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1, if the post is positive,
ch, =< 0, if the post is neutral, &)

—1, if the post is negative,

9, is the accuracy of the previous forecast,

8,=|y,—x|, (6)

where y, is the predicted value of the cryptocurrency exchange rate obtained
without taking into account posts on social networks, x, is the actual value of the
cryptocurrency exchange rate, where ¢ is the point in time.

After determining the coefficient ¢, from (4)—(6), a forecast of cryptocur-

rency exchange rate changes will be created based on the available data for the
period of time.

Vet = Vi1 T
Result. For the “main” expert identified in section 2, expert 1, a 10-hour
forecast of the selected cryptocurrency rate was obtained (see Table 3).

Table 3. Forecast of the selected cryptocurrency
rate for the expert 1

Hours Forecast rates
1 466.19
2 473.44
3 513.78
4 534.78
5 508.31
6 508.6
7 525.67
8 510.85
9 512.55
10 51543

Control of the accuracy of the obtained forecast

Task statement. For each of the experts selected in section 1, based on the
ATAPSN algorithm (see section 3), we made a forecast of the rate of the selected
cryptocurrency and indicated the actual rate for the period of time under consid-
eration. The resulting forecasts, along with the actual cryptocurrency rates, are
provided in the input dataset (see Table 1).

Based on the input dataset, the following statistical samples X, Y, (j= 1,_3)

of size s each (where s is the number of forecasts made at the selected time point)
should be formed:

X — the set of real cryptocurrency rates;

Y, — the set of predicted cryptocurrency rates obtained using the ATAPSN,

taking into account expert 1 posts;

30 ISSN 1681-6048 System Research & Information Technologies, 2023, Ne 2



The algorithm for predicting the cryptocurrency rate taking into account the influence ...

Y, — the set of predicted cryptocurrency rates obtained using the ATAPSN,
taking into account expert 2 posts;
Y; — the set of predicted cryptocurrency rates obtained using the ATAPSN,
taking into account expert 3 posts.
For each expert, it is necessary to calculate the accuracy of the MAPE forecast.
Rationale. The average relative sampling error is calculated by the formula:
s — .
M APE/- = l Z Xl—y’l‘
IR

100.

where x;are sample items X', y; are sample items Y;, j= (1,_3), [= (I,_S) is the
volume of samples X and Y; [12].

Using this measure of forecast accuracy will allow us to control the quality
of the dataset and rank experts in terms of the accuracy of forecasts obtained from
their posts (see Table 4).

Table 4. Level of model adequacy
MAPE, % Forecast accuracy
less than 10 High
10-20 Good
2040 Satisfactory
40-50 Poor
more than 50 Unsatisfactory

Totally, these values are dependent on the purpose of the forecast. It is up to

the researcher to set the limits of the accuracy indicator that satisfy him or her.

In case of low accuracy of the forecast, it is recommended to make changes
to the significance factor to make the analysis of further changes more accurate

(see section 3).

Result. For samples Y, —Y;, we obtain the following values for the coeffi-

cients MAPE, (see Table 5).

Table 5. Values of thecoefficiennts MAPE

X h h 5
467 466.19 497.8707174 502.2597
475 473.44 502.1439974 463.9021
516 513.78 506.4172773 490.0742
533 534.78 510.6905573 515.4008
508 508.31 514.9638372 523.135
510 508.6 519.2371172 528.5218
525 525.67 523.5103971 518.3018
512 510.85 527.7836771 515.8382
514 512.55 532.056957 529.6971
514 515.43 536.330237 521.8438
MAPE, 0.23406855 3.27736587 3.1429464
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Table 5 shows that sample Y, has the lowest MAPE (0.23%), the next sam-
ple ¥; (3.14%), and the biggest error is in sample ¥, (3.28%). It should be noted
that the accuracy of all forecasts is high, according to Table 4, which indicates the
quality of the built forecasting model.

According to the results obtained, it can be stated that in terms of forecast
accuracy, expert 1 has the most significant posts, next expert 3, and finally expert 2.
The results are fully consistent with the fact that expert 1 was chosen as the
“main” expert, whose forecasts are the most significant.

CONCLUSIONS

In this article, we presented a modification of the ATAPSN algorithm [8], which
allows taking into account the posts of a group of pre-selected experts and form a
list of requirements for them.

This approach allows to increase the accuracy of forecasts of the selected
cryptocurrency rates, which has been confirmed statistically.

This approach calculates the a posteriori probabilities that a post related to
the selected cryptocurrency was written by a particular expert during the forecast-
ing interval. They were used to determine the “main” expert.

The obtained a posteriori probabilities can be further used to find average es-
timates of the efficiency of predictive adaptive algorithms for changing cryptocur-
rency rates under the influence of the sequential appearance of individual or
group posts by experts. The creation of such algorithms and, as a result, the corre-
sponding intelligent technologies is the subject of further research by the authors.

It should be noted that there may be different “main” experts at different
time intervals.

To use this approach, it is recommended to consider small time intervals,
each of which allows you to more accurately determine your “main” expert. This
increases the accuracy of forecasts of the selected cryptocurrency rates over the
entire time interval.

Using the post frequencies in social networks as a parameter for determining
the influence of experts allows us to apply the classical apparatus of probability
theory, which guarantees the correctness of the results obtained.

The disadvantages include the fact that the accuracy of the forecast may
be negatively affected by an unsuccessfully selected time interval for which
the forecast was made, since it is not known in advance how long an expert’s
post will be affecting the cryptocurrency rate. This indicates the need for the
constant monitoring of both cryptocurrency rates and expert posts on social
networks.

The proposed algorithm is an intermediate step towards the creation of a
multi-expert model for forecasting cryptocurrency rates.
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AJITOPUTM MNPOTHO3YBAHHSA KYPCY KPUIITOBAJIIOTH
3 YPAXYBAHHSM BIUIMBY JOIIMCIB TI'PYIIM BIAOMHUX JIIOJAEHU
B COHIAJIBHUX MEPEXAX /ILI. Bimtok, O.B. I'appuiienko, M.1O. Msirkuii

AHoTanisi. HaBeneHo anropuT™ mporHo3yBaHHsS Kypcy OOpaHOi KPHIITOBAIIOTH, 3
ypaxyBaHHSAM JONHCIB TPYNHU BiJOMHX OCOOMCTOCTEH B KOHKPETHIN COLianbHii Me-
pexi. Excriepramu 3-momMibk HEX oOMpanu Ti, YHi JOHMHCH B COIIAJIbHHX Mepexkax
JOCIIKYBAJIMCS, Ta Ki 00i3HaHI 3 raixy33io (iHaHCIB, 30KpeMa 3 PUHKOM KPHIITO-
BAJIIOT, 200 TAaK YW iHAKIIE 3 NEBHOI KPUNTOBATIOTOM. SIK JaraceT BUKOPUCTaHO
peanbHI KypcH KPHIITOBATIOTH 3a OOpaHMid MEpiof 4Yacy Ta CTaTUCTHKY AOMHCIB
EKCIEepTiB B 00OpaHiil colianbHiil Mepexi. Y MexaxX IOCITIHKCHHS 3aCTOCOBAHO TaKi
MeToH, K (opMyIia MoBHOI WMoBipHOCTI Ta Gopmyina baecca. 3’sicoBaHo, 110 10-
MUCH BiJJOMHX JIIOJCH B COLIANILHUX MepekaxX MO-pi3HOMY BIUIMBAIOTh Ha KypCH
KPHUITOBATIOT. BU3HaUeHO «OCHOBHOTO» €KCIepTa 3 ypaxyBaHHSM JOIHNCIB SKOTO
OTPUMAHO NPOTHO3 KypCy 00paHOl KPUIITOBAIIOTH.

KimiouoBi cjioBa: Kypc KpHITOBAIIOTH, aITOPUTMHU IPOTHO3YBAHHS, ITIOCTH B COLIalIb-
HHUX Mepexax, 'pyla eKCIepTiB, «TOJOBHHUI» eKclepT, iHpopManiiiHa TEeXHOJIOTis
IHTENEKTyaJbHOTO aHANi3Yy.
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INFORMATION TECHNOLOGY FOR CREATING
INTELLIGENT COMPUTER PROGRAMS FOR TRAINING
IN ALGORITHMIC TASKS.

PART 2: RESEARCH AND IMPLEMENTATION

A.S. KULIK, A.G. CHUKHRAY, O.V. HAVRYLENKO

Abstract. Information technologies, particularly artificial intelligence methods, in-
volve more and more deeply into all spheres of human activity: science, technology,
art, and education. Ukraine also has sufficient potential and needs to develop educa-
tional support, which is the subject of this paper. The work aims to demonstrate the
components of information technology for the creation of Intelligent Tutoring Sys-
tems (ITS), which are involved in studying various engineering disciplines. The
work includes methods of system analysis, mathematical and simulation modeling,
technical diagnostics, and artificial intelligence. The proposed models and methods
are implemented in ITS prototypes for teaching mathematics, programming, and the
automatic control theory. The Intelligent Tutoring Systems were implemented in the
educational process of KhAI University and other institutions in Ukraine, Great
Britain, Austria, and China. Experimental studies have shown increased student
learning success rates using ITS compared to traditional methods. Improved and
adapted for computer training methods of technical diagnostics, Bayesian networks,
and developed models of algorithmic tasks, the learning process and the learner are
valuable from a scientific point of view. In a practical sense, the obtained results can
be used to create new specialized ITSs and build an expandable common learning
platform integrating the basic disciplines of a specific educational field.

Keywords: intelligent tutoring systems, experimental studies, results of implemen-
tation.

INTRODUCTION

The implementation of ITS is one of the highest priority directions of educational
tools evolution. This fact is reasoned by numerous advantages of ITS usage over
the classical approach: adoption for particular student, wide possibilities of virtual
modeling of real objects and processes, decreasing of time and work efforts for
completion and verification of tutoring courses, e-learning facilities, etc.

ITSs are characterized by supporting of inner and outer tutoring loops,
minimal feedback (prompting hints and advices), nonlinear learning path, dy-
namic and customizable knowledge base, and self-learning support [1]. ITS usu-
ally include three main structural elements: a domain model, a student model and
a pedagogical model, but researchers also often incorporate an interface model as
the fourth element. Getting into account structure and functionality complexity of
ITS, we can conclude that development process requires huge efforts and deep
knowledge in programming and the subject area. One of the actual problems re-
gards to providing of adaptive hints in the context of certain subject area. A hint

© A.S. Kulik, A.G. Chukhray, O.V. Havrylenko, 2023
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must be generated according to the place and type of student’s mistake and as-
sumes possibility of alpha and beta errors. Moreover, it should provide numerous
rules (constraints) for each type of a student’s mistake. Program implementation
of such as laborious process usually requires a high degree of programming skills.
In well-structured domains where solution of the tutoring task can be modeled as
a tree, it is possible to skip manual rule generation (constraints) and automatically
perform pedagogical decisions.

The goal of the presented work was to develop ITSs for different domains on

the basis of system approach [2; 3], models, methods and tools, which were
described in part 1 of the paper [4] and to carry out their experimental studies.

EXPERIMENTAL STUDIES

Experimental studies of the proposed method [4] were performed using m-ary
trees for the metrics of K. Tai, K. Zhang, D. Shasha — the minimum editing dis-
tance between m-ary trees. The performance of the developed NearestHash
method was compared with the speed of the “naive” method and the method of
Bustos, Navarro, Chavez (BNC).

Fig. 1 shows a comparison of the performance of the NearestHash method
with the performance of the BNC method (basic and modified) by input condi-
tions [4]. In the experiment for 10 and 100 trees, the first 10 trees from the origi-
nal list of trees were searched, and in the experiment with 1000 — the first 50. As
can be concluded from the figures, at the first search the developed method sur-
passes the known and modified known for the first experiment from 10 trees 1.71
and 1.67 times; for the second experiment out of 100 trees — 1.66 and 1.69 times
and for the third experiment out of 1000 trees — 3.8 and 2.3 times.

Consider the formation of the set SSim2 [4] based on bigrams, i.e. g=2.
Let it is given the strings s0=s0[1]-50[2] 50[3]-..-s0[length (s0)—1]-
-50[length (s0)], and snj=snj[1]- snj[2] snj[3]-.... snj[length(sn))—1]-
-snj [length (snj) —1], where ‘-’ is a concatenation symbol.

The third subtask, which is the set SSim3 [4] formation, is solved using a
method developed in collaboration with A.Yu. Zavgorodny [5]. The ITS data
model and SQL-queries constructed within the method allow to choose adaptively
the next task for the student [6].

In the training mode the calculation task process model includes the peda-
gogical action choice, which is based on the information obtained from the stu-
dent’s model and the current step taken by the student in performing the task ;.
The various conditions that precede the choice of pedagogical action are:

1. When performing the task j, the student made the wrong step i. In this
case, there are two options:

a) showing a tip for the student on the basis of activated DM;

b) transition to a simpler task, which contains needed KSC.

2. The task is performed correctly by the student. Then there are two possi-
ble scenarios:

a) transition to the next task of the same class;

b) transition to the task of another class.
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Fig. 1. Comparison of the three methods performance for set, consisting of a — 10, » —
100, ¢ — 1000 randomly generated trees

All these transitions to the next task can be done in two ways:

a) a task is selected by the program;

b) a task is selected by the student.

In the case of student’s incorrect step i while performing the task j hint on
the basis of activated diagnostic models is shown. Then, in the model of the stu-
dent after BN for the step i is inserted as many BN temporary layers, as incorrect
steps have been made. In this case, if we represent the first layer on the left, such
as the graph G=(E,T"), then all duplicate layers will be isomorphic to the origi-

nal graph, and priori values of the probabilities of mastering KSC will be a poste-
riori values of probabilities for the previous layer.
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An automatic transition from the current task with the several KSCs should
be made to a simpler task that contains one of the KSCs deal with the appropriate
SQL query. You can also jump to any task that contains fewer KSCs than the current
task using a single SQL query. And the transition to tasks that contain lower number
of KSC, than in the current task, can be done as a result of another SQL-query.

If a student performs the task correctly transition to the next task of the same
class can be done using the method of generation and calculation of objects. As
working with a class of tasks KSC are the same, then priori values of the master-
ing them probabilities will be a posteriori probabilities for the last completed task
of this class. Thus, the values of the probabilities of mastering the relevant KSC
will increase and reach a certain threshold of “mastery”.

If a student solves the task correctly the new task of another class should be
chosen from two variants:

a) a task with at least one KSC, which is new for the student;

b) a task with KSCs, which already occupied by the student, but is combined
in another way.

The above transitions could be performed using SQL queries.

An alternative learning scenario is a scenario using task clustering. Tasks are
grouped into clusters so that each cluster has similar tasks, and clusters are sorted
by complexity — by the average number of KSCs in cluster tasks or by the average
complexity of tasks, where the complexity of the task is defined as the total com-
plexity of the KSC. In this case, the student begins training with the easiest cluster
and does not leave it until all tasks in this cluster are completed. A tuple
(x;,x,,...,x,) is used as a representation of the task for clustering, where n is

the total number of KSCs in the problem domain, x;€{0,1} — a component of

the tuple that indicates the presence or absence of the KSC with number 7 in the
task. Hemming’s metric are usually used as a metric for comparing different
tuples. One of the known methods, for example k-means, is used for clustering of
tasks. In addition, each task can be matched with a hierarchy of KSC, and each
hierarchy — with its string representation. Then NearestHash is used to cluster
tasks with a special data structure — a system of disjoint sets and metrics K. Tai,
K. Zhang, D. Shasha — the minimum editing distance between trees [7; 8].

Since solution of the considered ATs requires to perform calculations using
formulas and algorithms that cover not one specific task, but a whole class of
tasks, it is necessary to separately organize training in the knowledge of these
formulas and algorithms. In such way the student ability to perform any task from
a given class could be improved. Let’s draw the following analogy. Currently,
neural networks are considered to be one of the most effective models of artificial
intelligence. An artificial neural network is learned from examples, but there is no
guarantee that it will work properly with any source data outside the training
sample. Similarly, when teaching a person only by examples, there is no guaran-
tee that he has mastered a general rule, algorithm or formula that covers all possi-
ble cases.

The program compiled by the student might be exactly the same as the refer-
ence program, for example in the case of small tasks. Then, if the texts of these
two programs match, then correctness of the solution could be stated. If the texts
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do not match, then program testing is required. If the student’s program does not
match any of the reference programs, then after its testing there are two possible
cases: a) the program is incorrect, b) the program is similar to the correct one. If
the student’s program has passed all the tests and the same or exceeds the existing
reference programs in productivity, the ITS can make this program as a new op-
timal. As criteria of optimality the memory capacity and conciseness should be
used as well. Thus, the automatic self-learning of ITS has been realized.

If the student’s program does not pass at least one test, the next diagnostic
task is solved — finding a place of discrepancy at the lexical level. For this pur-
pose it is used modified Levenstein metric — the minimum editing distance be-
tween arrays of lexems of two programs — and modified Wagner—Fisher method
to determine this distance as well as the trace of the matrix [8], i.e. the minimum
conversion sequence from one program to another.

For the experiment computer Intel Core 15-3210, 2.5 GHz, RAM — 4 GB has
been used. The comparison program was written in Java and run in the Eclipse
SDK, Version: 3.5.1. As a result of comparison of two programs consisting of 28
bytes, it took 386295 ns. For comparison, when calculating unmodified Leven-
stein distances by the Wagner—Fisher method for files with a size of 28 bytes, the
average calculation time is 443109 ns, for files with a size of 2895 bytes —
135536867 ns ~ 0.1 s, for files of size 7251 bytes — 1250641880 ns ~ 1.25 s,
and for files of size 10701 bytes there was an error due to memory overflow.

To solve the problem of diagnosing at the structural level, two abstract syn-
tax trees (AST) are obtained as a result of parsing the reference program and the
program compiled by the student. The first way to compare AST is to use the
width search method. The second way to compare the AST is to calculate the dis-
tance between the trees by the method of K. Zhang, D. Shasha and the editing
trace, i.e. the minimum conversion sequence at the structural level. Thus nodes of
trees are operands and operators.

If the program compiled by the student does not pass at least one test and the
ITS stores more than one reference program for this task, the NearestHash method
is used to find the reference program closest (at the lexical or syntactic level) to
the student’s program.

ALGORITHMS AND SOFTWARE IMPLEMENTATION

The method and models for diagnosing algorithms built by the student in a
graphical environment was developed. Game models are given by two models: a
model like “biathlon” and a model like “sailing regatta”.

As for the first model, each student performs the calculated AT for a certain

period of time ¢ Sfinish ~ start - Since the task consists of #steps, in the terms of

biathlon a step 7 could be considered as a shooting range 7. In addition, for each
wrong step a student should get penalty as additional Az to the total time. Thus, a
tutor is able:

1) to arrange competitions in the classroom with academic group;

2) to monitor students time at each shooting range;

3) to determine winners at the end of each championship;

4) to determine the absolute record holders after championships series.

The following simplifications were chosen for the second model:
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1) the yacht moves along a straight line without course change;

2) no currents;

3) the wind speed is stable;

4) the density of environment is constant.

The student’s task is to synthesize the transfer function of the corrective de-
vice, which provides the best quality indicators when turning the sail and, as a
consequence, when moving the yacht. To determine the effectiveness of the ob-
tained student solution, a step-by-step calculation of the values of velocity over
time, as well as the distance traveled. The regatta is visualized: students can com-
pete with each other and with computer models.

The generalized scenario of the “internal cycle” of the ITS for the calculated
AT is shown in Fig. 2. The scheme of the student’s requests analysis method is
shown in Fig. 3.

¢

[i:=01

| Checking x

irvvalic fi:=i+1/ Diagnosing]

[i=1 /Recalculation]
%teratiuns nurmber chen:kjng]
7

=2 ¢ Patrtial calculation f7:=1]

Waiting for input X

[i>3 /Final result?]— L

———

Wyaiting for part

[Incorrectiagnosis/ ;:=j+1]  [pout]

[Comrect j:=j+1]

Part checking

Fig. 2. Generalized diagram of the “internal cycle” of the ITS for the calculated AT

The methods of determining the similarity of SQL-queries are: gl — the
classical method of q-grams; g2 — the method of g-grams with the previous re-
placement of keywords in SQL; ¢3 — the method of g-grams derived from syn-
tactic trees. The total similarity of the two SQL queries gryl and gry2 is defined

3

total i
as SIM ) 1ryn = Z}SIM;’,ZyLmz [9].
i=
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i

Trees comparison ect solution
I [High similarity] [The same tree]
(SOLsir’r‘iIarityd'secldng O (NEWFEference query reglster)

[Different trees]

[Lowsimilarity] [The same answer]

(SOL running ona real DB [Diferent ansuers]

Incorrect solution

Fig. 3. Diagram of the student’s SQL-queries analysis method

Fig. 4 shows the sequence of providing tips for a student. An indication of
the error in the query is provided first. If the student is not able to correct the error
on his own, then a more detailed indication of the error is provided, namely its
location based on a comparison of trees. Next, there is a hint about the KSC that
must be used while SQL query construction. Finally, a similar task is demon-
strated with explanation of the necessary steps for its implementation.

Error Error KSC deal Similar task
presence place with error solving demo

\ 4

\4
Y

Fig. 4. The sequence of providing tips to the student

The corresponding software was created for the different disciplines of aircraft
control systems department, particularly for automatic control theory (ACT). Fig. 5

J= G} [ mpiiimy.tutorshtutors.oho

Show theoretical help!

Coefficient squaring

Recovery of squared coefficients
An error was made in the line of coefficiens you entered.try to correct it by calenlating the coefficients in stages

AD Al A2 AT Ad
2 1 1) 1) o 676

Calculation of coefficient Al :(1.000)

Enter the 2nd term: | Enter

Incorrect term value entered. When calevslating the cofficient the correct multiplaser
23:09:34 INFORMATION Correct term entersd.
23:09:04 INFORMATION Step by step odds caleulation seript loaded.

An error was made in the entered cosfficients of iteration 1. Caleolate
the cosfficients step by step. _

23:09:55 ERROR An error was made in the entersd coefficients of iteration 1. Re-enter.
23:09:42 INFORMATION :Completed familiarization with the task condition.

Fig. 5. ITS for the LGD method and ITS “Sailing Regatta”

23:09:39 ERROR

23:09:04 ERROR
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shows the screen forms of ITS for the method of Lobachevsky-Greffe-Dandelen
(LGD) and ITS “Sailing Regatta”.

The experiments showed that the minimum reduction in the time of manual
completion of tasks by students due to training with ITS support for the LGD
method was 23.3%, and the maximum — 50%. In this case, all students obtained
proper solutions not only in the learning process with the help of ITS, but also
manually during a post-test.

Figs. 6, 7 shows the screen forms of ITS for the construction of frequency
characteristics of the of automatic control object and ITS for the construction of
transient characteristics of the automatic control system.

./ Construction of temporal characteristics of a closed ACS according to the driving influence

rStagesofwork——— |
Haip [ oulna s vansentrespones |

1.Input initial values Write down the system output equation: 0 Show driving force

ivi {545 | (] “t = 075 |~
2. Input of a driving force e Elo o . e ‘ e
3. Finding the

characteristic equation

4.Finding the roots of an - -

CTETE To build a transient response, you need to fill out a table of values:
5.Partial fraction 0 013 045 08 109 132 149 162 172 179 185
decomposition
&.Transition fi i e 0 0399 0798 1,197 1,596 1,995 2,394 2,793 3,192 3,591 3,99
originals where 1:[0; pp] with the TO step, as well as to build a "corridor”, without

going beyond which the function can take any values. This "corridor” is defined
;‘:::?:::::{:;naﬂm constructing two curves: ‘Ymax (t), at k max and T min
0 036 085 131 167 184 212 225 235 241 245
8.Building a transient
response 0 0399 0798 1,197 1596 1,995 2394 2793 3192 3,591 399
9.Derivation of the Ymin (t), at k min and T max

002 026 054 08 102 119 132 143 151 15
0339 0796 1,187 1,596 1995 2394 2793 3,192 3,591 3,99

Fig. 6. 1TS for object frequency characteristics construction

transient response graph

4. Multiply the resulting complex transfer function by the conjugate of the
denominator.

ITwo complex numbers are said to be mutually conjugate if their real parts
are equal and the imaginary parts differ only in sign.

r=artib =a-jb. R |

Multiply the denominator by the conjugate:

3015 (1-j21@) _3.015- 633150 _
J2lo+1 (1- j2.1@) 1+212°
3015 _ j63315@
14200 1+2010"

Wijai=

L —

Fig. 7. ITS for the transient characteristics construction
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As a result of experimental researches it is established that due to ITS for
construction of frequency characteristics of OAU reduction of time of perform-
ance of a task by students made from 25 to 95.4%. As the conducted experiments
showed, thanks to ITS for construction of transitional characteristics of ACS the
minimum reduction of time at manual performance of a task by students made
15%, and the maximum — more than 36.6%.

4. Multiply the resulting complex transfer function by the conjugate of the
denominator.

ITwo complex numbers are said to be mutually conjugate if their real parts
are equal and the imaginary parts differ only in sign.

r=arkb r*=ajb. k |
Multiply the denominator by the conjugate:

3.015 (1-j210) _3015- 4633150 _
J2le+1 (1- j2.1@) 1+212

_ 3015 633050
142P& 1+2Pa°

Wijmi=

L —

Fig. 7. ITS for the transient characteristics construction

Fig. 8 shows the screen forms of virtual laboratory work (VLW) “Experi-
mental determination of the parameters of the transfer functions of the objects of
automatic stabilization”.

.Q Factors definition elements transfer

Operating pont X175 W=£.04
Static characteristic ¢f pover amplifier
Uity 202 2
UpaV 6.5 : : Tk
16

UrgV

— 1“ {
Wersad/s b1

2
Wenruad/s . : 10 /

q
]

ﬁ Engine

Fig. 8. Screen forms examples of VLW from automatic control theory
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The minimum reduction in the time students performed this laboratory work
due to ITS was 33.3%, and the maximum was 43.3%.

Fig. 9 shows screen forms of software for testing knowledge and skills in
mathematics, created by order of Kharkiv Regional Centre of Education Quality
Estimation, as well as Plymouth Inoovation Centre in Mathematics Teaching
(Great Britain).

B B) v 4 vk Copaena v () Copanc v

i ) 7%

<44 2426 PP <y T

L
The river flaws through he meacow anc crosses the highway twice, forming a curve Y =X = 125X - 2784 Whatis the area of the meacow batween the ighway and the river, assuming that

the highway line merges with the OX(see fig.)? The unit of length is 1 km
river

\ /h h it

Look atthe quadrangle drawn ona . . . L L ... 4w e 4. . . .
‘square grid

Draw an entargement of s,
quadrangie wih scale facior 2

Use pon markea

a8 the cente of entargement.

note:

Clck on a vertex of the figure and o doococ (il BRI I
L)

you por
When you setectnewposionof |« « . o o v e s Ve o 0w uu
veriex chek agan. Repeat i

action for

‘complet the enlaigment fgure.

¥
® +
& survey, 150 peopee were asked )| ecs nosesks a4

Whiat kand of newspaper 81y by loday? e T Y s
Drag and drop pord € €5 new V
Here are B sty - posscn and wle e cooramnes
- o o o g S &
Moy newspapes m :
Evonng newspaper s
IEEEEEEEEEEEEN]
. s o F & % 4 w an

3

ndormaon.

- = =
e e

=/

Fig. 9. Software for testing knowledge and skills in mathematics

The minimum time reduction for the development of the site for Centre of
Education Quality Estimation was 553 hours, and the minimum savings — 8188
pounds, which is confirmed by the relevant act.

Fig. 10 shows the screen forms of ITS for algorithms [10] and ITS for SQL
[11]. In the case of ITS for algorithms, each student out of twenty in the aca-
demic group should perform two tasks during the experiments. As a result of the
experiment:

— in the first task: 10 from 20 persons obtained at once a conditional solu-
tion and 10 obtained at once a full solution. From those who obtained a condi-
tional solution, 8 persons managed to obtain a complete solution due to ITS sup-
port later;
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— in the second task: 7 from 18 persons obtained at once a conditional solu-
tion and 6 — a full solution. From those who obtained a conditional solution, 3
persons obtained a full solution with ITS support later.

. System for testing algorithmization skills
File Run Help
Formulation of the problem

Input parameters: x:string original real number;

Result: string .
Examples of correct operation:

Your choice

Implement a function to convert a real number to a floating point format

h: integer number of significant digits of the mantissa after the decimal point.

1) RtoF(*-0,9999999999',3)="-1.000E0"; 2) RtoF('67788888',2)="6.78E7"; 3) RtoF(-90,9999999999',2)="9.10E1'

lILooking for the first digit on the left, not 0
ii=0;
whie (a[i]=0) and (i<length(a)) do inc(i);
if i=length(a) then

begin {all zeros}

mantis:='0.";

for j := 1 to h do mantis:=mantis+'0';
expo:=expo+'+0';

end

]
else . . i [ e | ™ ==
begin {there is a non-zero digit, its index =i, startin:
/f round in a loop from right to left as long as neces| [ an | I
j:=i+1+h:// index of the rightmost digit to start ro| |s 1 conies ]
{ >=5) and} (a[j]<=9 1™ country 1] PX lasaton 1) PX
bleg‘n_ ) ) 1o oy Duconre ERRCTVO Gy pame o
if a(-1]<9 then inc(a[j-11)  //start rounding fi| = roglon_id | FK1 ™
else depariments province
begin { in Ioop] SELECT * FROM bcatons depariment 1d| PK i L
repeat ]
a[j-1]:=0; ey Socuton 4| PR
dec(y); oA AN
until (aj-1]<>9) or (j=0); // until 9 is met or t pr s ]
o g
Test Results —— PO
Your function does not work with parameters (-0
f Con ] s - /
[ e ohome e "
fmnen et ORDER BY "':;::: - \ ™
a e L
o id job_ e
department_id | FK2 ma_salry
| s sy

b
Fig. 10. ITS screen forms: ¢ — for algorithms; » — for SQL
m entrance test & final test
14

g

£

3

=

0 1 2 3 5 6 7 9 10 11 12 13 14 15 16 17 18 19
grades

Fig. 11. Histogram for entrance and final students testing in ITS for SQL

Regarding the ITS for the SQL language, the experimental study of this ITS
was conducted on 49 KhAI students. At the first stage, students performed 5 tasks
of entrance testing, for which they were given a grades. Then students were solv-
ing 10 tasks in the studying mode and after that they passed a final test, which
consists of the same tasks as the entrance one. As a result, for each student the
score for the final test exceeds the score for the entrance test. The combined his-
togram for entrance and final assessments is shown in Fig. 11.
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Experimental studies of the software for the ITS automated creation and run
universal environment were also carried out [12]. The screen form of the envi-
ronment and the histogram with results of students training by means of the created
ITS for the discipline "Basics of systems modeling" are shown in Figs. 12, 13.
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@ RadioBution i=] . Iw»: -

Allowed designations: Properties
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FSOpr = environmentdrag foms wector Width 465
Hegt |23

Fvntr - vector of internal friction force; Left 120
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m - mass of the machine: Text (dont forget for -

. ; : Fort Hexght=12; Colos

Write the expression for Fpes in vector form: = =
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- . - Indicates the name to identiy the
o

Fig. 12. Universal environment for the ITSs automated creation and translation
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30
£ 25 S
5 N
B 20 §
‘S
£ 0]\
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5 \
N
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Fig. 13. Histogram of the students’ learning results with ITS

The experiment participants were 52 students, who were asked to take an en-
trance test, training and final test from the discipline in the ITS environment. As a
result, each student had increased his grades.

CONCLUSIONS

The second part of the paper presents practical results for the development and
implementation of specific ITSs. There were developed different ITS for specific
domains. The experimental studies allow stating following:

1. Every student who studies by means of ITS has occupied necessary
knowledge, skills and competencies while performing tasks, despite possible mis-
takes made during solving, ignorance or incompetence of a student.
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2. Task solving time has been reduced at least twice on average.

3. Students got skills not only in certain tasks solving, but also in operating
with whole task classes.

4. The tutor routine load has been significantly reduced.

5. Motivation of students to master new competencies has been increased.

The scientific and practical results of the work were shown in one doctoral
and three candidate dissertations. There are over 100 scientific publications, in-
dexed in the Scopus, reported and approved at scientific conferences in Ukraine,
USA, Germany, Austria, Spain, Poland.

The developed ITSs have been implemented in a number of organizations,
educational institutions and enterprises in Ukraine, Austria, Great Britain and China.
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IHOOPMAIIAHA TEXHOJIOIISI CTBOPEHHS IHTEJEKTYAJBHUX
KOMI’KOTEPHUX TIPOTPAM JJiIsdI HABYAHHS AJTOPUTMIYHUM
3ABJAHHSAM. Yactuna 2: Jocaigxkenns ta peaaizanis / A.C. Kynik, A.I'. Uyxpaii,
0O.B. l'aBpuireHko

AHoTanis. [HpopmariiiHi TeXHOIOTIT 1, 30KpeMa, METOIM IITYYHOTO IHTEJIEKTY Je-
Jaii rmoIre IpOHUKAIOTh y BCi cepH JTIOACHKOI MisTIBHOCTI: HAyKy, TEXHIKY, MHC-
TEITBO Ta OCBITy. YKpaiHa TaKo)X Ma€ JOCTATHiM MOTEHMIaN i HaJA3BUYAHHO mOTpe-
Oye 3aco0iB MiATPUMKN HaBYaHH, PO3POOL SIKUX 1 MPUCBIYEHO L0 CTAaTTI0. MeToro
pobOTH € AeMOHCTpaLis KOMIIOHEHTIB iH(pOpManiiiHOl TeXHOJIOrii CTBOPEHHS iHTe-
JIEKTYaJIbHUX CHCTEMH HAaBYaHHS, SKi 3aJIy4eHO O BMBYCHHS DPI3HMX IMCLUILIIH
TexHiyHOro npo¢ino. ¥ poOOTi BUKOPUCTAHO METOIM CHCTEMHOIO aHajily, Mare-
MaTHYHOTO Ta iMITAIiITHOr0 MOJIETIOBAaHHS, TEXHIYHOTO JiarHOCTYBaHHS, ITyYHOTO
IHTENeKTy. 3amponoHOBaHI MOJIEINi Ta METOAM peanizoBaHo B mpoToTunax ITS mus
HaBYaHHS MaTEMaTHIli, MPOrpaMyBaHHIO, TEOpil aBTOMATHYHOro yrpasiiHHs. ITS
OyJI0 BIIPOBAPKEHO B HAaBUAJILHOMY Ipolieci yHiBepcuTeTy XAl, iHIINX ycTaHOBaxX
Vkpainu, BenmukoOpuranii, Apctpii, Kurtar. ExcriepuMeHTanbHI JOCTIIKEHHS MO-
Ka3aJIy MiJBUIICHHS ITOKAa3HUKIB YCIIIIHOCTI HaBYaHHs CTYJCHTIB 32 JOIOMOTOIO
ITS y nopiBHsHHI 3 TpaAULIHHUME METOAAMHU. 3 HayKOBOI TOYKH 30pY MAlOTh LiH-
HICTh MOKpAIeHi 1 aJanToBaHi A KOMIT IOTEPHOT0 HABYAaHHS METOIU TEXHIYHOI
niarHocTHKH, bafiecoBuX Mepex Ta po3poOiieHi MOAel aNrOpUTMIYHIX 3a1ad, Ipo-
Lecy HaBYaHHS Ta OCOOH, [0 HABYAETHCS. Y MPAKTUYHOMY CEHC1 OTpUMaHi pe3yJib-
TaTH MOKHAa BHKOPHCTOBYBATH JUIsi CTBOPEHHS HOBHX crerianizoBanux ITS, a Ta-
KOX ISl TOOYZIOBH €AMHOI PO3MIMPIOBAHOI HaB4aiouoi miaTdopmu, sika 00’ €qHye
0a30Bi IUCIMIUTIHU MTEBHOT TaTy3i.

Kio4oBi ciioBa: iHTEeNeKTyalbHI CHCTEMH HaBYaHHS, CKCIIEPUMEHTAIBHI JOCIi-
JDKSHHS, Pe3yJIbTaTH BIPOBAKEHHSI.
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ASSESSMENT OF THE ECONOMICAL DIMENSION OF
SUSTAINABLE DEVELOPMENT OF THE UKRAINE’S REGIONS
BASED ON THE BRIGHTNESS OF NIGHT LIGHTS

M. ZGUROVSKY, K. YEFREMOYV, S. GAPON, I. PYSHNOGRAIEV

Abstract. When assessing the level of development of territories, the problem of
finding objective qualitative data that will characterize it arises. One of the possible
sources of such data is the remote sensing of the Earth (RSE). The article is devoted
to the analysis of the possibility of using the product of RSE — the map of night
lights, for modeling the economical dimension of the sustainable development of the
regions of Ukraine. Using the regression and correlation analysis and neural net-
works, appropriate models for assessing the level of economic development of the
Kherson region, Donetsk region, and the AR of Crimea were obtained. The study
was carried out by the team of the World Data Center for Geoinformatics and Sus-
tainable Development of the Igor Sikorsky Kyiv Polytechnic Institute. It was part of
research on the analysis of the behavior of complex socio-economic systems and
processes of sustainable development in the context of the quality and safety
of people’s lives.

Keywords: sustainable development, spatial data analysis, economical
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INTRODUCTION

The effectiveness and quality of management decisions regarding the behavior of
complex socio-economic and security systems depends on the completeness and
adequacy of the assessment of the management situation. For the construction of
such an estimate, an important factor is the quality of the data used during the
study.

In this study, a system is understood as a territory that is either an object of
management or an environment for a certain management situation. During the
assessment of the level of development of territories, the problem of finding ob-
jective qualitative data that will characterize it arises. One of the possible sources
of such data is the application of remote sensing of the Earth (RSE).

The study is devoted to the analysis of the possibility of using one of the
products of the RSE — the map of night lights, for modeling the economical di-
mension of sustainable development of the regions of Ukraine and other adminis-
trative-territorial entities.
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The possibilities of using the map of night lights were considered by various
scientists. In particular, at the global level, Jiansheng Wu et al. [1] investigated
the relationship between GDP and night lights using 15 years of observations. In
[2], the authors reviewed the indicators determining Human Well-Being for 2006
and showed the existing relationship with night lights. At the regional level, there
were similar studies for the population of Japan [3] and Ukraine [4], the level of
urbanization and GRP of the regions of China [5; 6], etc.

In a previous study [7], the spatial correlation of indicators of sustainable
development and the brightness of night lights according to the data of 2011 was
considered. The preservation of zonal trends with the components of the quality
and safety of people’s lives, the Index of the economical dimension, the Competi-
tiveness Index and the Sustainable Development Index of Ukraine’s regions was
confirmed.

This study, in contrast to the results of foreign scientists, investigates the
possibility of an integral assessment of the level of economic development based
on maps of night lights at the regional level in dynamics, and also presents models
for determining the level of economic development of the regions of Ukraine for
the first time.

The study was carried out by the team of the World Data Center for Geoin-
formatics and Sustainable Development of the Igor Sikorsky Kyiv Polytechnic
Institute and was part of research on the analysis of the behavior of complex
socio-economic systems [8] and sustainable development processes in the context
of the quality and safety of people’s lives [9; 10; 11].

METHODOLOGY FOR CALCULATING THE INDEX OF BRIGHTNESS OF
NIGHT LIGHTS OF THE UKRAINE’S REGIONS

The maps of night lights (Fig. 1) used in the study are the result of data processing
by the Department of Geological and Atmospheric Sciences, lowa State Univer-
sity [12] on artificial illumination of the Earth’s surface at night from the sources
of the Earth Observation Group, Colorado School of Mines [13].

[

Fig. 1. Map of night lights (raster image (composite) of artificial night luminosity of the
Earth’s surface) for 2013
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The Night Light Brightness Index was calculated for the territory of Ukraine
and each of its regions for the period 2004 — September 2022 (monthly available
data is presented for 2022). For this, a vector mask of the borders of countries and
regions and their urbanized territories was created on the night luminance maps.
Geospatial calculation functions averaged indicators within each urbanized area
of each region. The Night Light Brightness Index of an administrative-territorial
formation is the sum of the values for the illumination of each cell of the map
within the urbanized territories reduced to the area of the administrative-territorial
formation:

Ki ]

Ji J— Zkzl Li,k

i Sl' s

where i — number of the administrative-territorial formation; j — year of calcula-

tion; [/ ; — the value of the Night Lights Brightness Index; S; — the area of the

administrative-territorial formation in km?; K; — the number of cells, the bright-

ness of which is counted to the i-th administrative-territorial formation; L{ P —

the brightness of the £-th cell of the i-th administrative-territorial entity for the j-th
year, which is measured in the range from 0 to 63.

Thus, the regions with the highest values of luminosity in their urbanized ter-
ritories received the highest values of the Night Lights Brightness Index, and vice
versa, the regions with the lowest values of luminosity in their urbanized territo-
ries — the lowest. The method of zonal statistics was used to calculate the sum of
the values of the raster cells within the vector masks.

The result of calculations of the Night Lights Brightness Index for regions of
Ukraine is presented in the Table 1 and in Fig. 2.
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Fig. 2. Evaluation of the brightness of the urbanized territories of the regions of Ukraine
from 2004 to September 2022 (monthly available data is presented for 2022)

THE NIGHT LIGHTS BRIGHTNESS INDEX ANALYSIS

The Night Lights Brightness Index had a decreasing trend several times:
— global economic crises (2006-2009);
— annexation of territories of Ukraine in 2014;
— the pandemic of COVID-19;
— the Russia’s invasion on the territory of Ukraine in 2022.
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The Night Lights Brightness Index for the territory of Ukraine in 2018
(Fig. 3) grew by 64% compared to 2015 and amounted to 9.225 and 5.599, re-
spectively. In 2021, the historical maximum of the index for the studied period
was observed and amounted to 10.083. The minimum is 2.577 in August 2022
which was reached due to consequences of the Russia’s military actions.

Fig. 3. Map of night lights (raster image (composite) of artificial night luminosity of the
Earth’s surface) of the regions of Ukraine for 2015

Only in four regions (Kyiv city, Sevastopol city, Kherson and Kyiv regions)
the brightness of night lights was the lowest in 2009 as a result of the global eco-
nomic crisis, and in all other regions — in 2015 (if we excluded 2022).

In Kyiv city, unlike other regions, had a growing trend till January 2022. The
dynamics of the brightness index is shown in Fig. 4, 5.
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Fig. 4. Evaluation of the brightness of the territory of the Kyiv city from 2005 to 2018

Let’s consider Donetsk and Luhansk regions. In 2015, the value of the Night
Lights Brightness Index was affected greatly (Fig. 2). Fig. 6 shows the change in
the intensity of night lights between 2013 and 2015 in the territory of these re-
gions. Places of decrease in intensity are marked in dark grey on the map, and
places of increase are marked in light grey. As can be seen from the figure, a de-
crease in the indicator is observed in most of the territories of the regions, which
also indicates a decrease in economic activity.
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2005 2018
Fig. 5. Comparison of the brightness of the territory of the Kyiv city in 2005 and 2018.

As for August 2022, the most affected regions are Kharkiv, Sumy, Ivano-
Frankivsk, Dnipropetrovsk. The decreasing was 78-80%. The less one is Sevas-
topol city (33%). It should be noted here that along with the unconditional impact
of Russian aggression, this month is accompanied by a seasonal decrease in eco-
nomic activity.

In order to verify the possibility of using night lights maps to assess the level
of economic development of territories, a correlation-regression analysis of the
Index of the economical dimension of sustainable development — an integral in-
dicator calculated according to the methodology [9], and the Night Lights Bright-
ness Index for the regions of Ukraine was conducted.

Fig. 6. Changes in the intensity of night lights between 2013 and 2015 in Donetsk and
Luhansk regions

In the Table 2 the results of calculating the correlation coefficient of the
studied indicators for each region are shown. The obtained results indicate that the
relationship between economic development and the brightness of night lights is
uneven for different regions of the country. The value of the correlation coeffi-
cient for the Kyiv city stands out from a number of data due to the specifics of the
functioning of the capital. If we consider the entire data set (except for the Kyiv
city), the correlation coefficient for the Index of the economical dimension of sus-
tainable development and the Night Lights Brightness Index is 0.716 (Fig. 7),
which indicates the presence of a connection.
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Table

2. Correlation coefficients of the Index of the economical dimension of sus-

tainable development of the regions of Ukraine and the level of brightness of night lights

Region

AR of Crimea

city Sevastopol

Donetsk

Odesa

Poltava

Luhansk

Ivano-Frankivsk

Zhytomyr

Dnipropetrovsk

Kherson

Khmelnytskiy

Cherkasy

Rivne

Kharkiv

Ternopyl

Kirovohrad

Vinnytsya

Mykolayiv

Chernihiv

Chernivtsi

Volyn

Zaporizhzhya

Zakarpattya

Sumy

Correlation coefficient

0.235

Kyiv

0.000

Lviv

-0.028

Kyiv city

-0.227

SI0N

4e+05

3e+05

Index of economical dimen:

2e+05

1e+05

Oe+00

' L4 .
ot 3

2 )
L L

5 10

15
Nighttime lights

Fig. 7. Dependence of the Index of the economical dimension of sustainable development
of the regions of Ukraine and the level of brightness of night lights

The presence of such a connection allows building models for assessing the
level of the economic component of sustainable development based on satellite
data for territories in the absence of the necessary statistical information.
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ASSESSMENT OF THE LEVEL OF ECONOMIC DEVELOPMENT OF THE
KHERSON REGION AND THE AUTONOMOUS REPUBLIC OF CRIMEA
BASED ON THE NIGHT LIGHTS BRIGHTNESS INDEX

Three regions were selected for modeling:

— Kherson region (to check the methodology of building models);

— Autonomous Republic of Crimea (due to the absence of the objective sta-
tistical information since 2014);

— Donetsk region (due to the absence of the objective statistical information
since 2014).

After the analysis of the relevant time series, the presence of a lag in 1 pe-
riod was determined. The models are built in the form of nonlinear regression
[14] and neural network [15] and have the following form:

1. Regressions:
a. Kherson region
1,.(t)=0,0763*In({,;(t —1))+ 0,00551,

where /,.(f). — Index of the economical dimension of sustainable development
at a moment in time ¢, /,;(t —1). — the Night Lights Brightness Index at a mo-
ment in time 7 —1;

b. AR of Crimea

1,.1,,(t)=0,30658* LN (I,;(t—1))—0,2856,

where /,.(#) — Index of the economical dimension of sustainable development at a mo-
ment intime ¢, /,;(# —1) — the Night Lights Brightness Index at a moment in time ¢ —1.

c. Donetsk region
1,.(1) = 0,0019647232* I,,, (¢ —1)>0#8917736

. .
LA
7 3
Lights ('q 187382 CJ 0.1113 Lights . 532

C‘) leclag \ . C) 041472 . O lecLag

5
O

Error: 3.277411 Steps: 321 Error: 0.92744 Steps: 205

a ! ' b

Ty

$ lecL.
Y Y O a

o3
Error: 0.356011 Steps: 305
c
Fig. 8. Weights and structure of CNN for the: ¢ — Kherson region; » — AR of Crimea; ¢ —

Donetsk region (lec — Index of the economical dimension of sustainable development at
a moment in time ¢, Lights — the Night Lights Brightness Index at a moment in time (1)

Lights
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where /,.(#) — Index of the economical dimension of sustainable development at a mo-
mentin time ¢, /,;(¢ —1) — the Night Lights Brightness Index at a moment in time # —1.

2. Convolutional Neural Network (CNN):

a. The weights and structure of the CNN for the Kherson region are pre-
sented in Fig. 8, a;

b. The weights and structure of the CNN for AR of Crimea are presented in Fig. 8, b;

c. The weights and structure of the CNN for the Donetsk region are pre-
sented in Fig. 8, ¢;

The model for the Kherson region has an average relative error of 7,6% for
nonlinear regression and 6.4% for convolutional neural network. The results are
presented in Fig. 9 and in Table 3. According to the built model, in 2021 the re-
gion showed growth and fall in 2022.

0,240
Index of the economical dimension {regression)
0,190 "
T = ,.i N |
s Rt e == TN P “\
- h _—
0,140 ST, — L
~,
0,090 —— -
= = = Indexof the economical dimension
= - = Index of the economical dimension {CHN}
0,040

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
Fig. 9. Calculation of the Index of the economical dimension based on the brightness of
night lights for the Kherson region

Table 3. Calculation of the Index of the economical dimension based on
the brightness of night lights for the Kherson region

. The values of the Index
The Index of Tlllj Night of the economical The values of the'lndex
Year |[the economical . ights dimension are of t.he ecqnomlcal
dimension Brightness modeled using dimension are
Index non-linear regression modeled using CNN

2009 0.162 6.487 0.157 0.164

2010 0.164 7.966 0.148 0.144

2011 0.178 8.455 0.164 0.168

2012 0.163 8.950 0.168 0.168

2013 0.155 7.570 0.173 0.167

2014 0.190 6.338 0.160 0.167

2015 0.136 5.447 0.146 0.141

2016 0.131 5.832 0.135 0.133

2017 0.133 6.490 0.140 0.137

2018 0.137 8.109 0.148 0.144

2019 6.883 0.165 0.168

2020 6.549 0.153 0.154

2021 8.930 0.149 0.145
01.2022 8.991 0.173 0.167
02.2022 5.542 0.173 0.167
03.2022 2.535 0.136 0.134
08.2022 2.094 0.076 0.124
09.2022 2.893 0.062 0.126
10.2022 0.087 0.122
Cucmemni docniodicenns ma ingpopmayivini mexronoeii, 2023, Ne 2 57
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The model for the Autonomous Republic of Crimea can be used to assess the
level of economic development of the region after 2013. The average relative er-
ror of the obtained models is no more than 10.2%. The results are presented in
Fig. 10 and in Table 4.

0,35
0,3 -z :
) F S I P /
P
025 N /_f ™N s 7|
bt T2 f \ { ~7/ \

0,2 == A '\ e

015 L Nl \
Index of Economical dimesion e |

0,1 {regression model) |

0.05 = = = |ndexof Ec-onom!cal d!mes!on

! — = |ndex of Economical dimesion {neural network)

0
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Fig. 10. Calculation of the Index of the economical dimension based on the brightness
of night lights for AR of Crimea

Table 4. Calculation of the Index of the economical dimension based on the
brightness of night lights for AR of Crimea

The Index The Night The values of the.Index The values of the Index
of the Lights of t.he ecqnomlcal of the economical
Year economical | Brightness dimension are dimension are
dimension Index mf)deled using modeled using CNN
non-linear regression

2009 0.216 4.778 0.194 0.192

2010 0.223 5.994 0.263 0.266

2011 0.301 6.161 0.272 0.273

2012 0.282 6.879 0.306 0.296

2013 0.320 5.739 0.250 0.254

2014 4.600 0.182 0.178

2015 3.872 0.129 0.124

2016 4224 0.156 0.150

2017 4.900 0.202 0.201

2018 6.011 0.264 0.267

2019 5.461 0.235 0.238

2020 5.216 0.221 0.222

2021 7.398 0.328 0.305
01.2022 7.439 0.330 0.305
02.2022 5.731 0.250 0.253
03.2022 4311 0.162 0.157
08.2022 3.335 0.084 0.089
09.2022 4.139 0.150 0.144
10.2022 4.778 0.194 0.192

According to the simulation results, after a certain economic growth in
2011-2013, the Autonomous Republic of Crimea fell in 2014-2016. In 20162021,
there is an upward trend in the Index of the economical dimension of sustainable
development.
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The model for the Donetsk region has an average relative error of 19.4% for
nonlinear regression and 18.2% for convolutional neural network. This is due to
increased uncertainty in partial annexation and hostilities. The results are pre-
sented in Fig. 11 and in Table 5. According to the built model, the region has de-
creasing economic dimension trend after 2013 and after 2018. The models show

even greater level of falling during 2022.

0,800
Index of Economical dimesion
- {regression maodel)
0,600 =~
\ -.x‘. '—,'-e--:__ / ]
) - - -~
N2 A\ A 4
0,400 : -4 \ :
\\ \ y \ ' /
"\.“..
NN s 7 | .
0,200 Yo '
= = = Index of Economical dimesion
— - =Index of Economical dimesion {neural network}
0,000

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Fig. 11. Calculation of the Index of the economical dimension based on the brightness

of night lights for the Donetsk region

Table 5. Calculation of the Index of the economical dimension based on the

brightness of night lights for the Donetsk region

. The values of The values
ThOefItllllcelex Tliei;lltgsht the Index of the of the Index
Year economical | Brightness economical dimension of the economical
dimension Index are modeled using dimension are
non-linear regression | modeled using CNN

2009 0.503 12.762 0.432 0.495

2010 0.468 15.090 0.363 0.375

2011 0.517 15.862 0.511 0.558

2012 0.554 17.416 0.566 0.561

2013 0.482 14.255 0.685 0.520

2014 12.071 0.455 0.522

2015 9.425 0.323 0.305

2016 10.390 0.195 0.214

2017 11.977 0.238 0.222

2018 14.864 0.318 0.297

2019 12.337 0.495 0.552

2020 11.736 0.338 0.330

2021 15.934 0.305 0.279
01.2022 16.338 0.571 0.560
02.2022 9.257 0.601 0.553
03.2022 5.683 0.188 0.214
08.2022 4.510 0.069 0.238
09.2022 5.639 0.043 0.247
10.2022 0.068 0.239

Cucmemni docniodicenns ma ingpopmayivini mexronoeii, 2023, Ne 2 59



M. Zgurovsky, K. Yefremov, S. Gapon, 1. Pyshnograiev

CONCLUSIONS

In the course of the research, data on the luminosity of night lights on the territory
of Ukraine was collected and processed. Based on the processed data, the Night
Lights Brightness Index for the regions of Ukraine was formed and analyzed. The
conducted correlation-regression analysis confirmed the possibility of using the
specified index to determine the economic component of sustainable development
on the territory of Ukraine.

Built for the Kherson region, the Autonomous Republic of Crimea and the
Donetsk region, the assessment models of Index of the economical dimension of
sustainable development showed an error of no more than 7.6%, 10.2% and
19.4%, which, among other things, allowed us to assess the level of economic
development for the territory of the Autonomous Republic of Crimea and the Do-
netsk region for 2014-2022.

Using developed approach, we showed that the annexation of territories sig-
nificantly affected the level of economic development of the territories of Crimea
and Donbas. So, the Crimea fell by 0.174 points (57.8%), and the Donetsk region
lost almost twice as much — 0.398 points (66.1%). At the same time, the pandemic
period affected these regions in different ways. Crimea, after the restoration of its
economic processes, lost only 0.044 points (16.6%), while the Donetsk region lost
0.232 points (44.3%).

And without having time to strengthen the trend towards economic recovery
from the consequences of Covid-19, due to the full-scale invasion, these regions
also suffered significantly. Not being a highly developed region, by the third dec-
ade of 2022 Crimea lowered its level of economic development by 0.230 points,
when the Donetsk region lost much more — 0.432 points.

Thus, according to the results of the study, it was established that the degree
of brightness of night lights can be used to assess the economic component of sus-
tainable development of the regions of Ukraine, and in particular, the level of
economic activity of the territories. This will help to make an assessment in the
absence of ready-made qualitative statistical information, for example, for newly
formed administrative units, or for regions for which, for various reasons, it is
impossible to obtain sets of economic indicators.

Generally, with the application of the proposed approach, it was possible to
identify and confirm the decrease in the economic activity of the regions of
Ukraine during the pandemic and a full-scale invasion of Russia.

Further research is planned to be directed to the creation of a set of models
for assessing the level of economic development of any territory within Ukraine
with the aim of creating appropriate applications within the Information and Ana-
lytical Situational Center of the Igor Sikorsky Kyiv Polytechnic Institute.
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OLIHIOBAHHSI EKOHOMIYHOI'O BUMIPIOBAHHSI CTAJIOT'O PO3BUTKY
PETIOHIB YKPAIHU HA OCHOBI SICKPABOCTI HIYHHUX BOTHIB /
M.3. 3ryposcekuii, K.B. €ppemo, C.B. I'amon, 1.0. [TunrHorpaes

Anoramis. Ilin yac ouiHIOBaHHS PiBHSA PO3BHTKY TEPHTOPiH BHHHUKAe Ipobiema
HOIIYKYy 00’€KTHBHMX SIKICHUX JaHUX, WO OymyTh 11 XxapakrepusyBaTH. OmHHM 3
MOJMUIMBUX JDKEPENl TaKHX JaHUX € 3aCTOCYBAaHHSA METO/IB AMCTAaHLIHHOTO 30HIY-
BauHs 3emui ([I33). IIpoananizoBaHO MOXJIMBOCTI BHKOPHCTaHHS OJHOTO 3
nponykTiB /I33 — KapTH HIYHHX BOTHIB, IS MOZETIOBAHHS EKOHOMIYHOTO
BUMIpPIOBaHHS CTAJOT0 PO3BUTKY PETiOHIB YKpaiHH. Y pe3yibTaTi 3a JOMOMOTOI0
perpeciiiHo-KOpeNALiifHOro aHami3y Ta HEHPOHHMX MEpeX OTPHMAaHO BiIIIOBIIHI
MOZENi OI[HIOBAaHHS pIBHS EKOHOMIYHOTO pO3BHTKY XepcOHCBKOI oOiacTi,
Joneupkoi obmacti Ta AP Kpum. HaBemene mocmiikeHHS BUKOHAHO KOMAaHIOIO
CaitoBoro neHTpy nanux «['eoindopmarnka Ta crammit po3sutox» KIII im. Irops
CiKkOpCBKOTO 1 € YaCTHHOO JOCHIIKeHb 3 aHai3y HOBEJIHKU CKJIQJHHUX COLIAJIBHO-
€KOHOMIYHHX CHCTEM Ta IPOLECIB CTAIOr0 PO3BUTKY B KOHTEKCTI SIKOCTI Ta 6e3nekn
HKUTTS JIOJEH.

KiouoBi ciioBa: cTanmii po3BUTOK, IPOCTOPOBHIA aHATI3 AaHUX, EKOHOMIUYHHNA PO3-
BMTOK, HIYHI BOT'HI, MATEMaTHYHE MOICIIOBAHHS.
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Y3ATI'AJIBHIOBAJIBHA IHTEPBAJIBHA HEYITKA MOJEJIb
THUITY-2 JJIA MOHITOPHUHI'Y CTAHIB CKJIAJJHUX CUCTEM
3 BUKOPUCTAHHAM EKCIIEPTHUX 3HAHD

H.P. KOHAPATEHKO, O.0. CHIT'YP, P.M. KOHAPATEHKO

AHoTaWis1. 3apPONOHOBAHO IHTEPBAJIbHY y3aralbHIOBAIbHY HEYITKY MOJEIb THITY-2
B 3aBJAHHAX MOHITOPMHIY CTaHIB CKJIAJHHMX CHCTEM 3 YPaxXyBaHHSAM EKCIIEPTHHX
3HaHb. J[ns y3arajJbHEHHS BHXOJIIB HEUITKHX MOJENEH THIy-2 3 iHTEPBaJbHUMHU
(yHKIISIMI HaJICKHOCTI BOPOBAKEHO TEOPETUKO-MHOKMHHUH miaxia. [lomano mo-
CJTIPKEHHS BiAMOBITHOCTI €KCIIEPTHUX OLIHOK BUXiAHOMY 3HAUYEHHIO y3arajbHIOBa-
JIBHOT HEYiTKOI MOJeJi MPOTArOM iHTepBaiy CHOCTepeXeHb. HaBeaeHO IpHKIaIu
BUKOPHCTAHHS y3aralbHIOBaJIbHOI HEUYITKOI MOJENi TUIly-2 B MOHITOPHHIY CTaHIiB
apTe3iaHChKOi CBEpAIOBUHHU. [loKa3aHO, IO Ui MiABHINCHHS SIKOCTI MPUAHSTTS
pillieHb eKCIepTy HEOOXiJHO 3BepTaTH yBary Ha BEJIMYMHY IHTCPBAIBLHOTO BHUXOMIY
y3arajabHIOBaJIbHOI HEdiTKOT Mozeni Tumy-2. Hagano pekomeHnanii ekcrepram mio-
10 TOJIMIICHHS NPUAHATTS PIlICHb CTOCOBHO OILIHKM BHXIJHOTO iHTEpBaly y3a-
TaJbHIOBATIBHOI MOJIEITI.

KiouoBi ciioBa: HewiTka MOJeNb TUIY-2, iHTepBaJibHA (QYHKLIS HAIEKHOCTI, TEO-
PETUKO-MHOXHHHHN TiIX1]], EKCIEPTHI 3HAHH.

BCTYII

Bimomo, mo Moneni imeHTHdIKaIi CKIAAHUX CHCTEM, IO OYIYIOTHCS B YMOBax
HENOBHOI BuXimHOi iH(OpMAalii, YyCIIIIHO BHUKOPHCTOBYIOTH amapar Teopii
HEUITKUX MHOXHH [1]. HediTki MHOXHHH THITY-1 1 THIY-2 € TOCTAaTHHO TOTYX-
HAM 1HCTPYMEHTOM JJIS PO3B’sI3aHHS CIA0KOCTPYKTYPOBAHHX MPOOIIEM B yMOBaxX
HeBH3HaUYeHOCTEH [2]. HemoBHOTA BUXIAHUX JHaHHUX € TPOOJIEMOIO, 10 XapaKTep-
Ha JUISI MOJETIOBAaHHS 0aratboX CHcCTeM. TakMMH MOXKHA BBa)KaTH COIliaJbHI,
€KOHOMIYHi, TeXHIYHI CHCTEMHU PI3HOTO XapaKTepy, ajie HaHOiIbII CKIATHUMH €
3aBJaHHS iMeHTU(IKAIIT 1 eKOJIOTIYHUX Ta MPUPOJHAYNX CUCTEM, IPO Xapak-
Tep poOOTH SKUX y 0araTb0X BHIIAJKaX MOKHA CYAMTH JIUIIE 32 BUOIPKOIO eKCIIe-
PUMEHTAJILHUX JaHUX.

I3 crabkoCTPYKTYpOBaHUX MPOOJIEM aKTyaIbHHM € 3aBJaHHS MOHITOPHHTY
CTaHIB CKJIATHUX CHCTEM 32 YMOBH HETIOBHOTH BXiJHHX JaHUX. YIEBHEHO MOKHA
BKa3aTH Ha HEOOXIJHICTh MOHITOPHHTY CTaHIB NMPUPOJHHYMX CHUCTEM, OCKUIBKH
TaKi CUCTEMH TI0B’3aHI 3 BAXKKOJJOCTYITHUMHU 00’ €KTaMM; HAIIPHUKIIA, 1€ 00’ €KTH
reoyorivHol po3Biakd. [l OCTaHHIX XapakTepHUMH (akTopamMH € HETOYHICTh
BUMIPIOBaHb 1 YaCTO HEMOMJIMBICTH BECTU OE3MOCEPEIHE CIIOCTEPEIKEHHS 00 €KTA.

Oco0yuBiCcTh 0araThb0X TaKUX CHUCTEM IOJISATA€ B TOMY, IO JJIS OTPUMAaHHS
BXITHUX JaHUX IS TOJAIBIIOI eKCIUIyaTaii HeoOXigHO MPOBECTH MOHITOPHHT
CTaHIB CHCTEMH 31 CHOCTEPEKEHHSIMHU MPOTIroM IeBHOro dacy. OTpuMaHi naHi
MOXYTh OyTH HEOJHOPITHUMH Ta cynepewTuBUME. OTxe, ISl IPUHHATTS PillleH-
HSI pO3pOOHUKH YacTO MAIOTh HETOBHY iH(OPMAITio PO YHCIIOBI 3HAUYEHHS Xapa-
KTEPUCTUK CUCTEMHU a00 € TiIJIBKU IHTEPBAIA MOMKIJIMBUX 3HAYCHb.
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BukopucranHs iHTEpBaJIbHUX HEYITKUX MOJENEH SIK IHCTPYMEHTY ITOJaHHS
JAHUX JIO3BOJISIE BUSIBUTH 3B 530K MK BXITHUMH JQHUMH Ta BUXOJIOM CHCTEMH,
CTaHU SIKO1 OCHTIJUKYIOThCA. AJle JOCI 3aJIUINAETHCS aKTyalbHOIO Mpobiema J0-
CiipkeHHS (DYHKIIIOHYBAaHHS IHTEPBAIbHUX HEUITKUX MOJCICH B MOHITOPHHTY
CTaHIB CKJIQJIHUX CHCTEM B yMOBaX HEMOBHOI BXigHOI iH(opMamii 3 BUKOpUCTaH-
HSIM 3HaHb CKCIIEPTIB.

AHAJII3 OCTAHHIX JOCJIJKEHD I TYBJIKAIIN TA IOCTAHOBKA
IMPOBJIEMH

Harenep oGcsrn maHux, siki HAarpOMajpKYIOTBCS B PI3HHX Tally3sX, pi3KO 301i1b-
IIYIOTBCS, 10 3YMOBIIOE IONTYK HOBITHIX TexHOJOTiH. Ile Oe3yMOBHO HeEUiTKe
MOJIEITIOBAHHS 3 BUKOPHUCTAHHSIM HEUITKUX MHOKUH BUIIUX MopsakiB. CyuacHUi
MiAXi] 10 po3B’sI3aHHS 3aBJaHbh MOHITOPHHTY CTaHIB CKJIAHUX CUCTEM 32 yJacTIO
eKCIIEPTiB peali3yeThCs 3a JOIOMOTOI0 HEUITKOTO MOACIIIOBaHHA. HediTki Mozaei
BUKOPHUCTOBYIOTh JUISI CBOTO (DYHKIIOHYBaHHSI OCHOBHI MOHSTTSI TeOpil HEUITKHX
MHOJKWH, HEJiTKI TIPaBHJIa Ta HEUITKE JIOTIYHE BUBEACHHS. 3alIe)KHO BiJ CTyNeHs
HEJITKOCTI HEUITKUX MHOXWH, III0 BPaXxOBYETHCS B MOOYIOBI HEWITKOI MOJE,
PO3PI3HSIOTH HEUITKI MOJENi THITy-1, 3araibHi MOJeNi THITY-2 Ta IHTEpBaIbHI TH-
my-2. HeuiTki Mozeni tury-1 OyQyroTbCs HA OCHOBI HEWITKHX MHOXKHH 3 YiITKUMHU
3HAYEHHSMH CTEIIEHIB HAJEKHOCTI, ajie TaKli HEYiTKI MOJeNll JalTh Ha BHUXOII
TWIIE YiTKe 3Ha4eHHs. [HTepBaibHI HEUITKI Mojemi THITy-2 OyIyrOThCS Ha OCHOBI
HEYiTKHX MHOKWH 3 IHTepBAIbHUMHU 3HAUEHHIMH CTEIeHiB HalexxHOCTi. OcTaHH1
MOJIeIIi Tal0Th Ha BHXOJI TOYKOBI Ta iHTEPBAJbHI 3HAUCHHS. 3BIJICH TEpel Po3-
pOOHHMKAaMU BHHHUKAaE 3aiada BHOOpPY THITy HEUITKMX MHOXHH, 32 JOIOMOTOIO
SKMX MOHa 0yJio O JOCTaTHBO MPOCTO OOPOOIATH Pi3HI BUAW HEBU3HAYEHOCTEH.
VY mpari [3] po3rismaloThCs MHUTAHHS, ITOB’SA3aHI 3 PO3BUTKOM TEOpPil HEUITKUX
MHOXXMH THITy-1 1 THImy-2 Ta HaBOIUTHCS MOTHUBALis aleKBaTHO IOJaBaTH He-
BU3HAYEHOCTI, SIKi ICHYIOTh B TIPEIMETHIN 00JIACTi, 32 JOTTOMOTOF) MHOHH THITY-2.

MHuoxuHN THIY-1 1 THUMYy-2 BUKOPHUCTOBYIOTHCS B METOJMKAX 3 IOJAHHS
3HAHb EKCIEPTiB. Y mpamsx [4—6] po3risaaloThCs HApsIMH, JI¢ B yMOBaxX HETOB-
HOTH BXIJHHUX JAHUX €KCIIEPTY HAJAa€ThCS MPAaBO BH3HAYATH TY ITiIMHOKUHY BXi-
IHHUX JaHWX, sIKa, Ha HOTO IyMKY, € BaXXJIUBOI. TakoX pOOUTHCS BHCHOBOK IIPO
JOLIJTBHICTh BUKOPUCTAHHS HEUITKUX MOJeNel, moOynoBaHNX Ha HEYITKUX MHO-
JKUHAX THITY-2 3 iHTepBATbHUMH (QYHKIISIMU HAIEKHOCTI.

[Mpuxmagy MpakTHYHOTO BUKOPHUCTAaHHS IHTEPBAJIBHUX HEUITKUX MOJEJeH
HaBEJICHO Y Tpalli [7], e CTaBUTHCS 3aBIaHHS 3MEHILICHHS IOMHUJIOK KBAHTYBaHHS
iHdopMarii 1 HEeMHIHHUX 00’ €KTiB. 3a PaxXyHOK BUKOPHCTaHHS iHTEpBaIbHHUX
HEUITKUX MOJIeNIe BJA€ThCsI KOHTPOJIOBATH HEBU3HAYEHOCTI, SKi BHHUKAIOTH Y
HENIHIMHUX CUCTeMax 1 Hajali 01k eeKTUBHO X 00pOOIIATH.

Sk mpuKiIan yCHiIIHOTO 3aCTOCYBAaHHS iHTEPBAIBHUX HEUITKUX MOJEINEH, e
ekcriepTd OepyTh y4acTh Y (POPMyBaHHI BXiJHOTO BEKTOpa MapameTpiB, MOXKHA
HaBeCcTH Tpamio [8]. Y Hill moka3aHO O0COOIMBOCTI IHTEPBATBHOTO HEUITKOTO MO-
JENMOBaHHS Ha MpPUKJIaAi OLIHIOBaHHS CTaHy apTe3iaHChKOi CBEPIJIOBHHU B
JIOBITBHUI MOMEHT 4Yacy B MeXKax BiJl ITOYATKy TiJpOTe0NIOTIYHOI PO3BIIKH 10 ii
MTOBHOTO 3aBEPIICHHS.

MHOXMHY iHTEpBIBHMX HEUYITKHUX MOJENEeH 3amponoHOBaHO Ui MiABHU-
IEHHS TOYHOCTI I1HTEPBAJBLHOTO IPOTHO3YBAaHHS YaCOBHX ITOCHIIOBHOCTEH Y
npaii [9]. OcoOauBicTh 1€l pOOOTH MOJATAE Y BUKIAACHIA METOAMII MOOYI0BU
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MHO>XHHH Pi3HOBXOJOBUX HEUITKUX Mojeneh Tumy-2. KojkHa 3 TakKuxX MOJIENeH €
3BHYAMHOI0 1HTEPBaJIBbHOI HEWITKOI MOZENI TUIY-2, sIKa MICTUTHh 0a3y MpaBui,
MPOIIETyPY 3BEACHHS 10 HEYITKOCTI, IPOIEAYPY HEUITKOTO JIOTIYHOTO BUBEICHHS
Ta MpoLeNypy NOHWKEHHS THITY.

V mpaui [10] 3amponoHOBaHO MeTOJ MOOYJOBU HEUITKMX 0a3 3HaHb THITY-2
3 iIHTEpPBATBPHUMH (HYHKITISIMH HAJICKHOCTI, IO 0y/1¢ BUKOPUCTOBYBATHCH Y MEITH-
YHIl JiarHOCTHILI Ta MPOTHO3YBaHHI CTaHIB 3axBoproBaHHs. [lokazaHo, o mody-
JIOBaHA MOJIETh € aJICKBATHOK MEIMYHINA Tamy3i i 3MaTHA B yMOBaX SIKICHOTO Xa-
paKkTepy BXIJIHUX JaHWX BPaxXxOBYBATH SIK 3HAHHS (axiBIsd 3 MEUYHOI MPAKTHKH,
TaK 1 JIOCHigHI Meauko-Oionoriuni nani. Y mpari [11] nponmoHyeThcs METOM TO-
OyI0BH IHTEPBaTbHUX HEUITKHUX JIOTIYHUX CHCTEM THITY-2 Y MEAWYHIN ramysi Ha
OCHOBI €KCIICpUMEHTAIBHHUX JIAHHX, IO MAIOTh ITPOIYCKH.

VY mparti [12] nponmoHy€eThCS MiIXiA A7 OIIHIOBAHHS SKOCTI BUTOTOBJICHHS
MPOMHMCIIOBOI MPOAYKIIT AEKITbKOMa MOJICIISIMHU, Y TOMY YHUCIi i MOJEISMH, SIKi
OyAyIOTbCS Ha OCHOBI IHTENEKTYalbHUX TEXHOJIOTiH, a caMe 3 BHKOPHUCTAHHSIM
IHTEepBaJIBHUX HEUITKUX MOJeeH Triry-2. 3a3HaueHO, IO M1 OIMIHIOBAHHS SKOCTI
pe3ybTaTIB, SIKi OTPUMYIOThH 32 OIMIOMOTOI0 KOXKHOI 13 3allpOTIOHOBAaHUX MOJIe-
Jiel, KiHIeBe PIlIeHHS HAICKHUTh CKCIIEPTY.

Buxopasau 3 HaBeIEHOTO, AOIIILHO MMPOBECTH MOCIHIHKEHHS 1 3’ ACyBaTH, SIK
JUISL PO3B’SI3aHHSI 3aBJIaHHS MOHITOPHHTY CTaHIB CKJIAHOI CHCTEMH B YMOBaX He-
BM3HAYEHOCTI BXIHHUX JaHUX MOXXHA MPOAHAI3yBaTH NMPAaBUILHICTh PillleHb, IO
NpUAMAaIOTHCS eKCTIePTaMHu, SIKi HaJlaroTh BaroMy iHdopmariro. IIpote HegocTar-
HBO JOCIHiIKEHI iHTEepBaJbHI HEUiTKi MOAeN, 110 OYyAyIOTbCS 3 YypaxyBaHHAM
3HaHb €KCIEPTiB, Ta METOIH, SIKi JO3BOJIAIOTH HA OCHOBI MpPOLEYp arperauii BU-
XO/IIB IHTEPBAJLHUX HEYITKUX MOJEJCH Oy yBaTH HEUITKI MOJEII, 1110 € aJieKBaT-
HUMH TIpeIMETHIN 00JIacTi.

BHUKJIAL OCHOBHOI'O MATEPIAJTY

BupimenHs mnocraBieHOTO 3a-
BIAaHHS IOJAaMO B JIEKiJbKa
eTalliB:
Eran 1. Perensna poGota
3 ekcnepramu. g moOynosu
HEYITKMX MOJEJICH eKcrepTam
MPOMOHYETBCS MPAIIOBaTH 3
HEUYITKUMH MHOXXMHAMHU THILY-
2 i OymyBaTu HEUYITKY MOJEIb 3
IHTepBATEHUMH (hyHKIiAMHI
HanexxHocti. Tunm (yHKUii Ha-
JexHOCT] 3amaeTbes. Le moam-
(ikoBaHa raycoBa GyHKITS [1,
4]; TunoBuWit BUTIAL Tpadika
Puc. 1. IntepBainpHa (yHKLiS HAJIEKHOCTL dyHKIiT 306paeHo Ha puc. 1.
Jns iHTepBaNbHOI HEUiT-
KOT MOJIENI eKCHepTH OYAYIOTh CBili BXITHHI BEKTOP, TOOTO MOXYTh BIJAKHIATH
NIEBHI 0O3HAKH IIOBHOTO BXiTHOTO BEKTOPA, SIKUI MPOIOHYETHCSI pO3POOHUKOM IS
JOCIHIKYBaHOI CUCTEMH.
Eran 2. ['enepyBaHHsS MHOXMHM iHTEpBaJbHUX HEUITKMX Monenedl. Haso-
IUTHCS TEHepallis MHOKHHH HEJITKAX MOJENICH 3 IHTepBaILHUMH (YHKITISIMH

]
-1 -0.8 0 0.5 1
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HAJICKHOCTI 13 3a7aH0i eKcTiepuMeHTaIbHOoi BHOIpKH. JIs moOymoBH KOKHOI MO-
JIeJIi BUKOPUCTOBYETHCS METOJI TeHEpallii HEUiTKOT MOJIEN 3 €KCIIEPUMEHTATBHIX
JIAHUX; I MPOIeypa BUKOHYEThCS KOXHHUM 3 ekcrepTiB. KpiMm Toro, ekcnepTy
HA/IA€ThCS MPABO KOPUTYBaHHS BX1JTHOTO BEKTOPA, JAC SKCIEPT 3aJUIIA€ Ti BXiTHI
O3HaKW, SKi BiH BBaXKa€ HaWBaKIUBIBIIAMH. OCKIIBKH €KCIIEPTY HATAETHCS TIpa-
BO KOPUTYBaTU BXiJHWUH BEKTOp, TO, K HACIIJOK, Y PE3YyJbTAaTi TAKOTO KOPUTY-
BaHHS MOXKIJIMBA MOsBa MaOiH()OPMATUBHUX BXIIHUX JAHUX. Y TaKOMY BHIIQJIKY
JUTSE MOJICTIi, 1110 TEHEPYEThCS, 3MIHCHIOETHCS MMEPETBOPCHHS CKCIIEPUMEHTAIBHOT
BUOIpKHU 32 JONTIOMOTOK) alITOPUTMY, KUl BPaXxOBY€ HEMIOBHOTY EKCIIEPUMEHTAa-
JHHUX JaHUX 1 3a0e3Medyye KOHTPOJIbOBAHE PO3TATHEHHS OJHOTO 3 IapameTpiB
(HhyHKINN HAJIEKHOCTI BXIIHUX 3MIHHUX 3 OJHOYACHUM 30€pEKEHHSIM aIeKBATHO-
CTI MIPUIHATTS PIIICHb HEUITKOIO CHCTEMOIO; 1€ BUKOHYETHCS 3a JIOTIOMOTO0 aJi-
rOpHTMa, HaBeJeHoro y mpai [11].

3aranpHa 4acTuHA POOOTH KOKHOTO CKCIIEPTa Peali3y€eThCs TAKUM YHHOM.

3amaeTbes BHOiIpKa eKCTICPUMEHTATBHUX TaHUX X:

X={X,X,5,....X,}
ne X; ={x;,Xp;,..., X, Vi }» i=1,...,n; n — KUIbKICTb €KCIIEDMMEHTAJIbHHUX
NPUKIaaiB; kK — KUIBKICTh BXiIHUX 3MIHHHX; ) — BHUX1JHA BEITUYHHA.
Ha ocnoBi BHOiIpKH BimOyBaeTbCsl TeHEpallisi MHOXXHHM HEUITKUX MOJIETIEH,

KO)KHA 3 SKHX € IHTEePBAILHOIO HEUITKOIO Moo, CTPyKTypy HEJITKOI MOAENi 3
IHTEpBATLHIMH (DYHKIIISIMA HAJIEXKHOCTI, SIKa BXOIUTB JI0 MHOYKHHH, 300pa)KeHO Ha puc. 2.

baza npaBun

InTepBanbHuii
Bxin [Mpouenypa Hpouenypa BHXI]
P > 3BEIACHUS 3HUKECHHSA >
0 HEYIKOCTI THII
. > Y=[yr]
A4

HeuiTki BXigH1 [Ipouenypa HeuiTki Buxini
MIPHUBEICHHS

10 HEYITKOCTI

MHOXHWHHA MHOXHWHHA

Puc. 2. CtpykTypa HEqiTKOT MOZIEN 3 IHTEPBATBPHUMH (PYHKITISIMH HAJIEKHOCTI
Mogens BinoOpakae 4iTki BXoau (X, X,,...,X,) B IHTEpBaJIbHI Ta YiTKi BU-
xomu: Y =[y,y,]. ns onucy HEUITKUX TepPMIB JIHIBICTHYHHUX 3MIHHUX OyaeMo

BHKOPUCTOBYBATH 1HTEPBAIbHI HEUITKI MHOXHWHM THIY-2. Toi MaTeMaTHIHa MO-
Jens Oyzae sBISTH cOOO0I0 iHTepBaJIbHY HEUiTKY MOAENb THITY-2, IO BKIIOYae Oa-
3y IpaBwiI (HEUIiTKy 0a3y 3HaHb), MPOIEypy 3BEACHHS 10 HEHITKOCTI, MPOLIEAYPY
HEYITKOTO JIOTiYHOTO BHBEICHHS, NMPOLEAYpPYy MOHWKEHHS THILy Ta MPOLEIypy
3BEJIEHHS 10 YITKOCTI.

Jnst oOumcineHHsT KpaliHiX TOYOK BHXIIHOTO 3HAY€HHS iHTEPBAIBHOI HEWiTKOI
Mol TUITY-2 ) 1 y, BUKOpUCTOBYeMO anroput™ Kapuika—Mennerns [1].

TakuM YMHOM, KO’KEH €KCIIepT T'eHepye CBili Habip O3HAK i, SIK HACTI/IOK, OK-
pemy Mozenb. s OTpUMaHHS KiHIEBOTO PE3YJIbTaTy CTBOPIOETHCS y3arallbHIO-
BaJIbHa MOJIENIb, SIKA MOXKE arperyBaTé BHXOIM IHTEPBAIBHHUX THITY-2 HEUITKHX
moxeneit (IT2FM1, IT2FM2,... . IT2FMN). CtpyKkTypy y3araabHIOBAIBHOI iHTEp-
BaJIbHOI HEUiTKO1 MOJIeli 300pakeHo Ha puc. 3.
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i | o
' .
ExcnepumeHTansHa | Excnepr 1 1 | IT2HM 1
~ BrbipkKa 1 ] Xé 1
ToXtexy | 2 [ironmz
I
I

I
] -
I
I

BxiaHwii BeKkTop |
x" -

s Bubip gominyrouoi
Y"+—{ Qneparop IT2HM
perauii
eKCnepTomM

Puc. 3. CtpyxTypa y3araipHIOI0U01 iHTEepBAIbHOI HEYITKOT MOAETII

Etan 3. O0uuncieHHs iHTEpBAIBHOTO BUXOy Y HEUiTKOI MOJETI, o € y3a-
raJbHIOBAIBHOIO. Y € pe3ynbTaToM 3A1HCHEHHS Onepaliil TeOpeTHKO MHOKHHHO-
ro miaxony. Peamizamis arperauii Ta oTpuMaHHA KiHIEBOTO 3HaYeHHS ) 3IiHCHIO-
€ThCSL HA OCHOBI TEOPETHKO-MHOKMHHOTO migxoay (omepauii 00’ exuanns J Ta
nepeTuHy (| Teopii MHOXHH) TakuM 4WHOM. CIOYaTKy BHKOHYETBCS OIEpallis
00’ eTHAHHS OKPEMHX IHTEPBAIBHMX BUXOJIB HEUITKHUX MOZEINEH, a TOTiM BimOy-
BA€THCS TEPETHH 3 IHTEPBAIBHUM BHUXOIOM MOJECII, sSKa € TOMIHYI0Y0I0 abo €
MOJIEJUTIO 332 TIOBHUM BEKTOPOM, a00 BHOMPAETHCS EKCIEPTOM 3a TIEBHHUMH PEKO-
MeHgaissMu. OCTaHHS JIisl eKCIepTa € 3aKIIYHOIO.

TakuM YUHOM, KIHIICBHI BHXIiJ y3arajibHIOBAJIbHOT MOJENI CTBOPIOETHCS B
pe3ynbTaTi peaiizalii omepaTopa arperamii y BUTIISAI KOMOiHaIIil omepartiif Teopii
MHOHH , a came: U/N.

MoOXTUBHH 1 THIIUH MiAXiA A0 OTpUMAaHHS KiHIIEBOTO pe3yJbTaTy. Y Kpaid-
HbOMY BHIAJKYy, KOJM MiA 4Yac MOOYJOBM y3arajJbHIOBAJBHOI HEUITKOI MOJeli,
eKCIepT He MOXKE MPUHHATH pillleHHS Y BHOOP1 JOMiHYI0401 MOZETi, BAKOPHCTO-
BYEThCS 1HIIA KoMOiHaris omepamniii 00’eqnanus U ta mepetuny (. Tomi y3a-
TaJIbHIOBAJIbHA MOJIETh CTBOPIOETHCS ABTOMATHYHO 3 ypaxyBaHHSIM pO3TaIllyBaH-
HSl IHTEPBAJHFHUX BHUXOJIB OKpEMHUX Mojeliell. Y BUMAAKY HAsSBHOCTI CHLIBHOT
YaCTHHU 1HTEPBaJbHUX BHUXOMIB HEUITKMX MOJENel i€ omepamis iX mepeTuny,
inakme — 00’ ennanHs. Toxi komOiHalis onepariii Taka — N/U.

EKCIIEPUMEHTAJIBHI JOCJIIKEHHSA TA PE3YJIBTATHA MOHITOPUHI'Y

PosrnsiHeMo pe3ynbTaTH MOHITOPUHTY CTaHIB CKJIQJHOI CHCTEMH 3a JOIIOMOTOI0
y3arajbHIOBAIBHOI Mojeni. 3a mpeaMeTHy o01acTh Bi3bMEMO apTe3iaHChKY
CBEPJIOBHHY SIK CKJIAIHY TiPOTCOJIOTIYHY CUCTEMY. 3ajada MOHITOPHHTY TaKol
CHCTEMH XapaKTePU3YEThCS TPYAOMICTKICTIO OTPHMAaHHA BHUXIAHUX JaHUX, IO
3yMOBJICHO Ba)KKOJIOCTYITHICTIO MPOBEACHHS SKCIIEPUMEHTAIBHUX JOCIIKEHb Ta
€ JOBrOTPUBAIIUM MEPioJIoOM reooropo3sigyBainbHux pooit (I'PP) (Bin 6 micsiis
J0 JeKIIbKOX POKiB) 1 Mae TpW eTamu — BiJ OJHOTO N0 TPhOX POKiB. Cucrema
Mae 0araTo BXiIHUX MapaMmeTpiB, aje OepeMo 10 yBaru 24 BXiiHi 3MiHHI Ta OAHY
BUXIJHY BEJIMUMHY; ii HA3BEMO «IIE€PCIEKTHBHICTh CBEPIIOBUHMY» 1 OMUILEMO 32
JOTIOMOTOI0 JITHTBiCTHYHOI 3MiHHOI (mo3Hauumo LV) 31 mkanoro Bix 0 go 10 [8].
[Txana po30UBa€eThCS HA JTIHIBICTUYHI TEPMH: «HEJOCTATHS MEPCIIEKTUBHICTEY —
Big 1 mo 5 GaiiB; «IocTaTHI» — Big 6 10 7 OaiiB Ta «BHUCOKa» — Big 8 1o 10 Oa-
niB. Buxig mMozeni € iHTepBasbHUM (TMO3HAUYMMO uepe3 ), KiHLEBY OLIHKY IS
CTaHy CBEpIUIOBHHU BUCTaBJsI€ eKclepT. PesynpTatn poOOTH y3araabHIOBaJIbHOT
HEUiTKOi MOJeNi pOJOBHIIIa HaBeJeHO B Tab. 1.
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Taoauunsa 1. Pesynbraté po0OTH y3araqbHIOBAJIBHOT HEYITKOT MO POJIO-
BUIIa (TecToBa BHOipKa)

No B‘nxiu ) aniz[- Ouinka
CKCIL Eranu | Exkcnepr 1 | Excnepr 2 Hordlo?ze;ﬁ?m “ir‘];,f:%j/ln. ekcnepra

1 [0,03;0,39] | [0,11;0,247| [0;0,88] | 003039

1 2| [0,14,092] | [03;0,53] | [0,53;4,11] | [0:53:0:92] He;[olcr/ama
3 [0; 0,02] [0; 0] [0; 2,64] [0; %02]
| [0,04;0,53] |[1,69;3,12]| [0,01;1,2] | 00412

2| 2 | 1081097 | (1512017 | [005:236] | (1820 AT
30| [242:344] [[3,11;3,76] | [0,08;2,81] | [1:68;281]
1| 7.2157.38) | 17817821 | 10,635,847 | U 2]

3 2 | [6,95;7,08] |[6,88;6,88] | [0,63;5.8] [1,3515 5,48] Heﬂoch/MH;I
3| [6.72:6,99] | [6.8:6.82] | [0:46;5.81] [1,2§i5,451
1 [6,33; 6,66] | [6,66;6,72] | [6,41;6,96] | L& 516’72]
2| [6,44;6,93] |[7,59;7.66] | [5,55;7,48] [5’8)_?[5 LI 5 nocrarun

4 3 [6,82: 73] | [7,75:7,85] | [5.08;7.82] [6’6)_?[5 182
2 [4,14;42] | [3,84;3,86] | [5,55;6,53] | [>7116:56]
3 [5,56:5,6] | [5,61;5,62] | [4,91;648] | [2-26:5:62]
1 [4,3;5,98] |[6,35;6,51]| [7,31;7.62] [7=3I[%?]5? 7]

6 2 [3,4: 445] | [439:4,57]| [537;6,15] [5’3736’15] 6 / nocratas
3 [5,11;5.42] | [4,78;5.22]| [3.9:5,71] [4’78515’71]
1 [7,64; 7,731 | [7,87;7.871| 19,03;9,71] | 2039711

7 2| [827:832] | [8.19;82] | [9.87:9.99] | 8% 1911 8/ gucoxa
3 [7,93;8,12] | [8,17:8,24]| [9,92;10] | %9279
1| 17377421 | 17.92;7.941| [8,53;8,75] | [B:348.76]

8 2 [8.16;821] | [7,5:7,57] | [9.94;9.991 | 9% 1911 9/ pucoxa
3 [7.94;8,07] | [8,36;8,39] | [9.89;9,941 | DL 10]
1 [7,89;8,05] | [7.82;7,82] | [8,61;8,74] | [3:028.74]

9 2 [8.9;925] | [8,12;8,12] | [9,64;9,84] | P07 9 pycoxa
3 [9,1;9,54] | [9.21;9,29] | [9,89;9,98] | [>% B9,99]

CTaBl HABEIEHUX JAHUX.
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OnumiMo KOXKHUHM eKCIepUMEHT Ta BUKOHAEMO OCHOBHI oOumcneHHs. Ha
nepmiomy etani ['PP excneprom 1 Buaineno 10 iHdopMaTHBHHX O3HAK, BUXiJ
mozemi [0,03; 0,39]; ekcrieprom 2 BumineHo 11 o3Hak, Buxin moxeni [0,11; 0,24],
MOJIEJIh 3 IIOBHUM BeKTOpOM 24 03HaKku Mae iHTepBanbHuil Buxin — [0; 0,88].

[epmmit kpok: peanizyemo ormepariito 00’ €THAHHS IHTEPBaAIIB MOJAETECH IS
excrepTiB 11 2:

[0,03; 0,39] U [0,11; 0,24] = [0,03; 0,39]

Jpyruii KpoK: BUKOHYEMO OTIEpaIlif0 MEepeTHHY 3 MOIEIUTIO, M0 OyAYyEThCA
Ha TIOBHOMY BEKTOpI:

[0,03; 0,39] N [0; 0,88] = [0,03; 0,39].

OOuncieHHs iHTepPBaJIbHOTO BUXOAY Y3arajbHIOBaJIbHOT MOAEMI IS 1HIINX
eKCTIICpPUMEHTIB BUKOHYIOTHCS aHAJIOTI4HO.

VY 3arajpbHOMY BHIQJKY OIEpallis NEPETHHY MOXE BUKOHYBATHUCh HE TUIbKH
3 BUXOJIOM MOJIENi 3 TOBHUM BEKTOPOM, aje i MOJeli, fKa, Ha JyMKY He3aJIeKHO-
rO eKCIepTa, € HaHOUTBIII BaXIJIMBOIO, IOMIHYIOUYO0, 400 0a30BOI0.

Sx BugHO 3 Tabnm. 1 g ekcriepuMeHTy | 3HAa4YeHHS JIHTBICTUYHOI 3MiHHOI
«IEPCIEKTUBHICTh CBEPJIOBUHIY» 3a OLIIHKOIO €KCIIepTa € HEeIOCTATHHOK, OCKi-
JBbKU KpalHi TOYKH BUXiJHOTO IHTEPBAILHOTO 3HAYEHHS HAJIEKATh TEPMY «HEIO-
CTaTHS», a IMPUHA IHTEPBAITY, IO BiJ0Opaxka€ HEBU3HAYCHICTh, — 3HAYHOO.

ExcniepuMeHT 2 Tex BKa3ye Ha HEOCTATHIO MEPCICKTHBHICTh CBEPATIOBUHH
1 Ma€ OLIBIITY HEBU3HAYCHICTh, HIXK TIONIEPEIHIH.

ExcriepuMenT 3 mMae OibIly HEBH3HAYCHICTH, HIXK JIBa monepeHi. Bin moka-
3ye€, IO JIHTBICTUYHA 3MiHHA «IEPCIEKTUBHICTh CBEPAJIOBHHIY», MOXKE OYyTH 5K
HEJOCTAaTHBOIO, TaK 1 JOCTATHHOIO.

ExcnepumenT 4, Ha BigMiHYy Bij MONEpeqHIX, Ma€ 3HAYHY HEBU3HAUECHICTH,
ajie JIHTBICTUYHA 3MiHHA «IIEPCIIEKTUBHICTh CBEPUIOBUHI» MOXe OyTH B fiama-
] 30HI BiJl TEpMY «IOCTaTHs» JIO TEp-
My «BHCOKa».

3 eKcriepuMeHTiB 5 1 6 BHIHO,
0 BCTAHOBJIIOETHCS 3HAYCHHSI JIHT-
BICTMYHOI 3MIHHOI <«JIOCTaTHs», He-
BU3HAYCHICTh He3HauyHa. [loumHaro-
Yl 3 eKCIepHUMEHTy & MOJeNnb
BUJIA€ 3HAYCHHS, OJIU3bKE JI0 TEPMY
«BHCOKa». PoOMMO BHCHOBOK, IO
HAHOUIBII TONIMPEHI CUTyalii €
TaKUMH, KOJIM MEXi iHTepBaly dYiT-
KO BKa3YyIOTh Ha HAJICKHICTH JIHT-
BICTUYHOI 3MIHHOI IIEBHOMY CTaHy,
4 TONI eKcrepT HyXe MIBHIKO IpH-

Wmae pimeHHs. [HmIMA BUMAAOK,
KOJIM IIMPHHA BUXITHOTO iHTEPBATY
BKJIIOYA€ AeKiIbKa 3HaYeHb JIIHIBI-
CTUYHOI 3MIHHOI, TOAI EKCIepTy

4 Tpeba mpuiiMaTH KiHIEBE pillleHHS,

4.495% 11.77% 10.16% 73.62% SAKE 6a3y€TBCﬂ Ha 1oro Z[OCBiI[i.
PosramryBanns obGnacreli HeBH3Ha-
geHoCTeH (puc. 4), AKi 11T HAOYHO-
CTI po3paxoBaHi SIK JOOYTOK 3Ha-
YeHHS MpaBoi MeXi BUXOJy MOJeli Ha IHPUHY BIAMOBITHOTO iHTEpBAIY IS

73.62 -

Puc. 4. Po3ranryBanHs o0nacTell HeBH3HAYCHOCTI
JUTSE €KCIIEPUMEHTIB 2 1 3
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KOXHOTO eTarny eKCIepUMEHTY 2 Ta aHaJoriyHo ajis ekcrepuMeHty 3. Ha miar-
pami BHIHO, IO JUIsl €KCIIEPUMEHTY 3, ¢ JIIHTBICTMYHA OIliHKA TOJBiliHa, 30HA
HEBU3HA4YEHOCTI HabaraTo Oinblia.

TakuM YMHOM, BETMUMHA IHTEPBAIBHOTO BUXOJY y3araibHIOBAIEHOI MOJENTI
BKa3ye Ha iCHYIOYi B IOYATKOBUX JJAHUX HEBU3HAYCHOCTI Ta BUMArae Bij eKCIep-
Ta yBa)KHOTO MiJXOAYy OO NPUHHATTS KiHLIEBOTO PillICHHSI.

JI1st TomaTeIoro MOHITOPUHTY CTaHy pojaoBuia 1o eranax ['PP ckmagemo
TaOJMIIO, KA JACTh MOXKIIHMBICTh MPOAHATI3yBaTH UM € 3B’SI30K MK IIHPUHOIO
iHTEepBally Ta Yacy HpPOBEIEHHUX POOIT, a TaKOX MPOBEIEMO JOCIHiIKEHHS 4H ic-
HY€ BiAMOBIIHICTD MiX OI[IHKAMHU EKCIIEpPTa Ta BEIUYMHOIO iHTEpBaly I KOX-
HOT'O eTaIy BCiX eKCIepUMEHTIB. Pe3ynbraTi 0OUYKCIeHHs IUPUHU iHTEPBAIBHO-
ro BUXOJY y3arajbHIOBAJIBHOI MOJEJI MO eTamax 31 3HAYEHHSAM JIHTBICTUYHOI
3MIHHOI HaBEeIEHO B Ta0. 2.

Tad6aumusa 2. Pe3ymprarn OOYWCIIEHHS IIHPUHU IHTEPBAIBHOTO BUXOIY
y3arajabHIOBAJILHOT MOJIEN 3 OIIHKOIO €KCITepTa 3a JIIHTBICTHIHOIO 3MIHHOIO

Eran 1 Eramn 2 Eran 3 .
Ne - - - Ominka
9 Buxin IIupuna Buxin Iupuna Buxin [Hupuna excriepTa
CHCTEMH | iHTEepBally | CHCTEMH | iHTEpBaJIy | CHCTEMH | iHTEpBaIy
PesynbraT po6OTH arperoBaHoi MOAENI TS OIIHKH |/HeqOCTaTHS
[0,03; [0, 53; [0,00;
1 0.39] 0,36 0.92] 0,39 0,02] 0,02 HenocraTus
[0,04; [0,18; [1,68;
2 1.2] 1,16 2.01] 1,83 2.81] 1,13 Henocratus
PesynbraT po6OTH y3araibHIOBAIBHOT MO TS OIIHKH 2/HEOCTATHS
[1.3; [1,38; [1,25;
3 5.48] 4,18 5.48] 4,1 5.5] 4.2 HenocraTus
PesynbraT poOOTH y3arajibHIOBAJIBLHOI MOIEII TS OIIIHKH 5/M0CTaTHS
[6,41; [5,82; [6,62;
4 6.72] 0,31 7.48] 1,66 7.82] 1,2 JlocraTHs
PesynbraTt poOOTH y3araibHIOBaIBHOT MO JUIS OLIHKK 6/10CTaTHS
[5,66; [5,71; [5,56;
5 6.2] 0,54 6,56] 0,85 5,62] 0,06 JlocraTHs
[7,32; [5,37; [4,78;
6 7.7] 0,38 6,15] 0,78 5.71] 0,93 JlocraTHs
PesynbraTit poOOTH y3arajibHIOBaJIBHOT MOZAEINI AJIS OLIIHKK 8/BHCOKA
[9,03; [9,88; [9,92;
7 9.71] 0,68 10] 0,12 9.99] 0,07 Bucoka
PesynbraTit poOOTH y3arajibHIOBaJIBHOT MOAEINI AJIS OLIIHKK 9/BUCOKA
[8,54; [9,95; [9,91;
8 8.76] 0,22 10] 0,05 10] 0,09 Bucoka
[8,62; [9,64; [9.9;
9 8.74] 0,12 9.77] 0,13 9.99] 0,09 Bucoka

Jani, mo HaBeeHi B TabJ. 2, BKa3yKTh HAa 3MiHy 3HaYeHb BUXIJTHOTO 1HTEp-
BaJly MOJIENI 3aJIe)HO Bif TepMmiHy nposeneHHs ['PP. Otpumani pesynpratu na-
I0Th 3MOTY TOpPIBHATH BEJIUYUHY IHTEpBaly, IO BHUHUKAE HA BHUXOMAlI MOJEI,
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3 OLIHKOIO, SIKY BUCTABIIS€ JUIS KOXKHOTO 3HAYCHHs CKCIIEPT. A came, JUls eKcrie-
puMeHTy | iHTepBaibHe BUXiJHE 3HAYCHHS Ha BCIX eTallaX JyKe Maje, TOMY OLi-
HKa CKCIIEPTOM JIHIBICTHYHOI 3MiHHOI «IIEPCIICKTHBHICTE CBEPUIOBHHH «HEJI0-
CTaTHS» € OYEBHIHOK. 3a EKCICPUMEHTOM 2 IIMpPUHA IHTEPBAILHOIO BHUXOIY
301TBIIYETHCS, alle 3aJUIIAEThCs CTAOUTFHOI Ha BCix eramax. Lle mo3Bosie ekc-
MEePTy, X04 MEPCIEKTUBHICTh 1 HEOCTATHS, BCE K TaKW HAJAaTH PEKOMEHIAIIII0
JUTSL TIPOJIOBXKEHHS PO3BiqyBalbHX poOiT. st ekcriepumentiB 3 1 4 TeHAEHIis
CTaOUILHOCTI IIUPUHM iHTepBay 30epiraeTscs. Hamami s excnepumeHty 4 1o
EKCTIEPUMEHT 6 3’ SIBIAETHCSA TEPM «JIOCTATHS», IUPUHA THTEPBATY MOYUHAE 3Me-
HITYBATHCh 1, HAPEIITI, IS EKCIIEPUMEHTIB 7, 8, 9 criocTepiraeThes ii SMEHIIICHHS
Ha BCIX eTamax, TOOTO iHTepBajbHA OIliHKA MEPETBOPIOETHCSA B TOUKOBY. Lle mia-
TBEpIUKYE (DaKT, 10 3HUKHEHHS HEBU3HAYCHOCTI 03HAYA€ OJHOYACHO 301IBIICHHS
3Ha4YeHHs OaliB, SKi HAOWpae JHTBICTUYHA 3MiHHA.

Po3risiHeMo, 4M BIUIMBAE Ha OI[IHKY CKCIEPTIB BEJIHYWHA IHTEPBAJIHHOTO
BUXOMy Mojeni. [t cBOiX OILIHOK €KCIEpPT, SIK MPaBHIIO, OPIEHTYETHCS HA BEPX-
HIO TPAHHUIIIO IHTEPBAIY, 1O € MOMMPEHOIO NPAKTHKO. AJle PABHIIBHICTH HOro
CyJUKeHb MOBHHHA MiATBEP/DKYBATHCh 3MCHIICHHAM a00 30LIBIICHHSM iHTepBary
Ha BHXOAi Mojeni. HaBeeMo mpuKkiIaan HAassBHOCTI YW BiJICYTHOCTI Takoi BiamO-
BiJTHOCTI:

e oIiHKa «HenoctatHa» / 1,2 Ganmm — mmpuHa iHTepBany: Bixg 0,36 1o
0M3bKO 4;

® OIliHKa «JI0cTaTHs / — mupuHa inTepBany: Big 0,31 mo 6xm3bko 1,16;

e oOIiHKa «BHCOKa» / § OaniB — mupuHa iHTepsainy: Big 0,68 mo 0,07;

e OIliHKa «BUCOKa» / 9 6aniB — mmupuHA iHTepBaty: Bix 0,22 mo 0,09;

e OIliHKa «BUCOKa» / 9 6aniB — mmupuHa iHTepBaty: Bix 0,12 mo 0,09.

XapaKTepHOIO € OILiHKa «BHCOKa», KOMU iHTepBal (akTHUYHO 3HUKAE 1 Bil-
MOBITHO OITiHKA eKCIepTa MOBWHHA OyTH HaMOIIBINO0, IO i BiIOyBaeThCsA 3a
mkanoto. Le ominka 9, sika Binnosinae GpakTHYHO TOYKOBOMY 3HA4YCHHIO. Pernra
OITIHOK €KCITepTa € TeX KOPEKTHUMH, OCKUIBKH JUIST HU3BKUX OajliB MIUPHWHA 1H-
TepBainy € Haiibinpmoro. [IpogemMoHcTpyeMO HaBeleHi cymxeHHs rpadiuxo. I3
pUC. 5 BHIHO SK 3MCHINYETHCS HEBH3HAYCHICTH PE3yJIBTATIB EKCIIEPUMEHTIB;
MpoIieC BiI0YBa€ETHCS TOCTIIOBHO 3 MEpPexoioM Bix etamy 1 o eramy 3 (mo3Ha-
YEeHO CBITJINMU 1 TEMHUMH BiJTIHKaMH).

45
|

35

[#4)

25

1fH 1/H 2/H 5,q 6/, E.,q 8/B  9/B

Puc. 5. InrepBanbHe BuxinHe 3HaueHHst mojeni (I) Ta minreictnyanmu 3minauMu (LV);
H — nenocrarns; JI — nocratHs; B — Bucoka
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AHaji3 OTpUMaHHUX PE3yJIbTATIB MMOKA3ye, MO IS MiIBUIIECHHS SKOCTI TIPH-
HWHATTS PillICHb €KCIIEPTY HEOOXiTHO 3BEPTATH YBAry Ha BEJIIMYMHY IHTEPBAIBHOTO
BHUXOJIy y3araJbHIOBAJTLHOT HEYITKOT MOJEN THITY-2 Ta JaBaTH OIIHKY HEBH3HA-
YEHOCTI, sIKa MPUTAMaHHa BUXIJHOMY 3HA4CHHIO. 3 OTJIsly Ha CKJIAIHICTh poOIIe-
MU PO3POOHHKY BapTO CKOPUCTATUCH TAKUMH MPAKTHIYHUMH PEKOMEHIAIliIMH:

® 33 YMOBH PIBHOCTI KpaiHIX NMPaBUX TOYOK IHTEPBAILHUX 3HAYCHDH IS
BUXIIHOT 3MIHHOI IepeBary HEOOXiJHO HaJaTH TOMY 3HAYCHHIO, SIKE Ma€ MEH-
A piB€Hh HEBU3HAYEHOCTI;

* SIKILIO OTPUMAHA B PE3YJIbTATi POGOTH MOJIEI LIMPHHA IHTEPBAIY BKIIIO-
Yae JIeKiJIbKa PiBHIB 1 HE J03BOJISIE YiTKO BCTAHOBUTH €JMHE SIKICHE 3HAYCHHS 3
BUXIiJTHOT CHCTEMH SIKICHUX TE€PMiB, TO HEOOXIIHO MPOBECTH JOJATKOBE CKCIICPHU-
MEHTaJNbHE JOCHTIHPKEHHsI HEOOX1IHUX TlapaMeTpiB, a00 OHOBHUTH €KCIEPTHI JaHi,
3 METOI0 3MEHIIICHHSI ICHYI0U01 HEBU3HAUEHOCTI;

® KOXXHa OKpPEeMO iHTepBaJbHA MOJIEINb, sIka OyyEThCS Ha OCHOBI 3HAHb €K-
criepra, MOXe JaBaTH JOCTATHHO IIMPOKHI Jiara30H JIHTBICTUYHHUX OLIHOK JIJIs
cTany cuctemu. Lle He o3Hauae, U0 pilIeHHs, OTPUMaHE y3arajibHIOBaJIbHOIO MO-
Jemno, Oyne HEKOpeKTHHM, IIBHUIIIE MOOyZoBaHa MOAETb BKa3ye Ha 3HAYHY
HEBU3HAYCHICTh, TOOTO BXIJIHUX JaHUX HE BUCTAYAE JUIS BU3HAUCHHS BUXiTHOT
BeinuuHM. lle TOBHHHI BpaxoByBaTH (axiBili, B 00OB’S3KH SKHX BXOJSAThH 3a-
BIIaHHS MOHITOPUHTY CTaHIB CKJIAJHNUX CHCTEM.

OTpuMaHi pe3yabTaTH MOKa3yIOTh, 10 MOOYJA0BAHA y3arajbHIOBAaJIbHA MO-
JIe’Th MOYKE BHUKOHYBATH (DYHKINI MOMIYHHMKA €KCIepTa 3 MUTaHb MOHITOPUHTY
CTaHIB CKJIQJHUX CUCTEM B YMOBaX HEMOBHOTH JaHWX. Pe3ynbTaTu nociimKeHHsS
e(eKTHBHO MOXYTh OYTH 3aCTOCOBaHI B JOBFOTPUBAIUX JOCIIKSHHAX MPUPOJI-
HUX TPOLECIB 3a/JIs1 CKOPOUCHHS TEPMiHY MPUHHSATTS PIlIEHHS Ta 3a0Ia’KeHHS
HEOOXI1THUX IS I[LOTO PECYPCIB.

BUCHOBOK

3anponoHoBaHo TEOPETHKO- -MHOXWHHHA THJAXil 10 y3arajibHGHHs BHXOZiB
HCYITKUX MOJENeH THIly-2 3 iHTepBalbHUMU (QYHKIISMH HAJIEKHOCTI, sKi BXO-
JSTh JI0 y3arallbHIOBAJILHOI MOJEN B 3aBJaHHI MOHITOPUHIY CTaHiB CKJIaTHHX
cucreM. HaBeneHo NpHKIIagn BUKOPUCTAHHS y3aralbHIOBAIBHOI HEUiTKOI Moz
THITy-2 B 3aBJ[aHHI MOHITOPHHIY CTaHiB apTe3iaHCHKOI CBEPIOBMHU B IPUPOL-
HOMY cepenoBuii. [IpoBeeHO MOCIIKEHHS BiNOBITHOCTI 1HTEPBAJIBLHOTO BHU-
X0y y3araJbHIOBAJILHOI MOJIEN 3 JIIHTBICTHYHUMH OIlIHKAMHU €KCIIEpPTiB Ta TOKa-
3aHO QJEKBaTHICTh pillleHb, NPUHHATHX eKcrmeproM. HamaHo pexomenmarii
eKcIiepTaM IIOA0 TOKPAIIECHHS MPUHHATTS PillleHb CTOCOBHO OINIHKHA BHXIJTHOTO
IHTepBaIy y3araJlbHIOBaJIHLHOI MOJIETI.
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INTERVAL TYPE-2 GENERALIZING FUZZY MODEL FOR MONITORING
THE STATES OF COMPLEX SYSTEMS USING EXPERT KNOWLEDGE /
N.R. Kondratenko, O.0. Snihur, R.M. Kondratenko

Abstract. A type-2 interval generalizing fuzzy model is proposed for monitoring
complex systems’ states. A set-theoretic approach is proposed to generalize the re-
sults of type-2 fuzzy models with interval membership functions. The study of the
correspondence of expert assessments to the output value of the generalizing fuzzy
model over the observation interval is presented. Examples of the use of generaliz-
ing fuzzy model type-2 in the task of monitoring the conditions of an artesian well
are given. It is shown that in order to improve the quality of decisions made, the ex-
pert needs to pay attention to the value of the interval output of the generalizing
type-2 fuzzy model. Recommendations are presented to experts to improve decision-
making regarding the estimation of the output interval of the generalizing model.

Keywords: type-2 fuzzy model, interval membership function, set-theoretic
approach, expert knowledge.
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IHTENEKTYAJIbHUX CUCTEM NIATPUMAHHA

TEOPETWUYHI TA NPUKNAAHI MPOBJIEMU
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HEWPOHHI MEPEXI: JOCJIJI)KEHHS ITPABUT
NPUMHSTTA HUMHU PIIIEHB

A.L. IIETPEHKO, I.A. BOXPAHOB

AHorauisi. [TutanHs oTprMaHHs OUTBIIOT 3PO3yMINOCTI MOBEAIHKY HEHPOHHUX Me-
PeX € TOCHTh aKTyallbHUM, OCOOJHBO y Taily3siX i3 BUCOKMM piBHEM pH3uKiB. s
BUpIIIeHH Liei 3aa4i JOCIIIKEHO MOXIIMBOCTI HOBOTO aJrOPUTMY JCKOMMIO3HUIIIi
DeepRED, 3paTHOrO BHUTSrYBaTH MpaBWiia MPUHHATTS pillieHb TTHOMHHUMHU HEil-
POHHHUMH MepexamMH 3 Jekinmbkoma npuxoBanumu mapamu DNN (Deep Neural
Networks). {ocnimxenns anropurmy DeepRED npoBoxuiocst Ha nmpukiiaai BUILY-
YEHHS PaBHJI €KCIIEPUMEHTAIBHOT HEeHpOHHOT Mepexi 3a BUKOHAHHS Kiacugikamii
300paxkenp 0asu manux MNIST pykonucHuX nudp, Mo J03BOJIMIO BUSIBUTH DS
obmexenp anroputmy DeepRED.

KnrodoBi cioBa: BunyueHHs npaBwi, HelipoHHI Mepexi, DeepRED, mammane
HaBYaHHS, JiepeBa pillieHb, rpadu pilIeHs.

OIINC 3AJIAUI I CTAHY ii PILIEHHA

Hatenep, neiiponni mepexi (NN, Neural Networks) MaioTe Ayxke MIHUPOKHHA
CIIEKTp 3aCTOCYBaHb. Bonu 30aTHI BUPILIYBaTH Taki 3a7adyi, K 3a1adi knacudika-
wii, 3 xyxe BHCOKOIO edexTuBHicTIO. IIpoTe, He 3Baxkaloun Ha BCI iX mepesari,
BCE LIie iCHye MpobIemMa 3 MOXIIMBICTIO BUKOPHCTAHHS HEHPOHHIX MEPEXK Y Taiy-
35X 13 BUCOKMM DiBHEM PU3HUKIB. Y Takux cepax, K MeAnnHa, GiHaHCH Ta eHe-
preTuka, po3yMiHHS Ta Hepen0adyBaHICTh TIOBEAIHKUA CUCTEM € AY)Ke KpUTHUHH-
mu. Byzap-skuil HeouikyBaHUH cueHapidi MOXKe MPUBECTH IO PU3MKIB IS XKHUTTS
YW 37I0pOB’A IItoJIeH, a00 10 pU3NKy BemuKuX ¢iHancoBux BTpart [1, 2]. Came To-
My, IUTaHHS OTPUMAaHHS OiNbIIOT 3pO3YMUIOCTI MOBEAIHKH HEHPOHHUX MEPEK €
JOCUTDH aKTyalbHUM.

Heiipouni mepexi cpopMyIOTL CBOIO JIOTIKY 3aBISIKH BHKOPHUCTAaHHS ILIapiB
HelpoHiB. CTPYKTypy BCix HerOHHHx MEpE3K, B 3aTallbHOMY, MOYKHA 3BECTH JIO
OJIHOTO CIIIBHOTO BUIJISINY: BXIAHUH IIap, BUXiOZHUK Imap Ta HaOip MPUXOBaHHUX
HaBYAJIBHUX IIapiB (puc. 1).

[ITo6 momonaTu BKa3aHy HE3PY4YHICTh HEMPOHHHUX MEPEX, IPOTATOM OCTaH-
HIX TPBOX JCCATHIITH, AETATFHO PO3POOIISIOTECS Pi3HI COCOOM MOSCHEHHS “TIO-
Tikn” TpUAHATTS pillleHb HeHpOHHUMHU Mepexamu. [lepmmm 3anpoBaKeHNM Ta
HANOLIBII NMEPCIICKTUBHUM Ha CHOTOIHIIIHINA JeHb MIIXOJA0M Y IIiif ramysi € eu-
ayuenna npaeun (RE, Rule Extraction) i3 mITydHUX HEHPOHHUX Mepex. Buiy-
YeHHs Npasuil — ye NioXio, W0 30CepeddCycmubCs HA POSKPUMMI NPUXOBAHUX
6 Mepexci npasui, 3 Memor 0ONOMO2MY NOACHUMU, K came HeUpOHHA Mepedica
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npUxooums 00 0cmamoyro2o piuiernHs. Taki BUITy4eHi paBUiIa MOXXYTh BUKOPH-
CTOBYBAaTHUCh JIJISl 3MEHIIICHHS HEOE3MEeKH, BIJICTEKESHHS CTa0lIbHOCTI Ta BiIMOBO-
CTIKOCTI CHUCTEMH, TEPEBIPKU Ta MiATBEPIKEHHS MOXKIUBOCTI BUKOPHCTaHHS
HEHPOHHOT Mepexi Il KOHKPETHOI 3a/1ayi, TOIIo. BIbIIICTh JOCTIAHUKIB 30Ce-
PEIDKYIOThCSL Ha TOMY, IIIO0 BHJIyYSHHI IpaBHiIa MAlOTh OyTH MaKCUMAaJIbHO 3p03Y-
MUIAMHU, ajie B TOW K€ Yac MOBHHHI SKOMOTa TOYHIIE IMITYBaTH MOBEIIHKY Hel-
POHHOI MEpexKi.

Hidden layers

Hidden layer

Output

Puc. 1. Ctpykrypa HEHPOHHHX MEpPEeX: a — 3BUYANHOI HEHPOHHOT Mepexi, 6 — TIHu-
OMHHOT HEHPOHHOT MEPEIKi

IcHyrOUi MeTOIM BHITyYEHHS MPaBUII MOAUISIOTHECS HA TPU TPYIHU: 0eKOMNO-
3uuiiini, nedazoziuni ma exknexmuyni [2]. JIeKoMITO3UIIIHHI METOAM TTOBHICTIO
CIHPAIOTHCS HA apXiTEKTYpy Mepexi i BUKOPUCTOBYIOTh aKTHBALii Ta Bark BCiX
HEHpPOHIB, BKIFOYAIOYH MPUXOBaHI Mapy. 3a3BU4ail 1li METOM aHAJI3yIOTh KOKEH
HEHPOH, MiC/s 4Oro, OTPHUMAaHI OIMHUCH MOBEIAIHKH I[UX HEHPOHIB NMEBHUM YHHOM
00’ e THYIOTBCS Ta (OPMYIOTH TPaBHIIA, IO IMITYIOTh TTOBEAIHKY BCi€l Momeri [7].

OCHOBHUMH TIpEICTaBHUKAMH JEKOMITO3UIIHHNX mmiaxomiB €: metom KT
[10], MeToq HA OCHOBI MpaBWJI HEUITKOI JOTIKU [6], MOMIHOMIATBHUI aJITOPUTM
Lyximoto [4], CRED [12], DeepRED [7].

[Menaroriyai MeTOAM, Ha BIAMIHY BiJ JEKOMIIO3HUIIIHHUX, HE BPaXOBYHOTh
BHYTPIIIHIO CTPYKTYpy HEHpOHHOI Mepexi, a po3rmsinaioTe NN sK €IuHy CyT-
HiCTh (4OpHY CKPHHBKY). IX NpUHIMMI monsrae B ToMy, 00 BUTATYBATH NpaBUiIa
[UITXOM TIPSAMOTO BiOOpa)KEHHS BXITHHX NAaHUX Y BUXiOHI. [HIIMM 4mHOM, TIe
MOJKHA PO3TJISLAATH, SK 100pe BiOMY 3aJady anpoKcUMallii, e HeHpoHHa Mepe-
JKa BHCTYTA€E B POJIi LiIHOBOI (PYHKII, IO MpuiiMae BU3HaYeHUH HaOip BXiTHUX
napameTpiB Ta TIOBEpTaE MEBHUH pe3ynbTar Kiacudikaiii. Maoun mo QyHKIIIO,
ANTOPUTMH HAMaraloThCs 3HAWTH Y3TOJDKEHICTh MK BXIIHUMH BapiallisiMu Ta
pesynpTaTamMu. HaiOinpln momyasipHAMH TpeACTaBHUKAMH TearoriqyHuX MEeTO-
niB e: VIA [17] [18], TREPAN [13], BIO-RE [5], ANN-DT [3], STARE [20],
KDRuleEx [8][9], RXREN [11].

ExnexTHuHI METOAM MPEICTaBISIOTh CO00I0 TMOEAHAHHS IHIIUX IMiTXOMIB i
posrisaaroTh auimre yactuHy NN sk 9opHHN AnuK. OCKiNbKY BUZHAYCHHS €KIIEK-
TUYHUX MIIXOMIB JOCUTh PO3ILIMBYACTE, 1HOI JOCTITHUKHA MArOTh Pi3HI MOTJISIAN
Ha Te, SKi METOJHU MPABWIBHO BiIHOCUTH 1O €KJIEKTUYHHUX, a sKi Hi. J|Boma, mo-
CUTh BIJOMHMH METOaMH, AKI MOYKHA BiIHECTH 10 ekiekTnunux, € MofN [2] Tta
FERNN [15].

BinbmiicTe aaTopuTMIB BUITyYEHHS MPaBWII 3allPOITIOHOBAHI JIMIE IS HEBe-
JUKUX HEHPOHHHUX MEpEeXax 3 0OHuM npuxosauwum uiapom. IIpore, HEMogaBHO
OyJ10 3amIpONOHOBAHO HOBHHA anroput™ — DeepRED, sxuii 31aTEH MPAITIOBATH 3
SNMUOUHHUMU HeUpOHHUMU Mepexcamu. 1led anropuTM JIEKOMIIO3UIlT BUTSTYE
MPOMiXKHI TIpaBuIIa sl KoskHOTO mapy NN, Ha OCHOBI 40OT0, JOPMYE MIpeAcTaB-
JICHHS TOTO, SIK KOHKPETHA HEMpPOHHA Mepeka npuiimae pimenHs [7]. Bin BBaxa-
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€ThCSI HAWOLIBII TOCKOHATIMM 3 TOYKH 30py 3PO3YMUIOCTI BHITyYa€EMUX TPaBHI i
iX MakCUMaJibHOTO HAOJIWXeHHs 10 noeeninku HM. Crnig Bu3HaTH, 1110 ICHYIOTH
Moaudikamii DeepRED, siki mominmrytoTs #oro BiaacTuBocTi [14].

CraTTs opraHizoBaHa TaKMM YHHOM: PO31id | MICTUTH OMUC 3amadi i OrJsia
cTany 11 pimenHs; po3zain Il — ormsx anropurmy; po3ain 111 — omuc nokpamieH-
HSl alITOPUTMY; po3ail IY — ekcrepuMeHTanbHi pe3yJbTaTh AOCHIKCHHS aJro-
PUTMIB, a po3/in V MICTHTh BUCHOBKH IIOJIO 33/1a4i, SIKa PO3TIISIAETHCS.

OIINC POBOTHU AJITOPUTMY DEEPRED

OCHOBHOIO CYTHICTIO Oyab-siKoi HEHpOHHOI Mepexi € Mozaenb HelipoHa (puc. 2).
Inest HEHPOHHOT MOJIEII MOJIATAE B TOMY, IO BXIJ X Pa3oM i3 3MillleHHSIM b 3Ba-
JKYIOTBhCS BaraMH w, a TIOTIM TiICYMOBYIOTECS pa3oM. 3MitneHHs b (bias) € cka-
JSIPHUM 3HAYSHHSIM, TOA1 SIK BXiIHI JaHi X Ta Bar W MarOTh BEKTOpHE 3HAUCHHS,

Tt00T0 x € R" Ta we R", ne ne N, mo Bianosigae po3MipHOCTi BXigHUX ma-
HUX. IX cyma z = xIx+b BHCTYIIA€ B SIKOCTI apryMeHTa @)yHKuii akmueayii o,

B pe3yJIbTaTi 40ro, OPMYETHCS BUX1 HEHPOHHOT MOJIEINI:

y=0(z) =o(w x+b) (1)

Puc. 2. Mogens IITYy4YHOTO HEHpOHA
Jlesiki mommpeHi GyHKITT akTHBaIii Ta iX rpadivni 300pakeHHs MPUBEICHI
B TaOI. 1.
BximHuMu maHUMA anTOpUTMY € HaBYallbHA BHOiIpKa JaHMX i 3a7aHi aKTHBa-
uii Beix mapiB Mepesxi. HalimonmynspHimmmy QyHKOIIMA akTUBALii A1 TIMOUH-
HUX HeWpOHHUX Mepex € GpyHkuis aktusaiii ReLU i ¢pynkuis Softmax.

Taoaunsa 1. /[esxi pyHkmii akTuBaiii Ta ix rpadiuni 300pakeHHs

Ha3sga DyHKLisA (Q) I'padiune 300pakeHHst
@ximacra) | PP if 0 o

Sigmoid _ 1 = :

(Logistic) °(x) = l+e ™ q1 0
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Ilpoooeowcenns mabn. 1

Hazga Oyukuis (@) I'padiune 300parkeHHs
Rectified 0 if x<0 .
Linear Unit o(x)=9 . =
(ReLU) xif x>0
Hyperbolic X -x :
e —e = ?
Tangent o(x) = O — .
(Tanh) e“+e i I

Exponential ale” 1) ifx<0 | .
Linear Unit | @(x) = . -
(ELU) X ifx>0 R
o35
o
e i o223
(p(x) = J—xl - ez
Softmax j=1€ " To
ol
for i=1,..J - _/

=100 -¥.5 -5.0 -5 PLd 25 50 75 0.0
®

Anroputrm DeepRED 0yino o6pano B po0OTi, OCKIJIBKH 1€ METOJ JeKOMIIO-
3WIIii, MPUCTOCOBAaHWH N0 aHaNi3y TMMOMHHUX HeWpoHHuX Mmepexk DNN (Deep
Neural Networks), Tounimre mo MLP (Multi-Layer Perceptron) 3 Oynb-sKor0 TITu-
ouHoro, ane 0Oe3 3BopoTHHX B’s3KiB (feedback loop). bararomaposuii nepcemnt-
por (MLP) BimHOCHTBECS 10 OaraTOpiBHEBOi apXiTEKTypH 3 yciMa MOXKIUBHMH
3B’sI3KAMHU MIXK IIapaMU, SKi TaKOX MO3HAYAIOTHCS SK TMOBHICTIO 3B’s3aHi IIapH.
lapwu, y SsKMX HeMae BXiTHUX a00 BUXIJIHUX HEHPOHIB, HA3UBAIOTh IPUXOBAHIMHU
mapamu (puc. 1.). AITOPUTM BHKOPHUCTOBYE alPpOKCHUMAITIHHI MOJIENI iepapXidHO
3 TIMOMHOIO, MPOMOPLIHHOI0 3aranbHOMy 4nciy mapiB NN. Anpokcumyroui Mo-
JeJTi IPaBWII IPUHHATTSA PIllIeHb MAaIOTh CIpyKmypy oepesd, BY3JH SKOTO BU3HA-
YalOThCS HEMPOHAMHU OKPEMHX IAapiB, a TUIKK SIKOTO MAlOTh 3HAYCHHSI, 00YHUCIICH]
3a gopmyroro (1) s akTHBaIiil HEHPOHIB, TPHU IEOMY Ha0Ip JAaHUX MOIUISAETHCS
Ha MEHIII TiAMHOXHAHA. J[711 MOBITEHOT Mepexi 3 kK TPUXOBaHUMU IIIapaMH 3apa-
J4 3pyYHOCTI BBEJEMO IO3HAYEHHS ISl KOKHOI'O MPUXOBAHOIo mapy: /j,...,hy .

Takum 4MHOM, B pe3yibTaTi MEPIIOTO KPOKY, OTPUMYEThCS depeso piuetsb (DT),
0 ONHUCYE BUXIAHUH IIap Mepexi dyepe3 akTuBauii mapy /4, . HactynHum kpo-

KOM QJITOpPUTMYy € 00poOka mapy h;_;. nst koxxHOiI yMOBH 13 Habopy mpaBui,
OTPUMAHOTO Ha TIOMEPETHBOMY €Tarli, 3acCTOCOBYEThCs anroputMm C4.5 um C5
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[21, 22], mo6 noOyxyBaTu AepeBa pillleHs, sKi Tenep OyayTh OMUCYBATH LIap /i
3a JJOIIOMOTOI0 /;,_; . AHAJIOTIYHUM YHHOM, JTaHUIl TMPOIEC MPOIOBXKYETHCS UIS

KOJKHOT'O HACTYITHOTO HIapy, 10 THX Tip, MOKH HE Oy/Ie OTPUMAaHO JIepeBa pillieHb,
110 OMHMCYIOTH map h; yepes Bxoau HeiiponHoT Mepexi. [Ipu boMy, mix gac mpo-
XOIIy allTOPUTMY, 3aCTOCOBYETHCS MEXaHi3M, IO 3arrodirac BUKOHAHHIO 3aiBUX
3amyckiB C4.5. SIkuio nepeBo pilieHs AJsl ONKcy HEBHOTO BUMAAKY BxKe OyIo 1mo-
OyIoBaHe paHillle, HasBHI pe3ysibTaTH OymyTh MPOCTO ckomioBaHi. [licis oTpu-
manHs DT, mo onucyroTh KOXKEH Iap Mepexki, BUKOHYETbCs 00’ €JHAHHS OTpU-
MaHHX JIepeB pa3oM. Y ci HEBIINOBIIHI Ta 3aiiBi MpaBuIIa B MPOLIECI BUKUIAIOTHCS.
B pesynbsraTi hopMyeThCS OJHE MEPEBO pillleHb, Mo onucye Buxonau NN Ha oc-
HOBI 1i BXOJIiB, TOOTO OINKCY€E MOBEAIHKY caMoi HelpoHHOI Mepexi. Ha puc. 3 30-
OpaxeHo niceBnokox peainizainii DeepRED, npencraBiennii aBTopoM allrOpuT™My B
fioro po6ori [7].

MOKPAIIIEHHSA PEAJIIBAII AITOPUTMY

I3 nceBoOKOMY, IPEACTABICHOTO HA PHC. 3, BUIHO, IO JUIA iHIiiai3alii AepeB Ha
MIEPIIOMY KpOIli, B CBOil MEpPBUHHIN (OopMi, aNrOpUTM BUKOPHUCTOBYBaB HAOIH-

Input: Neural network NN, training examples x
Output: Set of rules rules

activationValues = getHiddenActivationValues(NN,x)
activationValues(outputLayer) = NN(x) // one-hot encoded
foreach currentOutput € outputNeurons do
// intermediateTerms stores terms that describe higher-level terms
intermediateTerms(outputLayer, 0) = currentOutput > 0.5

// currentOutput is the class of interest, @ used as dummy
foreach currentLayer € hiddenl.ayersDescending(NN) do
foreach term € intermediateTerms(currentLayer+1) do

if treeAlreadyExtractedFor (term, currentLayer+1) then
| intermediateTerms{currentLayer, term) = copyTermsFor (term, currentLayer+1)

else
intermediateTerms(currentLayer, term) = C4.5(activationValues(currentLayer),

activationValues(currentLayer+1), term)

// Describe term in next deeper layer by terms of current layer

end
end
end

while getNumberOflLayers(intermediateTerms) > 2 do
intermediateTerms = mergeIntermediateTerms (getNumberOfLayers (intermediateTerms),

getHumber0OfLayers (intermediateTerms)-1)
intermediateTerms = deletelinsatisfiableTerms (intermediateTerms)

intermediateTerms = del eteRedundantTerms {intermediateTerms)
end
ritles[] = intermediateTerms2Rul es (intermediateTerms)
// Describes currentOutput by rules consisting of input neuron splits
delete(intermediateTerms)

end

Puc. 3. TlceBmoxon opuriHanpHOI peanizarii anroputMmy DeepRED [7]
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xeHHs tuny: “IF output i > 0,5 THEN class = i”. OCHOBHOIO IPUYUHOIO IIOT'O
€ Te, MO OpHUTiHAJIIbEHA poboTa OyJia 30cepe/PKeHa JIUIIe Ha MpodiieMi OiHApHOT
Kkjacudikarii, 1¢ BAKOPUCTAHHS TaKUX NpaBui AoIibHe. [IpoTe, K10 noTpiOHO
3acrocoByBaT DeepRED y 3amadax 3 0araTokyiacoBOK KiacH(iKaIli€ro, Take
HAOJIMKEHHS YacTillie BChOro OyJie 3aHaiTo TpyOUM. AJITEpPHATHBOIO B JAHOMY
BHIAIKY € ToOynoBa DT Ha OCHOBI aKTHBAIlI OCTAHHLOTO TPUXOBAHOTO MIAPY Ta
pe3ybTaTiB Kinacudikamii Mepexi B SIKOCTI BXiTHUX Ta BUXiAHUX BEKTOPIB BiAIO-
BimHO[14].

Ockinbku B3aeMoii Mixk mapamu NN mBuamie Maoth popMmy rpada, a He
JepeBa, HabaraTo TOYHIMWNA Ta OUTBII BHPA3HHUHA OIMHUC TOTO, IO BiAOYBa€THCS B
mporeci 37uTTs mpaBui, 3a0esneuye Bukopuctanas DDAG (Decision directed
acyclic graph, abo opieHTOBaHMI auuKIiyHUA rpad pimens) orpumanux 3 DT,
3amicTb camux DT. lle, MoXHa cKa3aTH, PO3MIMPEHHS 0 MPUBUYHOTO JepeBa
pitienb. €xaunoro BiaMinHicTio DDAG Big DT € nuimie Te, 1o BiH MOXKE MaTH
CTPYKTYpPY, BIAMIHHY Bif aepeBomnomiOHOi, TOOTO By3JIM MOXXYTh MaTh OijbIie
OJTHOTO BXimgHOTO pedpa (puc. 4). 3aBmsiku Taki cTpykTypi, DDAG Mmae psn me-

Puc. 4. Ilpencranenns npasun M-of-{A,B,C} y Burani: a — DT, 6 — DDAG

peBar Juisi BUPIIICHHS IaHOTO 3aBJaHHs, OCHOBHUMHU 3 SIKUX € €KOHOMHIILIE BHKO-
pUCTaHHS Mam’4Ti (0 Tpae YMMaIly pojb MPH POOOTI B CEpeAOBUILI 3 0OOMEKe-
HAMH pecypcamMu) Ta CKJIaIHi-

| Algorithm 3.1 DeepRED pseudocode using DDAG| ra  OIliHKa HpeICTaBIECHHS
function DeepRED((h; (X)) ) npaBuwil. Takox, 3a paxyHOK
g « INIT_DT(hy (X)) MEHIIIO KiJIBKOCTI BY3JIiB, IO
for/=L-1L-2,....0do NOTPiOHI Ui TpeACTaBICHHS
Set T as all unique splits in ddagy,,, OIHOTO i TOro %K HaGopy mpa-

forallr € T do .
X BUJI, TIOPIBHAHO 3 .DT, PDAG
¥ 1 00) H_aﬁaraTo 3py4Hili npH iX aHa-
DT, « sunp_DT(X, ¥) 731, OCKUIBKH MAalOTh OiJIbII

nd for 3py4HY JUIsl YUTaHHS HOPMY.

g; < suBsTITUTE(dagy,1, (DT, ),e1) IlceBnokon MO,IH/I(biKOBa-
g ¢ REMOVE_UNSATISFIABLE(¢}) HOI  peaizartii AJITOpUTMY
g < REMOVE_REDUNDANT(g)) DeepRED  npuBenenuit  Ha
end for puc. 5. Cmouatky OyayeThcs
return gy DT pna ocraHHBOI akTHBaIl
end function hL, TOOTO  OOUHCIIIOIOTHCS
Puc. 5. Tlcesmoxkon MoxudikoBaHOi peanizanii apryMeHTH Makcumymy AL(x)
anropurmy DeepRED JUIS1 KOYKHOTO 3HaYeHHd X € X .
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[Micna inimiamizanii TUKNI for TPOAOBXKYE PO3TISAAATH IIAPH Yy 3BOPOTHOMY
HanpsMky. Ha kpoui / crBoprotorecst DT mist KOKHOTO PO3IUIEHOTO By3jia B
DDAG gl+1. Ilotrim DTs 3amintorors By3nu Bcepeaudi DDAG, crBoproroun
TakuM urnHOM HOBHiT DDAG gl i3 BXiZHMMU JaHUMH HIDKHBOTO piBHSA. Hapermri,
BUKOHYETHCS BUKIIOYCHHS HE3a/I0BUILHMX Ta HA/UIMIIKOBUX BY3JIiB 3 YMOB
BIZIITOBITHOCTI BCIX BXIIHMX MaHWX BY3JIB 3HAYCHSIM iX (QYHKIIIA aKTHUBAIIii.
3amiHa By3na 3a gonomMoroio DT BHKOHYeThCS NUISIXOM MEPEKITIOUEHHS BX1THUX
pebip kopernesoco eyszna (root) DT 1 miakimoueHHsS ycix pedep, IO BEIyTh [0
aucmosux (leaf) eysnie True i False (icTHHHUX Ta XMOHMX), IO ICTHHHHX Ta
XHOHHMX pedep MoYaTKOBOrO By3Jia BiAMOBiTHO.

PE3YJbTATH JOCJIAKEHb

Sk HeWpoHHY Mepexy, Ha SIKill JociimKyBanacs 3amada kinacuikanii pykonuc-
HUX CUMBOJIB, B31T0 MLP 3 nBomMa npuxoBaHnuMH mapamu, po3Mipamu B 100 Ta
30 ueiipoHiB. Ha BCcix mMpoMiKHHMX HIapax Mepeki BUKOPHUCTOBYBajlacs (YyHKIIsS
aktuBauii ReLU, a gk ¢yHKOis aktuBamii BHXiITHOTO IIApy 3acTOCOBYBAJACs
Softmax. Takum YnHOM, BPaxOBYHOUM PO3MIPHOCTI BXiHUX Ta BHUXIJHUX BEKTO-
piB, BUKOPUCTOBYBaJIacsi HEHPOHHA MepeXa 3 HaCTYITHUMH PO3MipaMH BCiX IIapiB:

e 784 — BxigHuii map (BiAMOBiJa€ BEKTOPY BXiJHUX 3HAYCHB);

e 100 — nepmmii pUXOBaHUH 1LIap;

e 30 — ngpyruil npuxoBaHUii mwap;

e 2 — BUXimHHWU map (BIAMOBIAAE BEKTOPY pe3yIbTaTIB Kiacudikarrii).

s HaBuaHHS 11i€] excnepuMeHTanbHOT NN, 3 K0T B XOJI €KCIIEPUMEHTIB
BIJIYYaJIMCh NPaBHUJIa IPUHHATTS pillleHb, BUKOPHCTOBYBAIACh 0a3a JaHUX PYKO-
nucHux mugp MNIST (Modified National Institute of Standards and Technology
dataset) [23]. Bona MicTuTh HaBUaIbHY BHOIpKY po3mipom 60000 300pakeHb Ta
TecToBy BHOIpKY po3mipom 10000 300pakens. Bcei 300paxeHHs 6a3u MOHOTOHHI
(y BigTiHKaxX Ciporo pi3HOI iHTEHCHBHOCTi) po3MipoM 28x 28 =784. Ilnsa Toro,
o0 copmyBaTH BXifgHYy BUOIpKY s OiHApHOI Kiacugikailii, mpuTaMaHHOI aJi-
roputMmy DeepRED, i3 6a3u nmanux MNIST Oyno BigibpaHo muire 300pakeHHs,
o Mictath 1udpu 0 ta 1 (puc. 6). KoxkeH eJ1eMEeHT BEKTOpa BXiJHHX 3HAYCHBb
npuiiMae 3Ha4eHHs B fiana3oHi [0, 1], me 0 — o3Havae mopoxHil mikcenb, a 1 —
MOBHICTIO 3ahapOoBaHUii MiKCEIb.

a0O0 00060 pO00O2 (OO 0°
T T N 2R A B B W B B RV i
2222932222122 222%
333333395353333333 1
et AY9Y Yy g5d4 44 y4Y
555855SS 55755555 0B
b 66 bbbbbboblébbtel
T797279737MTINIT2RT T 2
Y3 I®8 3P P ITTI LY D .
$4999499%9499%494499 9

o 5 10 15 20 5

Puc. 6. 300paxxennst 6asu manux MNIST: ¢ — npukianu 300paxeHb BUOIpKH, 6 —
MEPETBOPEHHS 300paKEHHI Y BEKTOP BX1IHUX 3HAYCHb
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[Ipomiec MpUHHATTS pilIeHHS IMOAO Kiacudikamii 300paxeHHsT 3 IHU(POIO
“1” IUIAXOM NMPOXOKEHHS By3JIaMH OTPHUMAaHOI0O Tpada npu BHIYUYEHHI IPaBHI
uTIoCTpy€eThes TpadoM, SKHA i3-3a CBOIX PO3MIpIB HagaHW OKpeMo y (dopmari
PDF-gaiina 3a mnocunanasm: https://drive.google.com/file/d/1-dzEd8GsNpLp
AlHI-zP-sQZjafxFgbs5/view?usp=sharing

Ha npomy rpadi B nanomy Bunanky, By3zon {0} BiAmoBizae pe3ynpTary Kia-
cudikarii, SKUH CTBEPIKYE, IO BXiAHE 300paskeHHS MICTUTH ITHdpy 0, a By30I
{1}, BimnoBigHO, 1m0 BXimHe 300paxkeHHs MicTuTh nudpy 1. [Hmi By3mm rpada,
0 BiMTOBiZAIOTh 3a BiMOOpaKeHHS MPAaBWUI NPUUHATTSA pillleHh HEHPOHHOI
Mepexi MalOTh BUIIIA IpaBua y GopMarti “x; > intensity”, f1e Xx; — ILi€ 3HAUEHHS
i-TO eJIeMeHTa BEKTOPa BXiAHUX 3HAYECHB, IO BiAMOBIAa€ IHTEHCUBHOCTI BiAIOBI-
JHOTO TiKcens 300paxeHHs (BiIMoBigHO A0 puc 6, 6), a intensity — 1e 3HaYeHHs
IHTEHCHUBHOCTI, BUJIy4eHE 3 “JIOTIKA HEHMPOHHOI MEPEeXi, 3 IKUM BEACTHCS TOPIiB-
HSIHHS IHTEHCUBHOCTI TTIIKCENsI 300paKeHHS.

[opiBHsanbHI qocnimkenHs anroputmy DeepRED mpoBouimcs nis Buma-
KiB: OiHapHOI Kimacudikamii, knacugikaii 3 3-Ma kiacamu Ta knacudikaiii 3 4 Ma
KilacamMd. BimmoBimHI pe3yibTaTd MEpPHIMX ABOX 3aIyCKIiB alTOPUTMY HaBeleHi
y Ta0i. 3 Ta Taby. 4. Y HUX BUKOPHUCTAHO TaKi MOKA3HUKHW JUISl TOPIBHSAIBHOIO
aHami3y:

o DDAG fidelity — Tounicts xinacudikanii DDAG BigHocHO knacuikaii
NN na TecToBiii BUOip1Ii;

e DDAG accuracy — tounicts knacudikanii DDAG BiTHOCHO €TaloHHUX
3Ha4YeHb TECTOBOI BUOIPKH;

e DDAG recall — tounicts kinacudikauii DDAG BizHocHO knacupikamii
NN Ha HaBUabHIH BHOIpIIi;

o final DDAG size — po3mipu (iHagpHOTO Tpada BIITydeHUX TTPABUI;

e DDAG size before pruning — posmipamu rpaga pilieHb, nepen BHIa-
JICHHSIM 3aiBHX NIPABUIL.

3 TabauIe BUAHO, IO CKIAJHICTh aJlTOPUTMY 3HAYHO 3pPOCTa€ 31 301IBIICH-
HSIM KUIBKOCTI KJIaciB, a TaKoX 31 301IbIIeHHsIM KilbkocTi mapiB NN Ta ix po3mi-
PiB 3aBISIKM 3pOcTaHHIO po3MipiB moOynosanux DDAG, 110 npu3BoIuTh 10 poc-
Ty OOUYMCIIOBANFHOI CKIAAHOCTI. OKpiM TOro, KIHIIEBI pE3yNbTaTH CHIBHO
3aJIe)KaTh BiJl TOTO, K Oy7e iHIIiaIi30BaHO JEPEBO HA MIEPIIOMY KPOIT.

Taoaunsa 3. Pesymeraru 3amyckiB Deep RED y Bumaaky Oinaphoi kia-
cudikanii (300paxkeHHs 3 uudppamu 1 ta 3)

Kondirypaunis NN DDAG DDAG DDAG Final . DDAG
MLP accuracy | fidelity | accuracy | recall D]?AG size be.fore

size pruning
MLP(20) 0.9995 0.9674 0.9748 0.9669 26 27
MLP(50) 0.9995 0.9646 0.9753 0.9732 16 16
MLP(100) 0.9991 0.9655 0.9711 0.9698 20 20
MLP(300) 0.9995 0.9734 0.9739 0.9713 18 18
MLP(50,25) 0.9986 0.9347 0.9608 0.9546 46 51
MLP(100,30) 0.9995 0.9669 0.9776 0.9722 28 43
MLP(300, 150) | 0.9995 0.9757 0.9795 0.9693 19 19
MLP(50, 25,9) | 0.9986 0.9618 0.9734 0.9650 11 14
MLP(100,50,30) [ 0.9936 0.9417 0.9548 0.9522 65 69
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Taoaunsa 4. Pesynpratu 3anyckiB Deep RED y Bunanky kmacudikamii 3
3 knacamu (300pakeHHs 3 udpamu 0, 1, 2)

Kondirypauiss | NN DDAG | DDAG | DDAG | [imal | DDAG
MLP accuracy | fidelity | accuracy | recall D]?AG size be‘fore

size pruning
MLP(20) 0.9930 0.9005 0.8967 0.8888 88 113
MLP(50) 0.9946 0.8599 0.8590 0.8579 91 109
MLP(100) 0.9939 0.8815 0.8770 0.8778 109 132
MLP(300) 0.9936 0.8561 0.8513 0.8557 87 163
MLP(100,30) 0.9940 0.7353 0.7426 0.7252 214 451
MLP(300,150) | 0.9952 0.5329 0.3943 0.3942 147 328
MLP(50,25,9) | 0.9942 0.8780 0.6222 0.6143 123 332
MLP(100,50,30)[ 0.9959 0.7925 0.4559 0.4499 134 357

BUCHOBKHA

V nporeci gociimkenns anroput™My DeepRED BusiBiieHo, 1o oAwH 13 HaWO1IBII
MEPCIICKTUBHAUX CIOCO0IB HOT0 BUKOPHCTAHHS — II€ 3aCTOCYBaHHS B IOEIHAHHI
3 IPOIIECOM HaBYaHHS HEWPOHHOI Mepexi. 3a paXyHOK TOTO, 110 BHIYUYCHHS Mpa-
BUJI ITPOBOJIUTHCS OE3MIOCEPEIHBO ITiJ] YaC HABYAHHS MEPEXi, 3’ ABJISEThCS Kpalle
PO3YMiHHA TOTO, SIK Ta UM iHIIA 3MiHA B apxiTekTypi NN BIUMBae Ha OTpUMaHi
pesyabrath. [lo-cyTi, npu npaBHUILHOMY BHUKOPHCTaHHI PE3yJIbTaTH BHITYYEHHS
MIPaBHUII MOXKYTh OYTH 3aCTOCOBaHI y BUTIISAL AOJATKOBOTO KPUTEPIs OILIHKA SIKO-
CTi HaBYaHHSI.

Ha cporonmHinmHii 1eHb, BUMipIOBaHHS TOYHOCTI PE3yJbTATIB Kiacudikarrii
Ha TECTOBil BHOIpI — IIe JIeJib HE €JIMHUN KPUTEPiH, SKMM KEPYIOThCS IiJ] 4ac
HaBUYaHHS HEHPOHHHUX MEpeX. Ajie HAacTpaBIi, I TOYHICTh HE 3aBKIU B ITOBHIM
Mipi BigoOpakae Te, HaCKiIbKH JOOpe MPOUIIOB HaBYABHUM eTarl. SIKiio B ogHa-
KOBHX YMOBAX 3 OZIHi€T MEpEKi BAAEThCS BUITy4aTH YiTKi Ta JIAKOHIYHI NpaBHia, a
3 IHIIOT — JIeII0 YCKIIaHeHi Ta 3aluTyTaHi, i, TPy [bOMY, TOYHICTh Y HUX OZHA-
KOBa, JIOTi4HilIe Oyje BiAJaTH mepeBary Mepiliii, OCKUIbKH, B 3aralbHOMY BU-
MajKy, BOHa Oyme OUThII ependadyBaHa.

Onwuparouuch Ha pe3ylbTaTH, MO0 OyiM OTPUMaHi B paMKax HPOBEICHUX
HNPaKTUYHUX EKCIIEPUMEHTIB, MOXHA CKa3aTH, 1[0 BUIYYEHHs IIPAaBUI 3 HEHPOH-
HUX MEpeX 3a JIONOMOTror0 Jekomnosuuiiinoro anroputMmy DeepRED Burnsmae
JOCUTD NEPCIIEKTUBHO. BruryueHi 3a JOOMOTO0 ajaropuTMy IpaBuiia MaroTh J10-
CUTH 3po3yMiny ¢GopMy Ta BIJTHOCHO He CKJIajHI mpu ix aHami3i. OcobmmBo Baa-
JIUM PIIICHHSM, XOTIJI0CSA O BIMITUTH 1€H0 TIOKPAIIICHHS aJIrOPUTMY, 32 PaXyHOK
PO3IIMpPEHHs JiepeB pimenb 1o rpadiB pimens (DDAG). Lle mo3Bonmno cuiabHO
MOJIETIIUTH MO>KJIMBOCTI YWTaHHS OTPUMYBAHUX IpPaBUI. 3BICHO, BapTO TaKOXK
3a3HAYUTH, M0 TPOOJIEMH 31 3pYYHICTIO aHATi3y BIIIYUCHHUX IpaBWiI Bce Ime Oy-
OyTh aKTyaJbHUMH IIPH AOCHTH BeMUKHX po3mipax DDAG, ane sk yxe BiaMiva-
JIOCh, TaKi aNTOPUTMH MOCTIHO 0allaHCYIOTh B PaMKax KOMIIPOMICY TOYHOCTI Ta
3pO3yMIJIOCTI Pe3yIbTATIB.
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[lizcymoByroum Bce, MOKHA 3pOOMTH BUCHOBOK, [0 BHPIITYBAaTH MOBHOIIIH-
HO 3a/ayy BWIYYEHHS TpPaBWJI 3 HEHPOHHHX Mepex, y Tiid dopmi, y sKii
DeepRED mpencraBnenuii Ha JaHU# MOMEHT, BCE III€ JOCHUTH MPOOIEMATHYIHO.
OCHOBHOIO ITPOOJIEMOI0, sIKA CHIIBHO YCKJIaJHIOE MOXKJIMBICTh 1Or0 MacoBOIO BHU-
KOpUCTaHHSI, € Ipo0iieMa YHiBEpCaAIbHOCTI. 3a paXyHOK TOTO, 1[0 aITOPUTM 31aT-
Hull mparroBaT juire 3 MLP, BincitoeTscs Tyke BelIHKa YaCTKa MOXIIUBOCTEH,
HIO/I0 3aCTOCYBaHHSI HEMPOHHHX MEPEXK Y KPUTHYHUX cdepax. AJKe, Ha ChOrO-
THINIHIA 1eHb, HAHOUTBII TEPCIEKTUBHUMHI HEHPOHHUMH MEpeXaMu, IS BUPi-
MeHHS CKIAJIHUX 3371ad € Mepexi, Mo MalOTh apXiTeKTypy, CkiaagHinry 3a MLP.
[Ipote, B Toii ke yac, BapTo po3yMiTH, o DeepRED — ne nHaiikpauuii 1ekom-
HNO3ULIAHUN QJITOPUTM VIS BUIy4EHHs IPaBUJI, Cepel THX, 10 ICHYIOTh Ha JaHUH
moMmeHT. Ilpu npomy, cama ifes, Ha sIKiii 3aCHOBAHO J@HHH aJITOPUTM, BUTJISAAE
MEPCIICKTUBHOIO, 1, CXOXKe Ha Te, M0 MOKJIMBOCTEH II0A0 ii IMOKpaIleHb e 10-
cuTh Oararo. 3okpema yekae BUpILIEHHS MpoOIeMH 3 CHIIBHOIO 3aJIeKHICTIO Bif
eTary ITOYaTKOBOI iHimiamizamii gepeBa i 0000Ta Haa MOMAJBINOI ONITHMI3aIli€lo
po3MipiB rpadis pilieHb, HAMPUKIIA, 38 PAXyHOK BUKOpUCTaHHs By31iB M-of-N.
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Abstract. The question of a better understanding of the behavior of neural networks
is quite relevant, especially in industries with a high level of risks. To solve this
problem, the possibilities of the new DeepRED decomposition algorithm, capable of
extracting decision-making rules by deep neural networks with several hidden lay-
ers, are explored in the paper. The study of the DeepRED algorithm was carried out
on the example of extracting the rules of an experimental neural network during the
classification of images of the MNIST database of handwritten digits, which made it
possible to reveal a number of limitations of the DeepRED algorithm.
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GUARANTEED ROOT-MEAN-SQUARE ESTIMATES OF THE
FORECAST OF MATRIX OBSERVATIONS UNDER CONDITIONS
OF STATISTICAL UNCERTAINTY

0.G. NAKONECHNYI, G.I. KUDIN, P.M. ZINKO, T.P. ZINKO

Abstract. We investigate the problem of linear estimation of unknown mathematical
expectations based on observations of realizations of random matrix sequences.
Constructive mathematical methods have been developed for finding linear guaran-
teed RMS estimates of unknown non-stationary parameters of average values based
on observations of realizations of random matrix sequences. It is shown that such
guaranteed estimates are obtained either as solutions to boundary value problems for
systems of linear differential equations or as solutions to the corresponding Cauchy
problems. We establish the form and look for errors for the guaranteed RMS quasi-
minimax estimates of the special forecast vector and parameters of unknown aver-
age values. In the presence of small perturbations of known matrices in the model
of matrix observations, quasi-minimax RMS estimates are found, and their guaran-
teed RMS errors are obtained in the first approximation of the small parameter
method. Two test examples for calculating the guaranteed root mean square esti-
mates and their errors are given.

Keywords: matrix observations, linear estimations, guaranteed RMS estimates,
guaranteed RMS estimate errors, quasi-minimax guaranteed vector estimates, differ-
ence equation, small parameter method, matrix perturbation.

INTRODUCTION

This article examines estimates of unknown mathematical expectations based on
observations of realizations of random matrix sequences. Scientific publications
[1-14], in which estimates of distribution parameters were studied, are devoted to
the problems of matrix sequence statistics. We formulate and solve new problems
of estimating the mean values of random matrix sequences. Under the condition
that the mean values belong to sets of a special form, we have developed con-
structive algorithms for guaranteed root-mean-square estimates of the mean val-
ues. It is shown that such estimates can be obtained either as solutions of bound-
ary value problems for a system of linear differential equations, or as solutions of
the corresponding Cauchy problems. In the case of the dependence of the average
values on a small parameter, asymptotic distributions were obtained both for the
guaranteed estimates and for the guaranteed root mean square errors of such esti-
mates.
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STATEMENT OF THE PROBLEM

We consider matrix observations of the form:

Y, =pp(x(k) +n, k=0,N—-1, (1)
where p;(x(k)) =2\, 4,(k)x,(k), k=0,N —1,
A(k) e H,ypy 5= I,_m, k=0,N -1 are known matrices;

H,,, Iisthe space of matrices nx p dimensions;

x(k) = (xy (k). x,, (), —0,N are unknown vectors, belonging to a
limited set
0 - SN 2 2
G = {x(h),k = 0,N - 5| f () g <1,

fk)y=x(k+1)—x(k), k=0,N—-1,
(to simplify the calculations, we assume that x(0) is known vector and, without
limiting the generality, we put x(0)=0);
q,%, k=0,N—1 are known positive real numbers;
T is a transposition symbol;

nyeHd k=0,N -1 is asequence of random matrices.

nxp>
It is assumed that the average value of the random matrices n;, k =0, N -1

is equal to the null matrix, i.e. £n; =0 (£ is a symbol of mathematical expecta-

tion), and correlation matrices R, € H k =0,N —1 are known and determined

nxn>

by relations

EMZ1 XMk Z2) =Ry 21,27),V Z; € H

i=12, k=0,N-1,

nxp>
where (n;,Z;)=sp(n kZl-T) is a scalar product of matrices.

Let’s introduce linear operators that act from space R’ into space H,,,:

PeUz)=2I Uyz;, k=0,N-1,

U,eH Uy =Uyt..Up), z=(z000z), i=LL k=0,N—1,

nxp o
and operators conjugated to them 5: Uy
Pr(U)T) = (U YU X))

i=11, k=0,N—1.

1

U-k EHnXp’ Yk eH

nxp

It is necessary to evaluate the vector Vx(N), where V € H,,,,.

Definition 1. A vector Vx (N) of the form
Ve (N) =235 pe (U)X ) +e =
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:z;cv:_()l(<U1k5Yk>9~'~9<U]kaYk>)T+ca CERI

is called a linear estimate of a vector Vx(N).
Definition 2. The value

2
2 WUgs..;Uy_y) = max E[Vx(N)— ;;(N)}

is called the guaranteed root mean square (RMS) error of the linear estimate

Tx (N).

SOLVING THE PROBLEMS OF LINEAR ESTIMATION OF THE FORECAST
OF MATRIX OBSERVATIONS.

I. Let’s introduce vectors z(k)e R™ , k=0,N , which are solutions of the differ-

ence equation:

2(ky=z(k+1)—pps U )a), k=N-1,0, z(N)=V"a, aeR', (2)

where pz, k=0,N —1 are operators conjugated to p; .
Denote by (k) i= 1,_1 the solutions of the difference equation (2) at a = e,

where ¢’ ,I= 1,_1 are the base vectors of space Rl, and also enter the matrix Z:
Z=(z), g 7y = koo (& k4 D.2 (R D)gis i j=LL Q)
The vectors z/(k+1), i=1,/ finds from the difference equations:
Z' (k) =2 (k+D)+b'(k), z'(N)=V), 4)

where b (k)= ({4, (k),Uy )s.... (4, (k), Uy >)Ta

Viy=seoVi)" s i=L1, k=0,N-1.

There is a formula
. N—(k+1) .
z’(k+1)=V(i)+ Z b'(N-j),i=L1l k=0,N-1. 5)
j=1

Statement 1. Let x(k), k= 0,N € G, then the following equality holds:
0% Uy Un-) =max((Za,a)'? +[(e,a))” + ZiZ0 Tio (R Uy, Uy )

jal
Proof. Fair equality:

2 2

N-1
V(N)) = X B U) (e (x(k)) = ¢ +
k=0

e~

Vx(N)— Vx (N)

E
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+E‘2k pk(Uk)nk‘ =

2
N-1
—max[(VTa x(N))—{a > B U Py (P (x (b))~ (a, c)D

jal=1 k=0

+ 300 Do (R Uy Uy ) =

N-1 2
—maX((V a,x(N) = . (x(k),ppx (U @) — (a, C)j
al=1 k=0

Jrzljcv;o1 Z§:1<Rk Ui - Uy )-

Since

(7" a,x(N)) = (2(N),x(N)) = 230 (2(k +1),x(k + 1)) = (2(k), x(k))) =

200 (2K +1) = 2(k)), x(k)) + X0 (2K +1), £ (K)),

then, considering that z(k +1)—z(k) =p kﬁk (Up)(a) we get that
2

—

6 (Uy,....Uy_) = max E[Vx(N)— Vx (N)
G

=maxmax (X35 (2(k + 1), £(0) = (a,0)” + X350 TR U Uy ) =

Jaf=1

2 _
—I‘n‘ax«ziv o |2+ D )P + (@)D + Zi0e T (R Uy Uy .

From the fact that equalities are fulfilled
(Zzlcvol|2(k+1)|2 ) =20 (T (k+1).27 (k+ D) (a.¢')a.e/)g; ) = (Za,a)

we conclude that the statement 1 is correct.

Corollary 1. There is an equality:
2

minmax EV(V) =V (V) =Dy (2)+ Z25 Zhoy (R Uy Ui, &

i jii» Zif = z--(U )y Amax (2 ) is the maximum eigenvalue of

the matrix Z, and U weH

where Z =Z = (z;),

np o _l k=0,N —1 are found from the condition:

(Uik,izﬂ, k=0,N—l;c)eArg min GZ(UO,...,UN_l).
U Hi=1,1,k=0,N-1

Corollary 2. Let /=1. The estimation error (V,x(N)), where ¥ € R is an

arbitrary vector, is as follows:
2

—

6 (Uy,....Uy_;) =max E|[Vx(N) - Vx (N)
G
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- 2 -
=310 |2k + D[ g + X0 (R Uy Uy ) + ¢,
where z(k), k =O,_N is a solution of the difference equation z(k)=
=z(k+1)—p,(Uy), k=N-10, z(N)=V, for this case &=0.

Statement 2. Let’s put the parameter / =1 in the statement 1, then:

1) guaranteed root mean square estimate for ¥{;)x(N) has the form:

V() = S8 sp (@ ¥

2) the guaranteed root mean square error of the linear estimate V{;)x(V) has

the form:
2 N N
o (U10,..,Ui,n-1) = (p(N),V 1) »

AN [
where Uir = R p,(p(k)), k=0,N—1; R isapseudo-inverse operator;

p(k), k=0,N are vectors that are determined from the system of equa-
tions:

z2(k)=z(k+1)—p; (Ulk) k=N-10, z(N)=V,

. (6)
plk+1)=p(k)+q;*z(k+1), k=0,N -1, p(0)=0,

Proof. Let’s define U, + k=0,N—1 from conditions:
dicz(Uo +T§O ,...,UN_l +T§N—1)T=O =0 N for ng, k ZO,N—I .
T

There is an equality:

li(32(U0 + r§0 e Uy + T§N71)1:0 =
2dt

=YV k+1),Z(k +1)g P+ R ULLS,Y,
where Z(k)=Z(k+1)—p, (S, ), Z(N)=0, k=0,N—1.
If input the vectors p(k)e R", k= 0,N , which are solutions of difference
equations
plk+1)=p(k)+q;° z(k +1), k=0,N—-1, p(0)=0,
then we will get:
i (z(k +1),Z(k +D))g;” = T35 (E(k +1),(plk +1) - p(k))) =
= S (G (k) = Z(k +1)), p(k)) =
=30 (pr (81, pU) ==X =0 (P (p(K)), G ).
As a result, we get equality:

S i0 {(=pr (pU) + R Uy ), 8y ) =0,
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from which the representation derives
Up = R pi(p(k)), k=0,N 1,
which had to be shown.

Solution of the boundary value problem (6)
One of the options for solving the boundary value problem (6) is the possibility of
reducing it to the solution of the Cauchy problem for vectors p(k), k=0,N.

This requires solving the Cauchy problem for the first equation of system (6).
Then, after substituting the result into the second equation of the system, solve the

Cauchy problem for the required vectors p(k), k =0, N.
It is also possible to use the homogeneity of the considered problem for the
required vectors p(k), k =0, N . This requires the use of a base e', i =1,m of the

vector space R" . Expansions of vectors z(k), p(k), k = (),_N in this basis have
the form:

2(k) =X xz,(k), p(k) =2 x,p;(k), k=0,N, (7)

where the vectors p;(k), z;(k), k =0,_N, i=1,_m are defined as solutions of m
boundary problems:

z(k+1)=z,(k)=F, p;(k), k=0,N—1, z;(0)=¢';

{pi(k+1):p[(k)+q,:22i(k+1), k=0,N-1, p,(0)=0, i=1m,

where
sp(A R 4) - sp(4] R 4,,)
Fy =piRi pye =| P :
P(ApREA) - sp(AuRiA,,)

Unknown coefficients x;, i=1,m in the expansions (7) are found as solu-
tions of the system of linear algebraic equations that ensure the fulfillment of the
boundary condition z(N)=V":

2Lz (N)x; =V.
According to the distribution of vectors p(k), k :(),_N (formula (7)), the

expressions for the matrices Uy, = R p; (p(k)), k=0,N—1 of the required es-

timate I//;(N ) are obtained.

Another possibility of solving the boundary value problem (6) is to reduce it
to a difference boundary value problem of the second order with respect to vec-

tors p(k), k =0,N and to find a general solution to the obtained problem. Arbi-

trary constants of the general solution are determined from the boundary condi-
tions of problem (6).

II. Let’s introduce vectors p(k), x(k), k=0,N, that are the solutions of
the system of difference equations:

plk) = p(k+1)+pyRE (Y, —pi (R(K)), P(N)=0;
hk+1)=x2(k)+q 2 pk+1),  %0)=0, k=0,N—1.

®)
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Remark 1. If we take into account that the equality holds

iR (Ve —pr (R(K))) = (sp (A REY)eeessp (AL REY) — Fii(K),

then we can find the solution of linear differential equation system (8) according
to the solution scheme of linear differential equation system (6).
Statement 3. The following equality holds

Vx(N) = (R(N), D). ©)
Proof. For a guaranteed estimate, the following relations are fulfilled:
Vi(N) = 2350 U Yie) = E020 (Ri i (k). Yi) = 225 (p(k),pi (R{Y,) - (10)
Let’s denote A, = p(k)— p(k+1), k=0,N —1. Then
Pk (R Y) = Ay + pi (R py (3(K)) -
Hence

(P(k). i (R X)) = (p(K),Ag) + (p (k). i (R P (R(K))))
Now we sum up both parts of the last equality:

N-1 N-1 N-1
>, (k). pr(REY)) = X (p(k), A + Y (p(k), o (REp (3(K0))) (1)
k:o k=0 k=0

and calculate the first term on the right-hand side:

N-1 N-1
> (p(k),A) = Y (p(k), p(k) = plk +1)) =
k=0 k=0

N-1

N-1
= > (plk+1), p(k+1) = p(k)) = D (X(k +1) = F(k),z(k +1)) =
k=0 k=0

N-1
= > (&(k),z(k) — z(k +1)) + (X(N),V) =
k=0

N-1
= RN = X ok (Ripi (p(K))), 5(K)) =
k=0

N-1
= (X(N), V) = 2. (p(k),pi (REpy (R(K)))) - (12)
k=0
The required equality (9) follows from formulas (10)—(12).
Remark 2. The system of equations (8) can be obtained by solving the min-
imization problem of the function

J(f(0),... f(N=1) =

= Zi0 CRY (Y = pi (). Yy = pr (kD) + 2520 g /2 (k).
III. Below we consider the case when the set G is in the space of possible
values (x(0),...,x(N)), x(k) = (x;(k),...,x,, (k))T , k= O,_N is unbounded and has
the form:

G = {(x(0),....x(N)): T2 |x(k +1) = x(k)| g2 <1, x(0) eR"},
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where q,f , k=0,N—1 are known positive real numbers.

It is necessary to determine the guaranteed root mean square error:

2

6*(Uy,...,Uy_1) =max E[Vx(N) - Vx (N)
G

b

where Vx (N) :Z;{V:_Ol(<U1k,Yk>,...,<Ulk,Yk>)T +c, CeRl .

Let’s introduce vectors z(k) e R k=0,N—1, that are solutions of differ-
ence equations

2(k) = z(k + 1) = pepr (Up)(@), z(N)=a, k=0,N,

andtheset U ={U;, i=1,/, k=0,N—-1:z(0)=0}.
Statement 4.

D IfUy,i=1,l, k=0,N—1€U, then

2

—

Vx(N)— Vx (N)| =

cz(U) =max £
G

max (Za,a)'"? + (@) + 4 Ziot R Ui U ) (13)

2)If Uy,i=1,1, k=0,N—-1¢U, then

2

—

o’ (U) = max E|Vx(N) = Vx (N)

= 00,

Proof.

D If Uy, izﬂ, k=0,N—-1€U , then we obtain the formula (13) simi-
larly to the statement 1;

2)If Uy, ¢ U, then there may exist a such that

Z(0)=z(0),_, #0 by YU, , i=Ll k=0,N—1.
Therefore, given unbounded of the set G, we obtain the relation:
o> (U)2 max (X35 (Z(k +1), f () + (2(0),x(0)) = @,)” +
+ Zl]c\:()l zf=1<RkUikank> =©.

IV. We present a guaranteed linear RMS estimate of the scalar product
(a,x(N)) according to matrix observations of the form

Yp =pp(x(k) +my, k=0,N-1,

through the solutions of the Cauchy problem for linear differential equations

Denote by V., k=0,1,2,... the sequence of linear operators of the form:
Ve =Ry + P Bipi)Pk P
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where matrices P, are solutions of difference equations:
Py =Py + Vi (R +piPeopi Wi + O
Or=qi° 1, P1=0, k=0,12,.
Statement 5. The equality holds
(@x(N) =225 UpY), U=V z(k+1),
where z(k), k= LN are the solutions of difference equations:
z2(k)=z(k +1)=V,z(k +1)=(I,, - V;)z(k +1), k=N,1, z(N)=a.
Moreover
max £((a,5(N)) = (a,5(N)))” = (Py-14,)

Proof. Let’s solve the problem of optimal system control:
z2(k) = z(k+1) = py(Uy), z(N)=a, k=N-1,0
with the criterion
TUgsresUn1) = X220 (Qpz(k + 1), 2(k + 1) + L5 (R U U)

by the method of dynamic programming.
Let’s introduce the Bellman function

-----

for which the Bellman equation holds

Be()=(Quxx)+ min [B(x0)(x = pi (u)) + (Rew)], Bi(x)=0.

S pxp
k=-1LN-1
(by definition we consider that Y1, = 0).
We find the function B (x) in the form B;(x)=(Fx,x). Let’s choose the

matrices P, k =—1,N —1 so that the Bellman equation holds true. After appro-
priate transformations (similarly as it is done, for example, in [15]) we obtain the
expressions for Uy, V., B, k=0,N—-1.

It is obvious that By _;(x) = (Py_ja,a) = max(E((a,x(N)) - (a,x(N)))z.
G
Statement 6. For a guaranteed linear RMS estimate of the scalar product the
following representation takes place

(a,x(N) = (@, 5(N)),

where the vector x(N) is a solution of difference equations

2k +1)=2(k)+V; (Y, — pp (R(k)), k=0,N—1, %0)=0. (14)
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Proof. Since equalities are fulfilled:

U, =V,z(k+1), k=0,N—1,
then X0 (U.. V) = g (z(k +1),7,Y,) .
Expressions take place:

Vi = 5k +1) = 5(k) + Vy pr(R(5));
S0 (2 + 1,7, = S0 (2(k +1),2(k +1) - &(k)) +
+ XN 2+ 1),V p (R(K)));

S ico (2(k +1),3(k + 1) = %(k)) = = X0 (2(k + 1) — 2(k), 2(k)) + (a, #(N)) =

N-1
=(a,%(N)) = Y. (pg Vz(k +1)),%(k)) =
k=0

= (@, 2(N) = 25 (2(k + 1,V p (2(K)) -
From here we get the necessary equality.

Remark 3. The vector x(N) is found as a solution of the linear difference
equation (14). It is possible to obtain the vector Xx(N) even if the vectors

f(k)=x(k+1) —x(k), k=0,N—1 are random and uncorrelated (Ef(k)=0,

Ef(k)f T (k)= q,%, k=0,N —1. The given estimators are such that minimize the
root mean square error in the category of linear estimators.
V. Definition 3. The vector

P (N) =220 (U)o Ug X))
which components are calculated according to formulas

Uy = REpi (b)), i=11, k=0,N-1,

and p(;)(k) are vectors that are determined from the systems of difference equations

2)(k) = 2()(k + D= px (Uy).  z)(N) =V,
Pk +1) = po(k) = g’z (k+D. p(0)=0,

i=Ll, k=0,N-1.

is called the quasi-minimax guaranteed estimation of the vector

Vx (N) =222 (Ui YU TN

Statement 7. For the guaranteed root mean square error of quasi-minimax
estimates there is equality:

*Ugs s Un-1) = Anax (Z) + Zocg ZE (R U, U,

where Z=(% 2= Y00 Gk +1),2,(k+ 1)z, i j=Lm, and ele-

i )i’j:g ’

ments z;(k+1), i= 1,m are found as solutions of difference equations:
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2:(k)=2;(k +1)+b;(k), k=N - L1, 2,(N)=V),
by (k) = (A, (), U )y (A (), U )

Viy=Woo Vi)' i=LL k=1L,N-1.

Finding elements Z;, i,/ = L,m of the matrix Z is carried out according to

the algorithm for calculating elements of matrix Z (formulas (3)—(5)).

Quasi-minimax RMS estimates for small matrix perturbations.
Assume that the known matrices of model (1) have the form:

A, (k)= AV (k) +eAV(kye H s=lm, k=0,N—1,

nxp
where g€ R! is small parameter; and the operators are as follows:

P (x(k)) = Py (x(k)) + e} (x(K))
where p{¥ (x(k)) = 2™, A (k)x, (k), p (x(k)) = X7y AD (h)x, (k), k =0,N —1.

We determine the effect of small perturbations of the matrices on the esti-
mates, as well as on their errors, using the results presented in statement 3.
Statement 8. Quasi-minimax guaranteed estimation of the vector Vx(N)

within the framework of the first approximation of the small parameter method
has the form:

N-1 .
Vx (N)= 3 (U Y ) UL YN,

k=0
where U[E,f) = U[.(,?) + SUI-(]? +0(e) s
Ly, € H,,, 1sthe matrix, all elements of which are equal to one,

Uy = Rip (p(f) (k).

U = REp () () + R (p) (k). i =11, k=0,N ~1,

and vectors p((l.o)) k), i =1,_l, k=0,N are defined as solutions of boundary value

problems:

2y (6) =2 ke + ) = p® (BRI () (R), 20 (V) =Wy,

PO k+)=p )+ gz (k+1), pP(0)=0, i=11 k=0,N-1,
20k =z (k+ 1= p” (Rfp” (p{}) (k) —

o0 (RO (O o - (R (D), (W) =0,

PG+ = pO (k) + g2z +1), pB©)=0, i=11, k=0,N 1.
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Statement 9. There is the equality for the guaranteed root mean square error
of quasi-minimax estimates within the framework of the first approximation of
the small parameter method:

A UE,...UD ) = ke CO) + EVA T (RUD, T,

Here Ul.(,f) = Ul.(,?) +8Ul.(,? +o(e)]

nxp»

=1,Z, k=O,N—1, and the expres-
sion for the matrix Z® has the form

26 220 420 4 o)1

mxm >

where 2@ = (2% ), . 20 =305 (2,.“” (k+1), 20 (k +1)g;>
(1
l

D =23V GO +1),20 (ke +1))g;2

20 (20

w3 jtm
The vectors 2,(0)(k + 1), i =1,_m, k=0,N —1 are found as solutions of zero-
approximation difference equations:
50k = 20 (ke + D) +6 (k). 2V (N)=V,); (15)
- T
O (k) =| (A" (), US).... (4 (k). U

I/(l'):(Vl,'--,Vm)T, i:L_lak:OaN_l’

1 1

and vectors 251)(k+1), i =1,_m, k=0,N—1 are found as solutions of first ap-

proximation difference equations:
Wy = 20k 4+ n+6W ), 2Dy =o; (16)
B (k) = (AL (), TD),...045) (0,0 9" +
(A ®OD.. (AL @D, j=11, k=0N -1

Finding the solutions of differential equations (15), (16) is carried out ac-
cording to the algorithm for calculating elements of matrix Z =(z;). i (formu-

las (3)(5)).
Example 1. Let the matrix observations have the form:

=pP (x(k)) + My, k=0,N; (17)

p;”(x(k)):p&”(x(k))mpﬁj)(x(k)), (18)

where pi” (x(k))=AVx(k),  p{” (x(k)) = AV (k)x(k),
(©) m k0, o= -
AV =1, AV (k)= 0 of k=0,N, eeR isasmall parameter;
x(k) eR', k=0,N-1and belong to a bounded set G :
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G = {x(k), k=0,N : T |xtk +1) = x(k)* < g2}

Ny € Hyyn, k=0,N is asequence of random matrices.

It is assumed that the average value of the random matrices n;, k =0, N —1
are equal to the zero matrix, and is the correlation matrices R, = qé[ 9,
k=0,N-1.
The guaranteed RMS estimate x(N) has the form:
W) =25 U Y, (19)
where U(®) = g?p® (p© (k)), k=0,N-1;

p(g)(k), k=0,N are values that are determined from the system of differ-

ence equations:
290 = 2+ D) =g (AT (0. AU P (R). k=N -LL 20N =1 )
pP ke +1)=p (k) +qiz® (k+1), k=0,N -1, p®?(0)=0.

Applying the small parameter method for solving problems (19), (20), we in-
troduce the following notation:

0 =Up(0) + ey () + 0@y, k=0N-1,

U0 -5 (0O k). U)=a52 0 (0P k)4 (0 ())),
POy = p ) +epV k) +o(e), 2 (k) =20 (k) + ez (k) + o(e),

where p(o)(k), k =O,_N are the values of the zero approximation of the small
parameter method, which are defined as solutions of the boundary value problem:

2Oy =z0 %k +1)-pp P (k), 2V V) =1,
POk +1) =200 + ¢z Ok +1), pP(0)=0, 20
B=2¢y%, k=0,N-1,

and p(l) (k), k =0,N are the values of the first approximation of the small pa-
rameter method, which are defined as solutions of the boundary value problem:

200 =20k +1)-pP ) -pk p k), 2V (W)=0,
PP+ =pV k) +qizVk+1), pP(0)=0, k=0,N-

(22)

Solution of the boundary value problem (21) of zero approximation

The boundary value problem (21) reduces to a boundary value problem for values
pO%k), k=0,N:

POk +2) -2+ p Ok +1)+ p V) =0, pP0)=0,

PO - pO(N-1D=¢f, (23)

98 ISSN 1681-6048 System Research & Information Technologies, 2023, Ne 2



Guaranteed root-mean-square estimates of the forecast of matrix observations under ...

k=0,N-2, ¢=2qq,"

The general solution of the corresponding homogeneous system has the

form:
POy = vk, =(2+q+1/q2 +4q)/2.

Taking into account the boundary conditions, the solution of the boundary
value problem (23) is as follows:

P () =G =275), G =gt (=D 1)),

Therefore, in the zero approximation of the small parameter method, expres-
sions are obtained:

U (0) =432 p k), k=0,N—1. (24)

The guaranteed RMS estimate in the zero approximation of the small pa-
rameter method has the form:

FO(N) = g2 Cp T (AP 0k —ahy, (25)
and the error of this estimate is as follows:

mgx{E[x(N)—ﬁ(N)]z}“ ={p O (V)}"?, (26)

gi (L —1/32N
=D +1/22V1)

The representation of the estimation error in the zero approximation by for-
mula (26) allows one to notice a decrease in its value with an increase in the

where p(o)(N) =

quantity of observations, as well as to establish a limit value p(o) (N):

—1+41+2¢,%q3
lim p(o)(N):qlz( 4 CIO).
N —o 2

Solving the boundary value problem (22) of the first approximation
The boundary value problem (22) is reduced to a boundary value problem for
values p(k), k=0,N :
PV k+2)= pV k4D + pV (k) =pr(S 275, 27)
PP@=0, pPN)-p(N-1)=0, k=0,N-2.

The partial solution of the inhomogeneous equation (27) is represented by
formulas with undefined coefficients:

P (k) = (Bik* + Byk + BN +(Dik* + Dok +D3) %, k=0,N,
which have the form:
B, =B/(A*—1), By =—B,(3\* =1)/(A\* 1), B; =0,
D,=-B,, D,=B,, D;=0.
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The general solution of the inhomogeneous equation (27) has the form:
POy =F M + B, +(Bik? + By (W —27%), k=0,N,

where arbitrary constants are determined from boundary conditions (27).
The solution of the boundary value problem (27) is as follows:

PV (k) =[F +(Bik* + Byk)1(0F =27, k=0,N,
A—(1/22Vh
where F‘l Zﬂ{[Bl (N - 1) + Bz](N— 1) - (BlN + BZK)NW} .

Thus, expressions are obtained for the corrections of the first approximation
of the small parameter method:

U () =g5> (A9 pV (k) + AV (k) p O (k)), k=0,N—1,

1

FO(N) =250 .Yy,
PO W) =[F +(BN? + B, -a™). (28)
The guaranteed root mean square error in the first approximation of the
small parameter method is represented by the formula:
o2 (e) =62 (0) + &5 (1) + o(e),

2 2N-1
h 20)= 1 (A =1/2""7)
where c”(0) -1 (L2 (/23T

(1) = pN) = (F + (BN + BN~ 07,

Remark 4. It is worth noting that when using formula (28), it is necessary to
take into account the specific values of the model parameters of the observation
problem ¢,,q;,9,A, as well as the number of observations N , namely: order of
magnitude £c” (1) a smaller than order of magnitude c%(0).

The extended possibilities of applying the small parameter method can be
seen in the following example for other small perturbations of the known matrices
in the model of the observation problem.

Example 2. Let the matrix observations have the form represented by for-
mulas (17), (18), but with other matrices of small perturbation:

Oy =o' Ol kcovoa
AV(k)=a (o Oj,k 0,N —1. (29)

Let’s find the decomposition for the small parameter of the guaranteed value
estimate x(N), as well as its errors.

As in example 1, the guaranteed RMS estimate x(N) has the form:
2N =250 ), (30)

where U,ES) =q62p§f)(p(8) k), k=0,N—1; p®(k), k=0,N are the values

that are determined from the system of difference equations:
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{z“) (k) =z (k +1) - g2 (A9 k), 4 (k)) p© (k), k=N -1,1, z&(N)=1, G31)

PEUh+D)=p P (k) +¢zD(k +1), k=0,N-1, p?(0)=0.

Applying the small parameter method to solve problems (30), (31) we obtain

a guaranteed root mean square estimate in the zero approximation and its error in
the formulas form (24)—(26).

First approximation corrections of the small parameter method for the

guaranteed RMS estimate require the definition of matrices U,(1)=

=qaz(pg))(p(l)(k))+p§(1)(p(0)(k))), where p(O)(k), k=O,_N are the values of

the zero approximation of the small parameter method, and p(l)(k), k= O,_N are

the values of the first approximation of the small parameter method, which are
defined as solutions of boundary value problems

Pk +2)- pVk+ 1)+ pPk)y=Ba™ OF -17), (32)

PP =0, pYN)- pP(N-1)=0, k=0,N-2.

The partial solution of the inhomogeneous equation (27) is represented by
formulas with undefined coefficients:

k
Ppan (k) = B{%j +By(ar)*, k=0,N,
where these coefficients are calculated by formulas:

B, =PBa’/(0\* —ha+a’), B, =—Pa’\/(a*)} —ha+1).

The general solution of the inhomogeneous equation (27) has the form:
k
PV =R+ Bk + B{&j +B,(an)*, k=0,N,
a

and arbitrary constants F, F, are determined from the boundary conditions (32):

F=-(F,+B+5B,),

_ 1 NR-a) “Ny—2n+1 (Ra=1)
F,= —(1 + 1/7C2N+1) {B{a —(7» D IJ + Bz(a A —(k D + IH

Thus, expressions are obtained for the corrections of the first approximation
of the small parameter method:

Ur(1) = o> (A9 pO (k) + 4V (k) p @ (k)), k=0,N -1,
(V) =205 U ()Y,

N
PO WNy=FA +F, N + B, (&J +By(an)™ .
a

The guaranteed root mean square error in the first approximation of the
small parameter method is represented by the formula:

o2 (e) =02 (0)+ec? (1) +o(e),
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gt (=/22N)

here o”(0) =
where 67(0) ) (1+(1/7»2N_1))’

N
o’ = pP(N)y=FrY + KN + B, [ﬁJ +B,(ha) ™.
a

Obviously, that at certain values of the parameter a in model (29), the de-
sired accuracy of the small parameter method can be achieved with a larger num-
ber of observations.

CONCLUSIONS

The article develops constructive mathematical methods for finding linear guaran-
teed root mean square estimates of unknown non-stationary parameters of average
values based on observations of realizations of a sequence of random matrices. It
is shown that, under certain conditions, such estimates are expressed in terms of
solutions of the boundary value problem for the system of difference equations.
Formulas are presented that allow obtaining recurrent estimates of unknown parame-
ters. In the case of the dependence of the average values on a small parameter, the
corresponding asymptotic formulas are given. Asymptotic distributions of linear
parameter estimates and their root mean square errors are given for partial cases.
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IT'APAHTOBAHI CEPEJHBOKBAJIPATHUYHI OIIHKHK TIIPOIHO3Y
MATPUYHHUX CIHOCTEPEXKEHbD B VYMOBAX CTATHCTHYHOI
HEBU3HAYEHOCTI / O.I'. Hakoneunutii, I'.I. Kynin, I1.M. 3iasko, T.I1. 3inpK0

AHoTamisi. J[ociikeHo 3a7a4y JIiHIHOTO OILIHIOBAHHS HEBIOMHUX MaTEMaTHYHHX
CHOMAiBaHb 33  CIOCTEPESKEHHSAMH  peaji3aliii  BHIIAQIKOBUX  MaTPHYHHX
HOCIiZIOBHOCTEH. P03p0o0ICHO KOHCTPYKTHBHI MaTeMaTH4HI METOIM I 3HAXO[-
JKEHHS JIHIMHUX TapaHTOBaHMX CEpPeNIHBOKBAAPATUYHUX OIIHOK HEBIJOMHX
HECTAIllOHAPHHUX TapaMeTpiB CEpeAHIX 3HAYCHb 3a CIIOCTEPEKECHHAMH peaizamiit
MOCTITOBHOCTI BUMIAIKOBHX MaTpuib. [loka3aHo, 10 TaKi TapaHTOBaHI OLIHKH
OJIEpPKYIOTHCS 200 K PO3B’SI3KM KPalOBUX 3a/1ad IJIsI CUCTEM JIIHIHHHUX Pi3HUIEBUX
piBHSHB, a00 SIK po3B’sI3KK BiAmoBigHMX 3ana4 Komi. YcTaHoBIeHO BUTIS HO-
XHOOK MJIsI TapaHTOBAHMX CEPeIHbOKBAJPATUUYHHMX KBa3iMIHIMAKCHHX OLIHOK
CIEL[iaJbHOr0 BEKTOpa MPOTHO3Y Ta MapaMeTpiB HEBIJOMHX CEpelHIX 3Ha4deHb. 3a
HAsBHOCTI Majux 30ypeHb BiIOMHX MaTpHIb Y MOJENI MAaTPUYHHX CIHOCTEPEKESHb
3HAIIEHO KBa3iMiHIMaKCHI CepeIHOKBAAPATUYHI OWIHKY i B MEPIIOMY HaOIMKEeHH1
METO/ly MaJoro napamerpa OTPHUMaHO iX rapaHTOBaHi CepeAHbOKBAIPATHYHI IIO-
xuOku. HaBeneHo nBa TecTOBI NMpUKIAAN OOYMCIICHHS TapaHTOBAHUX CEPeIXHBOK-
BaJpaTUYHUX OLIHOK Ta iX MOXHOOK.

Kio4oBi ciioBa: MaTpuuHi CHOCTEpE)KEHHs, JiHIHHE OLIHIOBaHHS, rapaHTOBaHA
cepeIHOKBAPATHYHA OLiHKA, TOXWOKA TapaHTOBAHOI CEPeIHbOKBAAPATUIHOI OLli-
HKH, KBa3iMiHIMAaKCHa TapaHTOBaHA OI[IHKA BEKTOpA, PI3HUIIEBE PIBHSHHS, METOJ
MaJIoro napamMerpa, 30ypeHHs! MaTPHIIb.
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A GENETIC ALGORITHM IMPROVEMENT BY TOUR
CONSTRAINT VIOLATION PENALTY DISCOUNT FOR
MARITIME CARGO DELIVERY
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Abstract. The problem of minimizing the cost of maritime cargo delivery is consid-
ered. The cost is equivalent to the sum of the tour lengths of feeders used for the de-
livery. The problem is formulated as a multiple traveling salesman problem. In order
to find its solution as the shortest route of the tours of feeders, a genetic algorithm is
used where we present two inequalities constraining the tour length of every feeder
to lie between the shortest and longest lengths. Apart from the constant tour con-
straint violation penalty in the genetic algorithm, we suggest a changeable penalty as
an exponential function of the algorithm iteration, where we maintain the possibility
of the penalty rate to be either increasing or decreasing, whose steepness is con-
trolled by a positive parameter. Our tests show that the changeable penalty algorithm
may return shorter routes, although the constant penalty algorithms cannot be ne-
glected. As the longest possible tour of the feeder is shortened, the changeable pen-
alty becomes more useful owing to a penalty discount required either at the begin-
ning or at the end of the algorithm run to improve the selectivity of the best feeder
tours. In optimizing maritime cargo delivery, we propose to run the genetic algo-
rithm by the low and constant penalties along with the increasing and decreasing
penalties. The solution is the minimal value of the four route lengths. In addition, we
recommend that four algorithm versions be initialized by four different pseudoran-
dom number generator states. The expected gain is a few percent, by which the route
length is shortened, but it substantially reduces expenses for maritime cargo delivery.

Keywords: maritime cargo delivery, tour length, genetic algorithm, tour constraint
violation penalty, penalty discount.

INTRODUCTION

The up-to-date market of cargo delivery is divided into three branches of trans-
portation: ground-surface, water, and air. Among them the water transportation
has been the most used. In general, this is the maritime transportation which is the
basis of the world trading and commerce. Roughly about 80% of all goods are
transported by river, sea and ocean. The amount of maritime cargo has been dra-
matically growing since 1980. In 2020, there were about 1.85 billion metric tons
shipped all over the world, whereas it was only 0.1 billion metric tons in 1980.
Quite naturally, the world fleet of containers has expanded. The gross tonnage of con-
tainer carriers since 1980 has increased from 11 up to 275 million metric tons [1, 2].
The main advantages of maritime transportation over competitors are the
cost and reliability, and also the possibility to deliver any cargo. The main draw-
backs are relatively low speed of delivery and dependence on weather. It is im-
possible to influence weather, when a delivery is scheduled, but it is possible to
increase the delivery speed by routing the most efficient tours. The efficient tour
implies its minimally possible length, expressed in units of either distance or time.
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Tour length minimization is a transportation optimization problem [3]. In particu-
lar, this is a version of the assignment problem or the traveling salesman problem
[4, 5].

In fact, the traveling salesman problem solves the task of routing efficient
tours, using which optimizes the cost of the delivery. It is an NP-hard problem in
combinatorial optimization, whose exact solution usually takes too long to be ob-
tained because exact algorithms perform reasonably fast only for small-sized
problems [6]. Heuristic algorithms perform far much faster producing approxi-
mated solutions and saving computational resources (which are equivalent to time
and budget) [7, 8].

One of the best heuristics is the genetic algorithm allowing to find tours
whose length is practically close to the minimal length of the delivery [9, 10].
Sometimes the length found heuristically coincides with the length in the exact
solution. For maritime cargo delivery with using multiple tours, the genetic algo-
rithm requires such input parameters as follows: a map of ports, a number of
feeders (in maritime transportation, a cargo boat is called the feeder), a population
size, and a series of additional inputs including mutation operators. In detail, the
map of ports is the two-coordinate location of ports which should be visited en
route. The number of feeders defines the maximal number of tours by which the
cargo can be delivered. The population size is the number of randomly generated
tours to be processed by the algorithm.

To obtain the best approximated solution, the adjustable inputs (like the
population size, mutation operators, and others) should be optimally configured.
The optimal configuration is a very tough task being itself an optimization prob-
lem (similar, e. g., to the optimization in AutoML [11, 12]). In this way, rules of
thumb are widely accepted based on recent experience [13, 14]. Another way to
optimize the algorithm performance is to use penalty when a tour length exceeds
an upper length. The upper length is determined by the capability of the feeder
which can cover only the upper length distance and after that it will require fuel
refill. This is a tour constraint whose violation imposes a penalty that expunges
too lengthy tour from the processing. However, the tour constraint penalty is
taken by rules of thumb as well [15, 16]. Therefore, a proper rationalization of the
penalty would improve the genetic algorithm performance.

PROBLEM STATEMENT

The goal is to algorithmize the tour constraint penalty in order to optimize the
genetic algorithm itself. Moreover, the penalty algorithmization is expected to
make possible further minimization of the tour cost. For achieving the goal, the
following five tasks are to be fulfilled:

1. To formalize variables used in the genetic algorithm for a maritime cargo
delivery model. The model is to be formulated based on [15].

2. To substantiate the inclusion of the tour constraint penalty into the algo-
rithm. The penalty must be changeable depending on the state of the algorithm
convergence.

3. To show the advantage of the algorithm using the changeable penalty
compared to the algorithm using the constant penalty.

4. To discuss the significance and practical applicability of the suggested
improvement in the genetic algorithm.
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5. To make an unbiased conclusion on the contribution to the field of genetic
algorithms used, in particular, to optimize maritime cargo delivery. An outlook of
how the research should be extended and advanced is to be made as well.

MARITIME CARGO DELIVERY MODEL

We have N ports, from one of which every feeder starts its tour and ends up by
returning to that port. By default, the port is assigned number 1 and is called the
hub. Let p,, and p,, be coordinates of port k. Coordinates of all the ports are

gathered in matrix
P=[pulna- )
The distance between port £ and port j is

plk. )= (P~ P)* +(pia — p2)* by k=L, N and j=T N.

All the distances are gathered in matrix

D =[p(k, )yxy - )
Obviously,

pk. )=p(j:k) Yk=1, N and V=1 N
and
p(k,k)=0 Vk=1,N.
So, matrix (2) is symmetric:
D=D".

Matrix of distances (2) is directly associated with durations of the maritime cargo
delivery. The durations, in their turn, can be treated as the costs of the delivery.

The maximally possible number of feeders is denoted by M where

max °

M € NN {l} We consider binary variable xy;, associating ports k and j and
feeder m , where m =1, M and M is a current total number of feeders:

MM gy - 3)
Thus, x,, =1 if ports & and j are included into the tour of feeder m , where the
feeder visits either port ;j after port k£ or port &k after port j: if xj,, =1 then

X =0 and if x;,, =1 then xj;,, =0 for non-two-port tours. If a tour of feeder

m is of just ports 1 and &, then xy;,, = x;;,, =1 because the feeder must return to
the hub. Otherwise, if feeder m does not visit port j after port £ nor port k£ af-
ter port j, x,, =0 (although ports k£ and j still can be included into the tour of

feeder m ). So,

xkjme{oal} by k=1,_N and jzl,_N and m=1, M 4
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by
N M
Z lejm =M (5)
j=2m=1
and
N M
DD X =M, (6)
k=2m=1

where equality (5) means that each of M feeders only once departs from the hub,
and equality (6) means that each of M feeders only once arrives to the hub.

Meanwhile, a feeder may not cover the distance greater than d,,, . There-
fore, inequality

N N
Zzp(k’j)'xkjmgdmax Vm=1, M (7
k=1j=1
constrains the tour of every feeder. Moreover, the feeder must not be charged for
the delivery if its tour is too short. If d,;, is the shortest possible tour of the feed-

er, inequality

N N
Zzp(k’j)'xkjm>dmin Vm=1, M (®)
k=1;=1

also constrains the tour of every feeder.

Only one feeder can arrive at port j, being not the hub, from only one port

(which can be the hub). This is expressed by equality

N M

ZZxkjmzl Vj=2,N. )]
k=1m=1

Symmetrically, only one feeder can depart from port k& , being not the hub, towards

only one following port (which can be the hub). This is expressed by equality
N M

> Yy =1 V=2, N. (10)

J=lm=l1

Every feeder must depart from the hub and arrive at it, so its tour is a closed
loop. This is ensured by the following requirement:

> zxk§m<|Qm|_l

keQy j€0u \k
V0, cT, =1L {g!"}im} c {Il, N} by 2<|0,|<4,, and Vm=1,M (11)
with tour
T, ={L{g/"}/m} < I, N} (12)
of feeder m . Constraint (11) eliminates any subtours of every feeder. This en-
sures that a feasible route of delivering maritime cargo is of closed loops only,
where every loop is a feeder tour starting off the hub and ending up by returning
to the hub.

To optimize the maritime cargo delivery, we minimize the sum of all the
tours of the feeders: objective function
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M
pZ(Nﬂ M’ {{{xk]m}k 1}] 1} -1’ mm’ maxj ZZ Zxkjm p(k ])
k=1j=1m=1
is to be minimized subject to constraints (3)—(12). The minimization is implied to
be done over binary variables (4) along with trying to minimize the total number
of feeders used in the tours. That is, the minimization goal is to find such

M"e{l, My}
and

x;jm €{0,1} for k=, N and j=1, N by m=1, M"

at which

N M
Z Zxkjm p(k, j) =
j=lm=1

_|| MZ

*

* * M
= pZ(Na M > {{ {xkjm}llcvzl}yﬂ} -1’ dmim dmaxj =

m

M
> X - Pk, ). (13)

1m=1

T M=

N
= min Z

N N
{{xkjmfk 1‘[—1’ k=1j
=1, M, M=1, My

The solution given formally as

et} (14)

m=1

allows to build a set of M~ the most rational tours of M~ feeders. Sum (13) of
these tours is the shortest route to deliver maritime cargo and return to the hub.

THE TOUR CONSTRAINT PENALTY

Even for a few tens of ports, it is an intractably time-consuming computational
task to find an exact solution of problem (13) subject to constraints (3)—(12). A
solution whose route length is quite close to the shortest route length is obtained
by genetic algorithms. One of the best genetic algorithms designed for solving
problem (13) subject to constraints (3)—(7) and (9), (10) was presented in [15].
Herein, we add constraint (8) cutting off too short feeder tours, and add constraint
(11) with tour (12) of feeder m eliminating subtours.

The genetic algorithm uses four forms of chromosome mutations: flip, swap,
slide, and crossover. The crossover operation takes two chromosomes, cuts each
chromosome in two parts in random places, and interchanges those parts. For
generating a random place of the chromosome cut, the minimal number of ports
every feeder should visit without counting the hub after starting off port 1 (hub) is

used. This number is
N-1
H . = , 15
min W(Mmax J ( )
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where function y(x) returns the integer part of number x [17]. In addition, with-

in the crossover operation, two chromosomes as tours of two different feeders
may be merged into a single tour allowing to decrease the number of feeders used
to deliver maritime cargo. This is done with using a merging probability B given

at the input of the genetic algorithm.
Let H,, be the number of ports which feeder m should visit after starting

off port 1 (hub). Thus, we denote the vector of the tour of feeder m (vector of
ports which feeder m should visit in the order of the sequence of the vector ele-
ments) by

E, =[N, - (16)
So,

M -
Uy = (2, N} (17)
m=]

Initially, tours {Fm }Aml=1 of feeders are randomly generated by breaking the set of

non-hub ports {2, N} with using integers (15) and M . Each feeder has a series of
such tours called population.

For every element of the population, the following routine is executed during
an iteration of the algorithm. First,

d,=0form=1,M.
The distance to the port following the hub is calculated as
d,y =p(l, ™).

Then, the remaining distances except the last one are accumulated into d,, :
AW =d,, d, =d™ +p(f", () for k=1, H,, 1.
Finally, the distance of returning to the hub is:
Ay =d,, d, =d +p(f", 1), (18)

To improve selectivity of the best feeder tours to solution (14), and to ex-
punge tours which violate conditions (7), (8), the tour constraint violation penalty

is applied. Thus, as it was shown in [15], if d,, >d,,, then a current accumulated

distance d,, after (18) can be increased with a factor A >0:
b b
dr(nObS) = dm p dm = dr(no Y + (dr(no V- dmax) A

The increment of d,, in the case of d,, <d;, can be done in the same way.

min

However, we introduce a more flexible tour constraint violation penalty. In
our version, the penalty rate depends on the iteration (denoted by i) of the genetic
algorithm. It is either increasing or decreasing that is controlled by a positive pa-

rameter o :

i-‘lfa‘
b

r(i)y=1+

Itsign(o-1) s1gr;(oc =D +sign(l-a)e
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where the case o =1 is excluded. The penalty rate is increasing if o >1, and it is
decreasing if a<1. For instance, if oo =1.01 then the penalty rate exponentially
increases from a number close to o (because r(1) ~ o in this case) up to 2 (Fig. 1).
If, say, a=0.995 then the penalty rate exponentially decreases from a number
close to 1+ a (in this case r(1) is slightly greater than 1+ o ) down to 1 (Fig. 2).
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Fig. 1. The increasing tour constraint violation penalty by « =1.01
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Fig. 2. The decreasing tour constraint violation penalty by « =0.995

Therefore, upon obtaining accumulated distance d,, by (18), if
d,, >d., then

max
d,(nObS) — dm , dm — dIS,IObS) + (d,g;)bS) _ dmax) . ]”(l) .
If d, <d_. then

dr(nObS) = dm > dm = dig?bS) + (dmin - dr(nObS)) : I"(i) .
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Finally, sum

M
52 (N, M, {Fm}ﬁz/ﬁlﬂ dmim dmax; a)= de

m=1

is calculated and minimized over the population. Obviously,
M*

~ M * * N N

Ps (N’ M, {Fm}m=1’ dmin’ dmax; OL)> Ps N, M, {{{xkjm}k:l }j=1} ’ dmin’ dmax
m=1

Herein, the question is which o is to be selected. The matter is that at dif-
ferent values of o the output of the genetic algorithm varies. This is so due to the
state of the algorithm convergence varies depending on how tours violating re-
quirements (7), (8) are expunged. Therefore, it is better to run through a set of the
values and to select such a value at which the route is the shortest. The first run of
the algorithm is done at o =1.01, whereupon the value is decreased by a factor
slightly less than 1:

a® =, a=0.9990". (19)

After 10 runs, the penalty rate is still an exponentially increasing curve because
o ~1.000946 . Since the 11-th run, the penalty rate decreases because then
a~0.999945 . In fact, o >0.95 for the first 62 runs, whereas o < 0.95 after the
63-rd run. So, we re-run the algorithm until o > 0.95 starting with o =1.01 and
proceeding by (19). Besides, we use an early stop condition imposed on the re-
running. Denote by

5; = EZ(N’ M*a{Fm}]r:llﬂ, dmin, dmax; OL*)

the shortest route length found so far. Denote by s, the counter of fails to im-

prove the route (i. e., to shorten its length), and denote the maximal number of

such fails by s&™ . If

*

ﬁZ(Na M*’ {Fm}%zl’ dmin’ dmax; a) < ﬁ; (20)
for a next value of oL = &, then

~F o~ * e ~
Py = pZ(N’ M > {Fm}mzl’ dmin’ dmax; aj

and

o =a,
whereupon the counter of fails is set at 0:

S =0
Otherwise, if (20) is false,

(obs) _ _ (obs)
Stail . = Stail » Sgail = Sgayy . +1-

(max)

So, the algorithm is re-run while o >0.95 and sp; < g,
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To see whether the algorithm performs better with a decreasing tour con-

(max)

straint violation penalty, we need sy, >10. In any way, the last value of o in

ascertaining the performance must be less than 1. Therefore, in short, the de-
scribed flexible penalty may be called the tour constraint penalty discount, al-
though an increasing tour constraint violation penalty can give the shortest route
as well (for simplicity, the route returned by the algorithm we will further call the
shortest, although a shorter route may exist). In this case, it can be said that a pen-
alty discount is given at the start of the algorithm run; as the run advances (the
number of passed iterations increases), the discount decays.

TESTING

First, we test the algorithm for 10 to 50 ports randomly scattered. In this case, all
ports coordinates (1) are in matrix

P=50-O(N,2)
by
N=5+5n,n=1,9

and an operator O(N, 2) returning a pseudorandom N X2 matrix whose entries
are drawn from the standard uniform distribution on the open interval (0;1). The
remaining parameters are:

M, =2,s0=15,3=0.05,

m

N
Qo =¥ 125-y| 0.5-maxs > p(k, )¢ ||,
j=1

k=1, N

i :C(()-l‘dmax)ﬂ (2D
where function {(x) rounds number x to the nearest integer towards infinity.

The maximal number of iterations is 3600, whereas the algorithm early stop con-
dition is used, by which (a run of) the algorithm is stopped if the shortest route
length does not change for 720 iterations (a one fifth of the maximal number of
iterations). The test is repeated for 100 times for the algorithm used in three ver-
sions: with the tour constraint penalty discount, with the constant penalty by

ri)=1 Yi=1,3600, (22)

and with the augmented constant penalty by

(i) =100 Vi=1,3600. (23)

Overall, there are 900 route lengths (for instances of randomly generated
ports) returned by each of the three versions, where M~ =1 (the shortest route is
of a single tour in every solution). We will refer to them as v, v, v, , respec-

tively. Whereas the pseudorandom number generator outputs the same instance
for each of the three algorithm versions, re-runs for v are not initialized with the
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same pseudorandom number generator seed. The advantage of the algorithm us-
ing the changeable penalty compared to the algorithm using constant penalties by
(22), (23) can be seen in Table 1, where “better than” implies producing a shorter

route. Table 2 shows that v, has been worse than v, in less than 1.5 %. Com-
pared v, to v, this percentage is even far smaller — just 0.1111 % (only one of
those 900 route lengths produced by v, has appeared to be longer than the
respective route length produced by v, ; this is an instance of 50 ports whose
vo-route length is 274.8312 and v;-route length is 274.6006). Table 3 shows that
v, and v, are more likely to produce the same result (strictly speaking, the

equal lengths of the routes, whereas the routes themselves may differ in particular
regions). The percentage of instances where v, performs identically to v, or v,

is not that small. At least, this is 20% on average.

Table 1. The percentage of instances where one algorithm version produces
a shorter route than the other version

v, better than v, v better than v,,, Vv, better than v,
Overall average 75.7778 75.8889 19.3333
10 10 17 11
15 55 51 8
20 78 71
25 83 84 14
N 30 88 88 19
35 88 89 22
40 95 95 29
45 90 90 28
50 95 98 34

Table 2. The percentage of instances where one algorithm version produces
a longer route than the other version

Vv, worse than v, | v, worse than v, | V, worse than Vv,
Overall average 0.1111 1.4444 21.5556
10 0 0 2
15 0 0 15
20 0 0 17
25 0 0 17
N 30 0 0 19
35 0 3 28
40 0 3 24
45 0 6 40
50 1 1 32
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Table 3. The percentage of instances where two algorithm versions produce
the same route lengths

Vo and v, Ve and vy v and vy
Overall average 24.1111 22.6667 59.1111
10 90 83 87
15 45 49 77
20 22 29 74
25 17 16 69
N 30 12 12 62
35 12 8 50
40 5 2 47
45 10 4 32
50 4 1 34

In the test, v, has produced 653 route lengths (72.5556 %) by a>1 (i.e.,
by an increasing tour constraint violation penalty). All the 100 instances of 10
ports are solved by o >1. Then, however, the percentage of instances where v,
has produced the shortest route by an increasing tour constraint penalty starts de-
creasing (Fig. 3). The way how the best values of o are distributed shown in
Fig. 4 delusively hints at that the increasing penalty is better than the decreasing
one. Meanwhile, it is worth noting that 224 of 900 instances has been v -solved
by starting with a=1.01. The distributions of the best values of o for the
number of ports in Fig. 5 confirm that the decreasing penalty becomes more influ-
ential as the number increases.
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A simple example of how the changeable penalty algorithm outperforms the
two constant penalty algorithm versions is presented in Fig. 6. Compared to Fig.
7, where both the constant penalty algorithm versions produce the same route, the
changeable penalty algorithm shortens the route by 3.7837 %, which is quite con-
siderable and significant improvement. A more intricate example is presented in
Fig. 8, where the shortest route through 50 ports is found at an increasing tour
constraint violation penalty as well. Compared to Fig. 9, showing the shortest
route found by v, the changeable penalty algorithm shortens the route by

11.1689 %. Moreover, algorithm version v, seeming to be a slightly more ro-

bust than v, produces a longer route (Fig. 10). Its length is 15.5299 % greater
than that in Fig. 8.

@9

Fig. 6. The v,-solution of an instance with 10 ports by o =1.008 , where p; =139.5179

4
5

€9
Fig. 7. The worse solution of the instance with 10 ports in Fig. 6 by v; and vy, , where
Py =145.0045
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Fig. 9. The v,-solution of the instance with 50 ports in Fig. 8, where 5; =320.5976
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Fig. 10. The v, -solution of the instance with 50 ports in Fig. 8, where 5; =337.1495

It is noteworthy that the results reported in Tables 1-3 and Figs. 3—5 are sta-
tistically reliable, i. e. they are approximately repeatable for other pseudorandom
number generator seeds. Thus, in another series of 900 instances, the overall aver-
age percentages from Table 1 first row are now 73.6667 %, 75.7778 %, 21 %
(there have been obtained 189 routes by v; whose lengths are shorter than lengths
by vq9 ), respectively. So, v, is indeed “better than” v, and v, in about 75 %
of the modeled instances. The overall average percentages from Table 2 first row
are now 0.1111 % (once again only one of those 900 route lengths produced by
v, has appeared to be longer than the respective route length produced by v,),

0.8889 % (the difference is so big due to a few instances where v, is “worse
than” vy ), 16.8889 %, respectively. Just like in the first series, the only instance
whose v -route is longer than v,-route has appeared to be of 50 ports, where the

vg-route length is 272.0435 and the v{-route length is 271.7023 (the difference in

the first series is even smaller). Eventually, the overall average percentages from
Table 3 first row are now 26.2222 %, 23.3333 %, and 62.1111 %, respectively,
being really close to those ones in Table 3.

A very specific property of the genetic algorithm is that its result as the
shortest route length depends on the pseudorandom number generator state seeded
at the beginning of a test. Hence, we try re-running v, initialized with the same
pseudorandom number generator seed. By this set-up of the test, the shortest route
length does depend on whether oo >1 or a <1. Nevertheless, this dependence is
weak: 769 instances have been v -solved by a =1.01 (the starting value for the
increasing penalty rate), whereas just 99 instances have been v,-solved by
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a=0.999945 (the starting value for the decreasing penalty rate). Similarly to
Tables 1-3, the comparison to v; and v, is presented in Tables 4-6. These ta-

bles clearly show that the advantage of v, is not that big, if any.

Table 4. The “better than” percentages for the same pseudorandom number

generator seed test

v, better than v, | v, better than v,y | v; better than v,

Overall average 42.5556 45.6667 21
10 11 15 10

15 32 32 6

20 37 37 8

25 48 49 17

N 30 46 48 25
35 50 50 24

40 52 63 28

45 50 62 35

50 57 55 36

Table 5.
generator seed test

The “worse than” percentages for the same pseudorandom number

vy worse than v, | v, worse than v, | v; worse than v,
Overall average 40.5556 37.3333 16.8889
10 6 4 4
15 27 28 9
20 47 45 9
25 46 44 12
N 30 51 47 15
35 47 48 17
40 48 37 26
45 50 38 25
50 43 45 35

Table 6. The “equal route lengths” percentages for the same pseudorandom
number generator seed test

Vo and v Vo and vygo v and vy
Overall average 16.8889 17 62.1111
10 83 81 86
15 41 40 85
20 16 18 83
25 6 7 71
N 30 3 5 60
35 3 2 59
40 0 0 46
45 0 0 40
50 0 0 29
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Table 7 shows what the pure advantage is (when the algorithm version is si-
multaneously compared to the two other versions). Moreover, the average route
length by v, is 233.5604 (averaged over 900 route lengths), whereas the average
route lengths by v, and vy, are 234.0213 and 234.41296, respectively. There-
fore, at least a tiny advantage of v, does exist, i. e. using the tour constraint pen-
alty discount may indeed shorten the route.

Table 7. The percentages of performance comparison for the same pseudo-
random number generator seed test

better than the two
other versions

worse than the two
other versions

not worse than the
two other versions

Vg 36 31.5556 53.6667
v 14.1111 12.5556 53.1111
Vioo 9.6667 15.2222 48.5556

The final test is done for each of algorithm versions v;, vio9, Vv, by

sgri‘lax) =19 and resetting every re-run with a new pseudorandom number genera-

tor seed being the same for v, voy, v, . This is the purest experiment, where
every instance is solved at least 20 times (and there are 19 attempts to shorten the
very first route length). It is v,-solved for 10 times by the increasing penalty and
10 times by the decreasing penalty, unless a shorter route is found by a decreased
o . Now, the performance comparison similar to Table 7 is presented in Table 8.
It is clearly seen that the purest advantage of v, does exist (because there have
been v,-found 33 routes, which is 3.6667 %, each shorter than any of 20 routes by
v, and any of 20 routes by v;(, in the respective 33 instances). However, the pur-
est advantage of vy, seems to be stronger. Amazingly enough, there have been
v,-found 134 routes (14.8889 %) each shorter than any of 20 routes by v;(, in the
respective 134 instances. Contrariwise, there have been v;q,-found 143 routes
(15.8889 %) each shorter than any route by v, in the respective 143 instances. In

other words, the algorithm version using the tour constraint penalty discount has
an efficiency comparable (roughly speaking, almost the same) to the effi-
ciency of the algorithm version using the high constant penalty. The respec-
tive percentages for v, and v, are 8.3333 % (v, outperforms v;) and

11.2222 % (v, outperforms v, ).

Table 8. The percentages of performance comparison for the purest experiment

better than the two
other versions

worse than the two
other versions

not worse than the
two other versions

Vg 3.6667 6.1111 79
v 7.4444 5.8889 81.8889
Vi0o 12.2222 12.5556 80.2222
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Consequently, the algorithm using the changeable penalty sometimes
outperforms the algorithm using the constant penalty. Although this occasion
is not very likely, there are expectedly about one problem of 25, when the
changeable penalty algorithm will produce a shorter route than routes by the
constant penalty algorithm versions. The latter can outperform as well, with
slightly higher likelihoods.

The final test has revealed another interesting peculiarity. Among those 900
instances, 215 shortest routes by v, have been found by a=1.01, 88 shortest

v,-routes have been found by o =1.009, and 68 shortest v,-routes have been
found by o =1.008 (the two nearest values to 1.01). The distribution resembles
that one in Fig. 4. The ratio of the number of instances solved by a>1 to the
number of instances solved by a <1 is about 2. Consequently, the increasing
penalty has its one advantage over the decreasing penalty, but still the latter is
“needed” roughly in every third problem solved by the changeable penalty algo-
rithm.

DISCUSSION OF THE CONTRIBUTION

The experiment with controllable seed for generating maritime cargo delivery
problem instances and for randomly generating tours (16) for (17) has shown that
the changeable penalty, along with the constant penalty, is an important parameter
of the genetic algorithm. It has been also revealed that the algorithm output de-
pends on the seed. It is unclear how the best value of a could be selected. More-
over, it is impossible to foresee that the constant penalty algorithm version will
not be outperformed by the changeable penalty algorithm. Therefore, the best de-
cision is to use both the constant and changeable penalty versions (say, by run-
ning them on parallel processor cores), whereupon the shortest route length is
trivially selected. In our case of study, we propose to run simultaneously four ver-
sions: vy, Vjgo, Vo, by a=1.01, and v, by a=0.999945 (here the penalty has
the slowest descent; during the starting few thousand iterations, it decreases al-
most linearly).

An example of how the suggested changeable penalty improves the genetic
algorithm is presented in Figs. 11-13. A maritime cargo delivery problem with 45
ports is solved, starting with the same pseudorandom number generator seed, by
using the low constant penalty by (22), the high constant penalty by (23), and the
increasing penalty with a=1.01. As we can see, the high constant penalty has

improved the low constant penalty route length by just 0.08 % (5; =300.90902
in Fig. 12 against ﬁ; =301.1532 in Fig. 11). The improvement by the increasing
penalty is far more significant: it is 3.8194 % (ﬁ; =289.4161 in Fig. 13) com-
pared to 5; =300.90902 in Fig. 12, and it is 3.8974 % compared to
Py =301.1532 in Fig. 11.
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Fig. 12. The v,-solution of the instance with 45 ports in Fig. /1, where p; =300.90902
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Fig. 13. The v.-solution (a=1.01) of the instance with 45 ports in Fig. 11, where
Py =289.4161
Despite the example in Figs. 11-13 is a good demonstration of that the
changeable penalty is a real improvement of the genetic algorithm, a counterex-
ample is easily generated just on the same maritime cargo delivery problem by re-
running the constant penalty algorithm versions and v, (a re-run implies that the
pseudorandom number generator state is changed). Thus, in a series of 302 re-
runs, the shortest route length by v, varies between 272.8407 and 323.0998, and
the shortest route length by v, varies between the same lower and upper bounda-
ries. The shortest route length by v, varies between 272.8407 (the same lower
boundary) and 317.6751, so its upper boundary is less than that for v; and v, .

Nevertheless, as the maximally possible number of feeders is increased, the
suggested changeable penalty further improves the genetic algorithm. In this case,
we have

1 S
dimax =VY| 1.25-y M : Ta—x Zp(k’])

max k=1, N Jj=1
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and (21), i. e. the longest and shortest possible tours of the feeder are shortened.

For the same instance with M . =6, the performance of v, in a series of 738

re-runs is significantly better. The lower and upper boundaries in this case are
274.1295 and 321.0341 for v, 274.70303 and 317.0557 for vy, 272.8407 and

323.7964 for v, , where the shortest route length 5; =272.8407 is found in a re-
run with 5; =288.4775 (it is even shorter than that in Fig. 13) by v, and

Py =297.49702 by vy, . Furthermore, in this “local” test series v,, is better than

the two other versions in 27.9133 % and is worse than the two other versions in
23.9837 % of all re-runs. These rates are 3.9735 % and 1.9868 % for the series
with M, =2. By the way, the performance of the high constant penalty algo-

rithm with M, =6 significantly drops: the average route length is 290.4455
within the 302 re-runs with M, =2, and itis 295.3313 with M, =6.

At last, it is important to note that all the generated instances in our testings
have been such that, in the solution returned by the algorithm, only one feeder

was required to cover the shortest route (M T=1 ). This is practically possible and
applicable due to we set the longest possible tour of the feeder at a relatively high
value. Even though the shortened route length by the suggested improvement in
the genetic algorithm is small, it is a significant decrement of the maritime cargo
delivery cost.

CONCLUSION

We have presented a tour constraint violation penalty to the genetic algorithm for
solving a maritime cargo delivery problem formulated as a multiple traveling
salesman problem. The penalty is an exponential function of the iteration, where
we maintain the possibility of the penalty rate to be either increasing or decreas-
ing whose steepness is controlled by a positive parameter o. Our tests have
shown that the changeable penalty algorithm may return shorter routes, although
the constant penalty algorithms cannot be neglected. Therefore, our contribution
to the field of genetic algorithms is the monotonous flexibility of the tour con-
straint violation penalty. The usefulness of this flexibility grows as the longest
possible tour of the feeder is shortened. It is so due to a penalty discount is re-
quired either at the beginning or at the end of the algorithm run to improve selec-
tivity of the best feeder tours. In optimizing maritime cargo delivery, we propose
to run the genetic algorithm by the low and constant penalties along with the in-
creasing and decreasing penalties, whereupon the solution is the minimal value of
the four route lengths. In addition, we recommend the four algorithm versions to
be initialized by four different pseudorandom number generator states. Although
the gain is just a few percent (by which the route length is shortened) or less, it is
a substantial reduction of expenses for maritime cargo delivery.

The research should be extended and advanced in the way of studying the
pseudorandom number generator state influence. As we have revealed that the
state influences the algorithm output, it is to ascertain lower and upper boundaries
of the route length. Another open question is how many re-runs should be made
(by changing the state) to obtain the shortest possible route in a maritime cargo
delivery problem.
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IHOKPAIIEHHSA T'EHETUYHOI'O AJITOPUTMY Hé& OCHOBI ILI/ICKOHTS."
IITPA®Y 3A NMOPYHIEHHA OBMEXEHb PEHUCY JUUIsSIT MOPCBKOI
JTOCTABKH BAHTAXIB / B.B. Pomaniok, A.1O. Pomanos, M.O. Manakciano

AnoTanisi. Po3risHyTO 3a1ady MiHIMI3amii BAPTOCTI MOPCHKOT TOCTaBKU BAaHTaXKIiB.
Ll BapTicTh eKBiBaJEHTHA CyMi JOBXKHH peHCiB (ifepiB, M0 BUKOPUCTOBYIOTHCS
VIS OCTaBKU. 3amava (OpMYIIOEThCs Y (GopMi 3aadi IEKiIbKOX KOMiBOSKEPIB.
Jnst 3HaXODKEeHHsI po3B 513Ky y (OpMi HAlIKOPOTIIOTO MapIIpyTy, IO CKIAIAETHCS 3
peiiciB dinepiB, BAKOPHCTOBYEThCS T€HETHYHUIT alrOPUTM, y IKOMY JBi HEpiBHOCTI,
KOTpPi OOMEXYIOTh JOBXKHHY peicy KOXKHOro ¢izepa 10 iHTepBaly MiX HaHKOpOT-
1I0I0 Ta HalOumbmow MoBxkuHAMH. OKpiM cTamoro mrpady 3a MOpyIIeHHS oO0Me-
JKEHb peiicy y TeHeTHYHOMY aJTOPHTMIi 3allpOIIOHOBAHO 3MiHIOBaHHU mTpad y ¢o-
pMi eKkcroHeHniabHOI (GyHKIIT iTepamii anropuTMy, A€ 3aIHIIAETHECS MOXIIUBICTD
SIK 3pOCTAIOYOro, TaK i CramHoro mrpady, 4us KPYTH3HA KOHTPOIIIOETHCS JESIKUM
JONAaTHUM TNapaMeTpoM. TecTH HMOoKa3yIoTh, 10 aJITOPUTM 31 3MiHIOBaHHM IITpadoM
MOKE€ TIOBEpPTaTH KOPOTIII MapLIpyTH, X04a AJITOPUTMH 31 CTAIMMHU mTpadamu He
MOXYTh OYTH BiIKMHYTI. 31 CKOPOUEHHSIM HaiJ0BLIOrO peicy dinepa 3MiHIOBaHHUI
wrpad crae OiIbII KOPUCHUM 3aBISIKH TOMY, IO JCSKUI TUCKOHT IuTpady moTpio-
HMIT Ha oyaTKy ab0 HANPHKIHII IPOTrOHY aJrOPUTMY 338 MOKPAILIEHHS CEJNeKTH-
BHOCTI Halikpamux peiiciB ¢igepis. i1 onTuMizamii MOPCHKOI TOCTaBKH BaHTaXiB
3aIIPONIOHOBAHO 3aIlyCKAaTH JaHWil TEHSTHYHUI aIrOPUTM 32 HU3BKOTO Ta BHCOKOTO
mrpadiB pa3oM 31 3pOCTAIOUNM Ta CIIAJAI0YNM IMITpadaMu, MIiCIs YOT0 PO3B’SI3KOM €
MiHIMaJIbHE 3HAYEHHS 3 YOTHPHOX BIIIOBIIHHUX JOBXUH MapIIpyTiB. PekomennoBa-
HO iHiLiani3yBaTH Lli YOTUPH Bepcii aIropuTMy YOTHPMA Pi3HUMH CTaHaMH I'eHepa-
TOpa INCEeBAOBHNAAKOBUX uucen. O4iKyBaHUI BUTpall CKJIAQJA€ IEKiNbKa BiIICOTKIB
CKOPOYEHHS JJOBXXMHM MapIIPYTY, ajie ULl MOPChKOT JOCTABKH BaHTaXIB i€ € 3Ha4-
HHMM CKOPOYCHHSM BUTpAT.

KurodoBi ciioBa: Mopchbka JIOCTaBKa BaHTaXIB, JOBXKUHA PEiCy, TeHETUYHHI aliro-
puTM, ITpad 3a HOPYLIEHHST 0OMEKEHb peHCy, AUCKOHT mWTpady.
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3ACTOCYBAHHA KPUBHUX BE3b€E JI5A OIIMCY ®OPMH
KOHCTPYKIII TPV ONTUMI3AIIL KJIEWOBOI'O 3°€THAHHSA

C.C. KYPEHHOB, K.I1. BAPAXOB, I'.C. BAPAXOBA

AnoTamnisi. Po3B’s13aH0 3aady TONOJIOTIYHOI ONTHUMI3aLil CUMETPUYHOTO ABO3pi3-
HOTO 3’€[HaHHs. 3anpornoHOBaHa MaTeMaTHYHa MOJIEJb 3’ €IHAHHS 3MiHHOT TOBILH-
HH € y3araJlbHEHHsM KkiacuuHol mopeni ['omanma—PeiiccHepa. ®opma Hakimaaku
OMHUCYEThCA 32 JonoMororo KpuBoi bespe. lllykaHumMu BemUUMHAMU B 3a7adi ONTH-
Mi3alii € KOOpAMHATH KOHTPOJIBHUX TOYOK KpuBOi besbe. L{inpoBoto ¢yHKIiEIO MO-
ke OyTH SIK JOBXHHA 3’€[HAHHS, TaK 1 IUIOIIA ITONIEPEYHOrO Iepepidy HaKIauKH.
OOMexeHHS HAKIAJAloThCsl Ha HaNpyKeHHS B KIEHOBOMY IIapi Ta B HAKJIAII.
[Mpsimy 3amauy 3i 3HAXOMKEHHS HANPYKEHOT'O CTaHy 3’€IHAHHS 33 33aHUX FeOMeT-
PUYHUX IIapaMeTpiB PO3B’S3aHO 3a JOMOMOTOI0 METOAY CKiHUYSHHHX pi3HMIb. J{is
PO3B’sI3aHHs 33/1a4i ONTHMIi3allii BUKOPUCTAHO T€HETHYHHUH alIrOpUTM. 3 METOIO MO-
KpalleHHs1 301KHOCTI TeHETHYHOrO aIrOPUTMY 3alpOIIOHOBAHO OCTPIBHY MOJENb
€BOJIIONIT, sIka 3a0e3neuye MIBUAKICTh €BOMIOLIIHOTO BiOOpYy i CTabINbHICTD HOCST-
HYTHUX pe3ynbTaTiB. PO3B’A3aHO0 MOZETIbHY 3a1a4y.

KunrodoBi cioBa: TpumrapoBa KOHCTPYKIIis, TOINOJIOTIYHA ONTHMI3awisl, TCHETHYHIH
AJITOPUTM.

BCTYII

KietioBi 3’eHaHHS BHAITYCK € HEBiJ’ €MHOI) YaCTUHOK KOHCTPYKIIIN 13 KOMIIO-
3UIIHHUX MatepianiB. [lommpeHHs KISHOBUX 3’ €JHAHDb Y KOMITIO3UTHUX KOHCTPY-
KIiIX 3yMOBJICHO IX BHCOKOIO TEXHOJIOTIYHICTIO, TEPMETUYHICTIO, MAJIOK) Macolo,
BHCOKOI0 aepoJuHaMiuHO0 edekTruBHicTIO. KileloBl 3’€HAHHS BHAIYCK HE IIO-
PYUIYIOTh CTPYKTYPY KOMIIO3UTIB 1 JO3BOJISIFOTH peali3yBaTH Y KOHCTPYKINI 1X
BUCOKI Mil[HICHI Ta MexaHi4yHi BiacTUBOCTI. OIHAK BiZIOMUM HENOIIKOM 3’ €qHAHb
BHAIlyCK € KOHIICHTpALlil HANpPYXeHb Yy KJICHOBOMY Iapi Ha Kpasx IUISTHKH
ckietoBaHHA [1; 2]. [l 3HIKEHHS] KOHIIEHTpAIIil HAMPY>KeHb 1 MiIBUAMIECHHS Mill-
HOCTI 3’€IHAaHbL BUKOPHCTOBYIOTHCS Pi3HI KOHCTPYKTHBHI pIIlIeHHS, Taki K 30i-
JBITICHHS TOBIIMHY KJIEHOBOTO IMapy Ha Kpasx 3 e€aHaHHs [3], 3MEHIICHHS TOB-
IITIHY TUIACTHH O Kparo 3’€MHaHHS [4], BUKOPUCTAHHS ACKITBKOX PI3HUX THUIIIB
kneiB [5], iHmn cmocobu [6; 7]. 3acToCyBaHHS CHUMETPHYHUX IBOCTOPOHHIX
3’€JHAHb JIO3BOJISIE YCYHYTH BUTWH KOHCTPYKIIi i 3MEHIIWTH BiJIpHBHI HAIPYy-
JKEHHs y KierioBoMy mmapi [8—10].

3agada TOMOJOTIYHOI ONTUMI3aIl € AKICHO CKJIaHIIIOI 3aJayero, HOK 3a-
Jada KiacM4HOi mapaMeTpudHoi onrtumizamii. TomosoriuHa —onTHMi3awis
3’€JHAHHS BHAITYCK, SIK TTPABHJIO, MTOJISATAE B 3HAXO/KEHHI ONMTUMAIFHOI TOBXHHN
3’€JJHAHHS 1 3aJICXKHOCTI 3MIHHM TOBIIWHU IUIACTHH, IO 3’ €IHYIOTHCS IO JTOBXUHI
TUISHKA cKiIeroBaHHA. OIHUM i3 MOXIIMBHX CITOCOOIB pO3B’s3aHHS ITiE€Tl 3a71adi €
JIUCKPeTH3allis MyKaHoi (yHKIII. Y [bOMY BHITQJKy 3a/a4a 3BOJUTHCS 10 3HAXO-
JUKCHHS TOBIIIMHY €IEMEHTIB KOHCTPYKIIi B cuctemi Touok [11]. [Tepexin Bixg He-
nepepBHUX (QYHKIIN 10 JUCKPETHUX JO3BOJISE ONTHUMI3yBaTH 3’ €JHAHHS 3 IIOKPO-
KOBOIO 3MiHOO TOBIIMHM [12]. SIKIo X IIykaHa (YHKIS € HENMEPEepBHO, TO TO
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il MOKHa ommcaTH 3a BIJOMHMH 3HAYEHHSMH B CHCTEMi TOYOK 3a JOMOMOTOIO
crutaiiniB [13], dynkuiii besbe [14, 15] a6o psiniB @yp’e [16; 17]. Ockibku Kinb-
KICTh TIapaMeTpiB JOCHUThH BEIIMKA, a PO3B’SI3aHHA OOCPHEHOI 3ajadi ONTHMi3allii
HABITh YMCIIOBUMHU METOJAMU € HEMOXJIMBUM, TO JUIS PO3B’S3aHHS 33Jla4i ONTH-
Mi3arlii BUKOPUCTOBYIOThCS HAONIMKEHI METOIN, HAIPUKIIAJ, TEHETUIHI aJTOPHUT-
mu. lleit MeTon mosnsArae B 3HAXOJKCHHI ONTHMAILHUX MMapaMeTpiB 3amadi Muis-
XOM PpO3B’SI3aHHS TOCIITOBHOCTI TPSAMHX 3amad. 3a3BUYail HANMPYKCHWH CTaH
KOHCTPYKIIT 3a 3aJJaHMX TNapaMeTpiB 3a/ladyi 3HAXOMAATh 33 JOTIOMOTOK METOIY
CKiHUeHHUX efleMeHTIB [13—15]. OnruMizariii Takok MOKe MiUISTaTd TOBIIMHA
KJICHOBOTO MIapy Ha Kpasix AIISHKU CKiietoBaHHs [18], po3mip i ¢popma Bunasie-
HUX HAJIUIIKIB KJICI0 Ha Kparo 3’eqHaHHA [19], a Takok CTPYKTypa KOMIIO3HUTY
[20; 21]. 3aranbHUM HEIOJIKOM 3aCTOCYBAaHHS METOIY CKIHUCHHUX EJICMCHTIB
JUISL pO3B’sI3aHHS 3a7ad TOTOJIOTIYHOI ONTHMI3aIlii € BiTHOCHO TOBLIHHA IIBH/I-
KiCTh POOOTH aNTOPUTMY.

Mertoto 1i€i poO0TH € PO3B’sA3aHHA 3a/1a4i TOMOJIOTIYHOI ONTUMI3aIii KIero-
BOTO 3’€THAHHS B OJAHOBHUMIPHIM [TOCTAHOBI[. 3aCTOCYBaHHS MaTEMaTUYHHX MO-
neneit 3’enHanHs [1], axi goOpe cebe 3apeKOMEeH TyBalIH, 1 sIKi BHKOPUCTOBYIOTHCS
JUTSL OITUCY HANPYXKEHOTO CTaHy 3’€HaHb B aHAIITHYHIA (OpMI, Ta€ 3MOTY 3MEH-
IIATH PO3MIPHICTH 331a4i 0e3 iCTOTHOI BTpATH TOYHOCTI 1 THM CaMUM IiABUIIUTH
IIBUJIKICTh BUKOHAHHSI PO3PaXyHKIB.

'eHeTn4HI anroOpuUTMHU TO3BOIISAIOTH PO3B’SI3yBaTH 3ajadi ONTHMI3allii 3a Ha-
SIBHOCTI 0oOMexxkeHb [22]. ¥V npoMy BUMAIKy € OOMEXEHHs Ha MaKCUMalbHI Ha-
MPYKEHHS, PO3MIpU KOHCTPYKIIii TOIIO. BiJoMUM HETONIKOM INeHETUYHHX aJro-
PUTMIB € CKIIATHICTG iX HaNAamTyBaHHS. J[JIs MiIBHIEHHS MIBUIAKOCTI 301KHOCTI
TCHETUYHOTO aTOPUTMY y POOOTI BHKOPUCTOBYETHCS YJIOCKOHAJIIEHA OCTPIBHA
Moxaens reHetudHOro anroputMmy (Island Model GA) [23; 24]. OctpiBHi Mozemi
MOJKHA KJIaCU(iKyBaTH 3a JIEKITbKOMa O3HAKAMH, TAKHUMH SIK MOXKIIUBI HAIIPSIMKU
MIrpariii Ta yMOBH €BOJIOIMHOTO BiIOOPY Ha OCTpoBax. SIKIIO I BCiX OCTPO-
BiB YMOBHU OJTHAKOBi, MOJIEJIb HA3WBAIOTh TOMOT'CHHOIO [25; 26]. BignoinHo, k-
[0 YMOBH Pi3Hi, TO MOJEIIb Ha3MBAIOTh TETEPOTCHHOIO [27]. Y 3alpormoHOBaHOMY
y wiii poOoTi BapiaHTi €BONIOLIHHOTO alrOPUTMYy Ha OJHOMY 3 TPhOX OCTPOBIB
MyTareHe3 BiOyBaeThCS JacTilme i 3 OiIBIIOI0 TUCTIEPCIEr0, HI’K HAa ABOX 1HIITHX
octpoBax. Taka koMOiHaIlisl BUCOKOT BapiaOeNbHOCTI HA OJHOMY OCTPOBI Ta CTa-
OULTHHOCTI Ha BOX IHINIHUX Y CYKYITHOCTI 3 PETYJIPHOIO MITpaIli€ro Kpamfux 0co-
OMH MiX ocTpoBamHu 3a0e3reduye 3al0BUIBHY LIBHIKICTH POOOTH €BONIOLIAHOTO
AITOPUTMY Ta CTaOUIBHICTD AOCSATHYTUX pe3yybTaris [17].

ITOCTAHOBKA 3ATAUI

Po3riisHeMO KOHCTPYKIIiIO, IO CKIAJA€ThCS 13 BOX IUIACTHH, 3’€THAHMX 3a JI0-
MOMOTOI0 CUMETPUYHUX HaAKIagok (puc. 1, a). Taka KOHCTPYKIlisl HE BiauyBae
BUTHMHY 33 PO3TATYBAHHSI-CTUCKAHHS 1 TOMY YaCTO BUKOPHCTOBYETHCS B MAIIUHO-
OyayBaHHI. 3 OIJIALY HAa CHMETPII0 KOHCTPYKIII po3riggaeMo Juiie il 4eTBepTy
yactuHy. [lonmepeyni mepeMillleHHs eHTPAIBHOrO Mmapy (OCHOBHOI TUIACTHHH)
JIOPIBHIOOTh HYJ0. SIKIO po3risaaTH nehOopMyBaHHS AaHOI KOHCTPYKIUT y Me-
JKaX TEOpii CTPUKHIB, MOXKHA PO3IIISHYTH JIMIIIE AUITHKY CKictoBaHHS. KoHCTpY-
KI[IF0 HABaHTA)XXCHO MO3J0BXKHIMH 3ycwiuismMu 2F . ToBmuHY KIeHOBOTO miapy
BBAKA€MO ITOCTIHHOIO IO JOBXWHI 3’ €IHAHHA 1 OJHAKOBOK HA BCIX HUIAHKAX.
JloBxuHa AUISTHKA cKJetoBaHHSA L. JlmdepeHmiansHuil eJIeMeHT 001acTi CKIICo-
BaHHS 1 JIit0Y1 HAa HHOTO CUJIOBI YMHHUKH HABEJCHO Ha pHC. 1, 6.
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————

2F ~

My (x+d)

(x) N, (x+d)

N
i LY
w

=== === 4

%)

Puc. 1. KnefioBe 3’emHaHHS: ¢ — cxeMma KOHCTPYKIii, 6 — nudepeHmiansHuit
€JIEMEHT

PiBusans piBHOBaFI/I HaKJIaJJKH Ta OCHOBHOI IUTACTUHU MalOTh BUTJIAI

ﬂ:—’r' %_T. @_

5 — Y - 3

dx dx dx
M me-m g o, (1)
dx dx
ne N;, N, — mo3I0BXHi 3ycWUIsl B HECHUX mapax; O;, M, — 3pizHe 3ycriuis i
3rHHAJIBHUH MOMEHT Yy HakKlanaui; T, o — JOTHYHI i HOPMaJbHI HANPYXCHHS B
KJIeHOBOMY Iapi; §; — BIACTaHb BiJ HEHTpaJbHOI OCI HAKIAAKH 10 KJIeHOBOro

mapy y pas3i cUMeTpu4HOi CTpYKTypHu Hawiaaku s(x)=0.50(x), ne &;(x) —
TOBIIMHA HAKJIAKH.
PiBHsiHHS nedopMariii CTpHUIKHIB MarOThb BUTIISLL

2
leBl%; szBszz ddVZI
X X

ne U;, U, — 1o310BXHI NepeMillleHHs] HECHUX 1Iapis; W, — monepedHi nepe-

s Dy =M, )

MimeHHs Hakmaakd; Bj(x) 1 B, — JKOPCTKOCTI IIapiB HA PO3TATYBAHHSI-
CTHCHEHHS, SKIIO INapd OXHOPiAHI 3a TOBHMHOW0, TO Bj(x)=058,(x)E;,
B, =0,F,, ne E;, E, — Monmynp mpyXHOCTi BianosinHoro mapy; D;(x) —
&) (x)E,

12
Hanpy»eHHs B KJIeii0BOMY IIapi MOXHa 3anucaT y BUrisii [1; 9]

3TUHAJIbHA )KOPCTKICTh HakIaaku; D (x) =

c=K-W; rzP(Ul—UerS](X)%ja 3)
X
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ne K, P — >KOpCTKOCTI KJIEHOBOTo Iapy Ha pO3TATYBAaHHS-CTHCHEHHS 1 Ha

Ey Gy
3CyB, SIKI MOXKYTh OyTH oO4McleH], Hanpuknag sk K =—, P=—, ne §, —
0 0

TOBIIMHA KieioBoro mapy; E,, G, — MOIyJb IPYXKHOCTI 1 MOIYJIb 3CyBY KIICIO.

KpaiioBi yMOBH MarOTh TaKHil BUTJISI;

N,(0)=F, Ny(L)=0, N(0)=0, 0,(0)=0,
M(0)=0, Uj(L)=0, Q(L)=0, dW/dx _,

Cucremy piBasiHB (1)—(3) MOXKHA 3BECTH 10 CUCTeMHU JU(EPEeHIIaTbHUX Pi-
BHSHB BigHocHO U, U, 1 W}:

dw,

B, d* 1 dB B
—1&+—&ﬂ—Ul + Uy — 5 —- y 2d U2 ~U, + %:0
X X

> =0, U+
P dx P dx dx

D d'w, 2dD d’W, (1d°D, ,|d’W, ds, dW, K
=1 LI 1 1+_ 1 1 asy 1

—s — 25 L By
P dx4 P dx dx P dx2 ! dx2 dx dx P !

B, ds, d*U, ds, 1 ds, dB, B, d*s; \dU,
-————F+—U —— st —— |~
P dx dx? dx P dx dx P dx dx

“ELy, 45 22 =0, )

Jo uux camux 3miaaux U, U, 1 W] MOXHa 3BeCTH 1 KpaiioBi yMOBH.

3AJIAYA ONITUMIBAIIIT

3amauy ontuMmizamii chopmyroemMo Tak. HeoOXigHO 3HAWTH NOBXKHUHY 3’ €THAHHS
L 1 3aneXHIiCTh TOBIIMHM HAKJIAIKH BiJl MO3JOBXHBOI KOOpAWMHATH O(X), sKi
3a0€3MeUYyIOTh CKCTPEMalbHE 3HAUCHHS JESIKOrO KPUTEPIl0 ONMTHMAIBHOCTI 3a
YMOBH BHKOHAHHS 0OMEXEHB 3a MIITHICTIO. SIk KpuUTepiii ONTUMANIBHOCTI Bi3bMe-
MO Macy HaKJIaJK{, siKa 3 TOYHICTIO JI0 JOBUILHOTO MHOXKHHKA MPOIOpIiiHA
TUTOIIII MTOTIEPEYHOTO Mepepi3y HAKIAIKH:

L
M = [8,(x)dx — min (5)
0

OOMexeHHS MOXKYTh OyTH HakJaJieHI Ha MakCHUMallbHI Hampy>KeHHS B KIe-
fiopomy mrapi. Ilpy mpoMy MOXHA BHUKOPHUCTOBYBATH Pi3HI KpHUTEpii MIIIHOCTI,
HaIPHUKJIAA, KpUTEPii MaKCHUMaIbHUX TOJIOBHUX HAIPyKeHb [28]:

ol ()= |<s(x)| NI+ ©

2 -e 2

* v
ne x€[0;L]; 64(x) — MORYIb MEPLIOTO FOIOBHOTO HANPY)KCHHS B KIICHOBOMY

mapi; G, — TPaHMIIS MilTHOCTi KO,

PyiiHyBaHHs 3’emHaHHS MOXE BimOyBaTucs y (hOpMi PO3PUBY HAKJIAJIKH.
ToMy HEOOXiHO BBECTH OOMEXEHHS HA MaKCUMAaIIbHI HApy>KEHHS B HAKJIA/III:
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* Nl(x) 81()(,‘) max
Gp_—Sl(x) +—2D1(X)M1(x)SGp R @)

ne x€[0;L]; o,(x) — MakCHUMaJbHI HAIPY)XCHHS Yy MOIEPEIHOMY Tepepisi Ha-

max

KIIaaKH; Gp

— TpaHUI MIITHOCTI MaTepiay HaKIIaJKH.

Ha ¢ynkmiro 6,(x) MoXyTb OyTu HakianeHi OOMEXEHHsS 3HH3Y 1 3BEpXy.
ToBIMHA HAKJIa KW HE TIOBUHHA OYTH MEHIIIOKO 32 JICSKE 3a/laHe 3HAYCHHSI

8(2) 2 By » ®)
ae ,,;, — AesdKa TEXHOJIOTIYHO MiHIMaJIbHO MOXJIMBA TOBIIMHA HAKJIAAKH.

OOMexeHHsI Ha MaKCHUMaJIbHY TOBIIMHY HAKJIaJKHd MOXKE OYTH MPOJUKTOBA-
HO MIpPKYBaHHIMH aepOJMHAMIYHOT €(PEKTHBHOCTI, MOXIHUBOCTSIMH KOHTPOJIIO
SIKOCT1, TEXHOJIOT1i BHPOOHHIITBA TOIIIO.

TEHETUYHUI AJITOPUTM ONITUMI3AIIIL

Jnst po3B’sizaHHs 3a7adi 3alpOINOHOBAHO BHKOPUCTOBYBATH T€HETHYHHU ajro-
putM. s mporo OepeMo 3a IIyKaHi 3MiHHI AOBXHUHY 3’€JHaHHA L 1 TOBIIUHY
HaKJIAJIKA y By3JIOBHX TOYKAX Sgl) 1 3HAXOAMMO TakKi iX ONTHMaIIbHI 3HAYCHHS, K1
320€31euyroTh MiHIMyM MacH HakJIaiky (5) i 9ac BUKOHAHHS OOMEKEHb 3a Mi-
mHicTio (6) 1 (7). OnHak, Ha BiAMIHY BiJ 3a7a4i PO 3HAXOKEHHS ONITUMAIIBHOTO
po3noniny marepiaiy B3A0BK Oanku [11], K10 3HaUeHHS TOBIIMHH 851) B Cycif-
HiX TOYKaxX 3HAYHO BiAPi3HSAIOTHCA (IO MOXE CTATHCS BHACIHIZAOK CXPEIlyBaHHS
abo MyTariil y mporeci BUKOHAaHHS T€HETHYHOTO ajrOpUTMY), TO HAmlpY>KeHHS B
KieiioBomy 1mapi (3), sSKi 00YHCIICHO 3 BUKOPUCTAHHSIM CKiHYCHHO-PI3HUIIEBOTO
METO/ly, MATHMYTh HETpaBIONOniOHI cTpuOKu. ToMy HIyKaTHMEMO ONTHMAIbHY
3aJIeKHICTD 8?) cepen rmaakux GyHkuid. Lle Takoxk BUMIMBAE 3 IHTYITUBHUX Mi-
PKyBaHb TIPO Te, 110 HMOBIpHO LIyKaHa QyHKLiSA O;(X) € INIaAKol0, HE MaE PO3pH-
BiB, KyTOBHX TOUYOK i cTpuOKiB. lllykaemo ¢yHnkmiro 6,(x) y Burmsami kpusoi be-
3b€, KA Ma€ JOCUTh 0araTo KOHTPOJIBHMX TOYOK. Y ILbOMY BHIAJKy 3ajada
onTUMi3alii 3BOAMTHCS A0 MOLIYKY ONTUMAIbHUX KOOPAMHAT OMOPHHUX TOYOK.
Tob6Tto dopma 1 HOBKMHA HAKIAAKKA BU3HAYAIOTHCS] BHOPSIIKOBAaHUM HabOOpOM Ko-
OpAMHAT KOHTPOJIBHUX TOUOK KpUBOi besbe [(x), 1)), (%3,12)s.»(X,,¥,)], A& n —
KIIBKICTh KOHTPOJBbHUX TOUOK. Toai qoBKuHA 3°€qHaHHA L =X, .

leneTnynnii anroput™ noTpedye po3B’si3aHHs MPAMOI 3aaa4i 31 3HAXOKEH-
HSl Halpy>KeHOTO CTaHy 3 €IHAHHA 3a BiIOMOI HOBXMHH 3’ €IHAHHA Ta (QYHKLIl
;(x). dnst 4ucioBOro po3B’si3aHHS CUCTEMU (4) BUKOPHCTOBY€EThCS MPAMUIA Me-
TOJI CKIHYCHHUX Pi3HHUIIb.

Sxmo ¢ynkuis ;(x) 3amana, To Bimomi i ¢yHkuii s;(x), Bi(x) 1 Dy(x).
Jusa peamizamii MeTomy CKiHUEHHHX pI3HUIL pO3i0’€MO NINSHKY CKIICIOBaHHS
x €[0;L] Ha cucteMy BY3IIOBHX TOYOK 3 HoMepamu Bix 0 mo N . IHTepBanm pos-
ourts h=L/N. IlepeMilliecHHs HECHHX IIapiB y TOYKaX ITO3HAYUMO HYEpe3

Ur(x) =ul, Us(x) =ul® i Wi(x) =w.
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Po3p’s13anHsg cuctemMu (4) 3BOJUTHCA JO 3HAXOIKCHHSA BCINYMH Ml(]) . ul(z) 1

wi(l). HasBHicTh KpalioBHUX YMOB JTO3BOJISIE BBECTH SK HEBIJJOMi MEpEMIllICHHS Y
30BHIMIHIX By3JIaX 32 MEeXaMU IUITHKY cKietoBaHHs. DyHkuis O;(x) Ta moB’s3aHi

3 Hero QyHkuii s;(x), Bj(x) i Dj(x) 3amaHO TUIPKM Ha AUISHII CKJICIOBAHHS

x €[0;L]. Tobro 3amaro mame 3’,..,8%, BY",.,BY, D,..D. Tomy B

KpalHIX TOYKax X, 1 Xy IOXiAHI Bix mepemimeHb y Bupasi (4) i B kpaioBHX
yMOBaX MOXXHA 3allMCaTH B PI3HUIEBIH (OpMi 3a CHMETPHUYHHM CKIHUYCHHO-
pizHuneBuM madaoHoM. OIHaK I 3amucy NoximHux Big s;(x), Bj(x) 1 Di(x) y

pi3HuLEBid GopMi B MEKOBHX TOYKax HEOOXiJHO BUKOPHUCTOBYBATH OJHOCTO-
POHHI TIpaBi Ta JIiBi MAa0JIOHU. 3aMycaBIIy y pi3HALIEBiH GopMi cuctemy (4) s
touok 0,1,..., N, a TakoX KpalioBI YMOBH, OTPUMAEMO CHCTEMY JIiHIHHUX PIBHSHD

BIJHOCHO HEBIZOMHUX uﬁll),...,u](\l,ll, ”521)»--:”5\21: 1 wflz),...,wg}lz, sIKa MICTUTh

3N +11 piBHSIHB. P03B’s3aBImM OTpUMaHy CHUCTEMY PiBHSIHB, 3HAWIIEMO TEpeMi-
IIEHHS HECHHX IIapiB y BY3JIOBUX TOYkKax. Lle mo3Boise 3HAMTH Hampy>KeHHS y
KJeioBoMy 1mapi (3) Ta iHII CHIIOBI YUHHUKY B 3’ €IHAHHI.

Hns  peanizamii TEHETHYHOTO JITOPUTMY HEOOXiZHO BBecTH (hiTHec-
(hyHKII0, KA AaBaa 6 MOXKIUBICTh paH)XXYyBaTH 3a SKICTIO pi3HI Habopu mIyKa-
HUX napameTpiB [(xy,;),(X2,17),...,(X,,,,)]. SIKIIO 3a KpUTEpi ONTUMAIBHOCTI

B3ATH Macy KOHCTPYKUIii (5) 1 HaKJacTh OOMEKEHHsI Ha MaKCUMaJIbHI MepIi ro-
JIOBHI Hampy>KeHHs y KielioBoMy mrapi (6) i MiHIMaIIbHy TOBIIMHY Hakmaigku (8),
TO ¢iTHEC-PYHKITIIO MOXKHA TIOJATH Y BUTJISII

L
D= [8,(x)dx+Y f;, )
0 J

ne f; — wrpadHi GpyHKL, sSKi OUIBLIT HyJIs, SKILO OOMEXEHH IOPYIIeHi, 1 10-

PIBHIOIOTH HYJIO, SIKIO OOMEKEHHSI BHKOHYETBCS. 3alISKHICTh MTpadHUX (QyHK-
[if BiJ BiIXWJICHHS BiJMOBIHOTO IMapameTpa BiJl OOMEXEHHs MOXe OyTH JIiHii-
HOI0 a00 CTYTICHEBOIO, HATPUKJIIA]

max

2 * :
¢ —1)7,max(c,)>0cy";

Z,(max (G;)/c

*
0, max(c,)<c,",

ne Z, — JesiKe BeJHMKe YHMCII0. AHAJIOTIYHUM YUHOM YBOAAThCS GyHKUil f5, f3
TOIIO, sIKi BIINOBIat0Th 00OMexeHHsM (7), (8) Ta iHIIUM 0OMEKEHHSIM.
l'eHeTHYHI AJITOPUTMH MAIOTh JESAKI HEMOJIIKM, HAWICTOTHINIUM 3 SKHX €
CKJIQJIHICTh HAJAIITYBaHHA. 3a BHCOKOI MIiHJHMBOCTI MOPYIIYETbCS 301KHICTH 1
HaBiTh 3HAWIICHI NMPUHHATHI 3HAYCHHS ITyKaHUX TMapaMeTpiB PHU3UKYIOTh OyTH
BTpPa4eHUMH B pe3yjibTaTi MyTaliid. 3a HU3bKOI MIHJIMBOCTI HaOIMKEHUH
PO3B’A30K 3HAXOAUTHCS IIBUAKO, ajie TOTIM YHOBIJIBHIOETHCA 301KHICTH 1 BUPO-
JOKYEThCS TIOMYJISAIis (cTabimizamist Oins AeSKNX HEONTHMANBHUAX 3HAYEHb Iapa-
MeTpiB). OMHUM 3 MOKJIMBUX BUXOIIB 3 Wi€l CYNEPEYHOCTI € OCTPiBHA MOJEIh
€BOJIIOLIHOTO alrOpUTMY. 3TiAHO 3 LIEI0 MOJEIUIIO 3arajibHa MOMmyJIsLis po3ou-
Ba€ThCsI HA KiJIbKA 1301bOBAaHUX CYOIOMYJIAIii (OCTPOBIB), i HA KOKHOMY 3 OCT-
POBIB €BOIIIOIIITHUI TIpoTIeC BiOYBAETHCI HE3ICKHO. AJle 13 3a1aHOI0 TIEPi0IH-
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YHICTIO HalKpalli 0COOWHU 3 MOMYJISLil MOXYTh MIrpyBaTH 3 OCTPOBa Ha OCTPIB.
YV po60oTi IPONOHYETHCS MOJIENH 3 TPhOMa OCTPOBAMH, Ha OJHOMY 3 SIKMX HMOBI-
PHICTh MyTaIlili 1 AMCIIepCis MyTalliif BUII HIXK HA JIBOX IHIIMX OCTPOBax. Take
MOEAHAHHS ABOX BiIHOCHO CTAaOUIbHUX OCTPOBIB 3 OJHMM OCTPOBOM, Ha SIKOMY
piBeHb MyTareHe3y OUTBII BUCOKHH, J03BOJIE MOEAHYBATH MIBUAKICTH MONIYKY
PO3B’s3KIB 3i CTAOUTBHHICTIO 1 30€peKEHHAM KpaIluX po3B’s3KiB y 3arajbHIN I10-
nyssiii. PoboTa eBOMOLIHOTO adropuTMy Ha OZHOMY OCTPOBI CKIIaTaeThCs 3
TaKWX eTalliB:

1) cTBOpEeHHS CTApTOBOI MOITYJIAIIIT;

2) cenexinisi — BigOip HalKpammx 0COOWH IS CXpEITyBaHHS;

3) momix BimiOpaHuX OCOOMH Ha Mapu;

4) cxpellyBaHHs Ta MyTallii;

5) moBepHEeHHsI HOBUX OCOOUH y MOMYJISIIIIO;

6) BUMHpaHHS HAUTIPILIUX OCOOUH;

7) nepeBipka KpUTEPir0 3yNMUHKH. SIKIO KpUTEPili BUKOHYETHCS, TO 3yMHUHKA
AITOPUTMY, SIKIIIO Hi — MOBEPHEHHS IO MYHKTY 2.

VYci eneMeHTH alropuTMy IMPUITYCKaIOTh Pi3HI crocoOu peanizanii. Hampu-
KJIaJ[, CEJICKITisS MOXKE BUKOHYBAaTHCS Y opMi BiIOOPY 3adaHOI KiITBKOCTI Kpamux
ocobun abo y ¢opmi iiMoBipHicHOTO Bimbopy. [IpuuoMy HMOBIpHICTH MOXeE 3a-
JIeKATH K B 3HaYeHBb MUIbOBOI GYyHKITT (9), Tak 1 Bix MicIs ocoOu B paH)KOBa-
HOoMy crucKy. Ilogin ocoOMH Ha mapu Moxe OyTH aOCOJIOTHO BUIAJAKOBHM, a
MOJKE 3aJIeXKaTh BiJ CTyIeHs OiMmM3bKocTi abo BimMiHHOCTI ocoOuH. Taxuiil miaxin
noTpedye BBeIeHH MipH OJMU3bKOCTI 0cOOMH. Y HaBeJeHill poOOoTi 3 Li€l0 METOIO
BUKOPUCTOBYETBCS CyMa KBaJpaTiB BiJICTAHEH MiK KOHTPOJILHUMH TOYKAMH KPH-
BUX be3be koxkHUX BOX 0cOOMH. TOOTO SIK KpUTEPis CXOXKOCTI OCOOMH 3 HOME-
pamu i Ta j BUKOPHUCTOBYETHCS CyMa

A, = I =X + () = ).
k=1

Yum ocobuHM i Ta j Olnblue CXOXi, TUM BeIMYMHA A; j OyJie MEHIIIOO.

V wiii po6OTI BUKOPUCTAHO CTPATETiIO ayTOPUANHTY, TOOTO UMM OiJibIlle OCOOMHU
BIJIPI3HSIOTHCSA OFHA Bil OTHOI, TUM 3 OLTBIIOI0 IMOBIPHICTIO BOHH YTBOPIOIOTH
napy Juis cxpeulyBaHHs. CXpellyBaHHS peasli3oBaHO y (OpMi BUIMAAKOBOTO 00-
MiHY KOHTPOJBHUX TOYOK JABOMa 0aTHKIBCHKMMH OcOOMHAaMHU. TOOTO KOHTPOJIEHA
TOYKA 3 HOMEPOM k Hallagka OCOOWH [ Ta j € pe3ylbTaTOM BHITaIKOBOTO BHOO-
Py 3 IBOX BIAMOBIIHUX KOHTPOJBHHUX TOYOK OATBHKIBCBKUX OCOOWH (x,(cl), y,({’)) i
(x,((-’ ), y,({-’ )). MyTauii B JaHOMY BUNAJKy TMOJSTAIOTh Y 3MiHI KOOPJAHHAT IESKUX
KOHTPOJIbHUX TOYOK HAIaJKa Ha JICSKY BUMAIKOBY BEUYMHY, SIKA MA€ HYJIbOBE
cepenHe 3HaueHHs. KinbKicTh KOHTPOJIBHUX TOYOK, IO MYTYIOTh, € TAKOX BHIIA-
JIKOBOKD BENMYHMHOIO. BummupaHHs HaWTipmmx ocoOWH, AK 1 Bimdip ocoOuH ams
CXpEIlyBaHHS, TAKOXK MOXe OyTH peai3oBaHO KiibkoMa criocobamu. Kputepiem
3YIIUHKY MOKe OyTH BHKOHAHHS 33J]JaHOi KUIBKOCTI iTepamiid abo TOCSITHEHHS T0-
MYJISILI€I0 331aHOTO PiBHS TOMOTEHHOCTI.

HaBeneHwuii anroput™ 3aCTOCOBYETHCS JIJISI KOXKHOTO 3 OCTPOBIB OKpeMo. 3a-
TaJIbHUH allTOPUTM ONTUMI3allii CKIaIa€ThCS 3 TAKUX CTaIliB:

1) CTBOpEHHS CTAPTOBUX MOMYJIALINA HA KOXXHOMY 3 OCTPOBIB;

2) BukoHaHHS K IUKJIB €BOJIOIIHOTO BiqOOPY BCiX OCTPOBaX;
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3) mirpamist 3 ocTpoBa Ha OCTPiB AEAKO1 KUIBKOCTI HAKpaIux 0COOUH;

4) mepeBipka KpHUTEpit0 3ynmHHKH. SIKIIO KpUTEepild JOCATHYTO — 3YIHWHKA
aNTOPUTMY. SIKIIO KPUTEPIIO HE HOCATHYTO — MOBEPHEHHS 10 IyHKTY 2.

[Micns 3ynuHKM pOOOTH aNrOPUTMY HEOOXIMHO BHUIIIUTH ONTHMAJIHHUMA
PO3B’S30K i3 Bei€l cykymHOCTi 0coOuH. CepeHe kK 3HAUSHHS MapaMeTpiB y MOITy-
JAIIT € CTIMKIIKM JI0 BHITAJKOBUX BiIXHJIEHB, HIJK MapaMeTPH OKPEMOi OCOOMHH.
ToMy sIK PO3B’S30K 3ajadui ONTHUMI3aIlil MPOMOHYEThCS OpaTH 3pi3HY BUOIPKOBY
CepeHIO MapaMeTpiB Kpalux ocoOuH ycix (ado omHiel 3 TphoX) momymsiii. Jms
O0YHCIIEHHs 3pi3HOTO BHUOIPKOBOTO CEPEIHHLOTO MOXKHA BHKOPHUCTOBYBATH, Ha-
MIPHUKJIJ, TTIOJIOBUHY OCOOWH ITOITYJISIII].

YHUCJIOBA PEAJIIBALISL TA PE3YJIBTATH

PosrisHemMo pe3ynbTaTi po3B’ 3Ky 3aIllPOIIOHOBAHOTO B POOOTI alropuTMy TOIOJO-
rigyHOI onThMi3allii KiIefoBoro 3’€JHaHHA Ha KOHKPETHOMY HpHKIaai. PosrmsHemo
3’eqHaHHS, sike Mae Taki mapamerpu: E; =100 I'Tla, £, =70 I'Tla, &, =3 Mwm,
8y =0,1 mm, Ej=2,274 T'Tla, G, =0,54 I'lla, Ggax =30 MIla, 6, =0,5 mm.
3’eHaHHSA HAaBaHTAXXCHO MO3M0BXKHIM 3ycwuisM F =300 kH/M. MakcumanbHi
HANpy>KeHHs B HAKIAI 06MeXMMO BemunHoio G, =115 MITa.
BuxopuctoByeTscsi 6 KOHTPOJIBHUX TOYOK KpuBOi besbe. Po3paxyHku moka-
3aJId, MO JTOBXWHA ONTUMANbHOTO 3 eqHaHHs L =133,85 mm. I'padik 3MiHH TO-

BIMHU HAKJIAIKW 110 JOBKWHI TUISHKA CKIICIOBAHHS 1 MOJIOKCHHS KOHTPOIHHUX
TOYOK KpHBOi be3be 300pakeHo Ha puc 2.

0.0— ‘ ‘

0.0 0.2 0. 0.6 0.8 1.0

Puc. 2. ToBmuMHA HaKJIaJKU Ta KOHTPOJIBHI TOYKHM KpHBOi be3be

Sk Gaummo, Ha JIIBOMY Kparo 3’€IHAHHs TOBIIMHA HAKIAIKH JOPIBHIOE Mi-
HiManbpHO nomyctumiit 0,5 mm. Ha puc. 3 mokazaHo HampyXeHHS B 3 €HaHHI:
HaNpy>XeHHsS B KJIeHOBOMY mapi — Ha puc. 3, a, (y 0e3po3mipHiil popmi); Mak-
CUMallbHI Hammpy>KeHHS B HaKJIAAIi Ta OCHOBI — Ha puc. 3, 6.

Sk 6aunMo, Ha 000X KIHIIX 3’€IHAHHSI MaKCUMaJIbHi TOJIOBHI HANpyKEHHS

,I[OpiBHIOIOTL MaKCUMAJIbHO JOITYCTUMHUM. MakcuMaibHO I[OHYCTI/IMi HaIlpy>KCHHA

max
p

seHHs (7) TaKOX BUKOHYETHCS SIK PIBHOCTI.

B HaKJa/li G MO3HAYeHO Ha pHc. 3, 6 YOPHOI MYHKTUPHOIO JiHier0. OOme-

134 ISSN 1681-6048 System Research & Information Technologies, 2023, Ne 2



3acmocysanns kpusux besve ons onucy ghopmu koncmpykyii npu onmumizayii kielioeo2o 3 €OHanHsL

1.0 . i 120
— T
0.8 e 100
oy
2 =
S 0.4 = 60
5 &
Ebr:. D‘
% 02 "= 40
0.0 i, B ) 20
\
|
—0.2 b 0
0.0 0.2 0.4 0.6 0.8 1.0 0.8 1.0
/L
a

Puc. 3. Haripy>xeHHs1 B KJIeHOBOMY 1Iapi

Jlnst Bepudikartii 3ammponoHOBaHOT MOJIEIi BUKOHAHO PO3PaxXyHOK HAMpyKe-
HOTO CTaHy 3’€IHaHHS 3a JIOTIOMOTOI0 METO/AY CKIHYeHHHX eJIeMEeHTiB. Bukopuc-
TaHO IBOBUMIpPHY CKIHUEHHO-CIIEMEHTHY Mojenb. Kieiiopuii map po3ouBaBcs Ha
€IEMEHTU 3 MaKcUManbHUM posMmipoM 0,15,. Ha puc. 4 306paxkeno rpadiku

KOMITOHEHTIB HaIpy»keHsb (3) y KiIeioBoMy I1api B OKOJIi KiHITIB 3’ €qHaHHS (TOOTO
B HaiOLIBbII HANpy)KEHUX INSHKAX), sIKi 00YMCIIEH] 3a JOTIOMOTOI0 3allPOIOHO-
BaHOI MOJIENI Ta CKiIHYEHHO-CJIEMEHTHOTO MOJEITIOBaHHS (HABEICHO HAIPYKCHHS
B CEpEMHHIN TUTOMIMHI KJIEHOBOTO mIapy) .

0.8
0.8
0.6 0.6
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g‘b“ Enm
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00 FEM
g 02
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Puc. 4. HanpyxeHHs B KJIeHOBOMY IIIapi Ha KIHIX 3’ €mMHaHHA: AM — aHamiTHIHA
mozenb; FEM — ckiHYeHHO-eJIeMEHTHA MOJEIb

BUCHOBKMH

Pe3ynbraTi po3B’sI3aHHS HU3KH 3371a4 Ta aHAJI3y Pe3yIbTaTiB:

1. 3anexHicTh JOBXHUHU Ta (JOPMH HAKIAIKH BiJl HABAHTAXKCHHSI Ma€ Helli-
HilfHUH XapakTep.

2. HasBHicTb y 3amadi onTuMizauii 0OMeKeHHS Ha MiHIMAJIBHO AOMYCTHMY
TOBIIMHY HAKJIAAKH IPU3BOIUTH 0 TOTO, IO 3HalIeHa onTUManbHa ¢popma Mic-
TUTHh Ha HEHABAaHTA)KEHOMY KParo HAKIAJKH TOPH3OHTAIBHY IUIOMIMHI MiHIMab-
HO JIOIyCTUMOi TOBIIMHU. Take KOHCTPYKTHBHE PillIeHH:, HACKUIBKM BiIOMO aB-
TOpaM poOOTH, paHille HiIKIM HE TPOIIOHYBAJIOCH.

3. JloMorTHcs piBHOMIpPHOTO PO3NOiTY HANPyKeHb Y 3’ €IHAHHI 3a 3aJaHUX
YMOB 3a/1a4i HeMOXUTMBO. KiTrouoBUM 00MEXEHHSIM, Ma0yTh, € CTajia 10 JTOBXKHUHI
3’¢lHAaHHA TOBIIMHA OCHOBHOI IUIACTMHU. SIK HAacmigOK HecHa 34aTHICTh
3’€IHAaHHA OOMEKEHa.
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4. BukopucranHs KpuBHX be3be MOPIBHSHO 3 PO3BUHEHHSM MpOdiI0 Ha-
KIIAJIKK Y TPUTOHOMETPUYHUHN PAN Ma€ psif ImepeBar — MeHIa KUTbKICTh IIyKa-
HUX TTapaMeTpiB, MOKIIMBICTh aBTOMAaTHYHO BPaXxOBYBAaTH ACsIKi BiioMi ehekTH
(Hanmpukaz, TOPU3OHTANBHICTE MOTUYHOI A0 rpadika TOBIIMHM HA MOYATKY
KOOpJUHAT).

3anporoOHOBAHMM TiIX1T MOKe OYTH PO3BHHEHHN Ta y3araJIbHCHUH y TaKHX
HanpsMax:

1. 3acTocyBaHHS 3alPOIIOHOBAHOTO T'€HETHYHOTO alrOPUTMY ONTHUMi3allii
IUTSL PO3B’sI3aHHSI 3a/1a4 TOMOJIOTIYHOT ONTUMI3aIlil 3’ €THaHh KOAKCIaIbHUX I[UJTi-
HIPUYHUX TPyO Ta 3’€THAHD 3 KOJIOBOIO cuMeTpiero [9; 10].

2. Po3BHUTOK Ta yCKIagHEHHS OCTPIBHOI MOJIENI T€HETHYHOTO aJTOpUTMY.
BukopucTanHs, HapuKial, pisHUX HITbOBUX (QYHKLINA HA KOKHOMY 3 OCTPOBIB, 1
HaBiTh KOMOIHAII TEHETUYHHUX ANTOPUTMIB 3 IHITUMH CyYaCHUMHU METOJIAMH OTI-
TUMI3alii.

3. Omrrumizartis 3’€THaHb 3 YpaXyBaHHAM TEMIICPATyPHHUX Ta TEXHOJIOTITHHIX
Hanpy>XeHb y KOHCTPYKILii [29].
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APPLICATION OF BEZIER CURVES FOR DESCRIPTION OF STRUCTURE
SHAPE IN OPTIMIZATION OF ADHESIVE JOINTS / S.S. Kurennov,
K.P. Barakhov, H.S. Barakhova

Abstract. The problem of topological optimization of a symmetrical double-shear
adhesive joint has been solved. The suggested mathematical model of a joint with
variable thickness generalizes the classic Holland—Reissner model. The shape of the
doubler is described by means of the Bezier curve. Seeking parameters in the opti-
mization problem are coordinates of reference points of the Bezier curve. Both joint
length and doubler cross-section area can be considered an objective function. The
restriction is applied on stress in adhesive film and doubler. The direct problem of
finding the joint stress state at given geometric parameters was solved using the fi-
nite difference method. The genetic algorithm was used to solve the optimization
problem. In order to improve the convergence of the genetic algorithm, the island
model of evolution is suggested, which ensures quick evolution selection and stabil-
ity of obtained results. The model problem is solved.

Keywords: three layer construction, topological optimization, genetic algorithm.
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ESTIMATION OF THE PARAMETERS OF GENERALIZED
LINEAR MODELS IN THE ANALYSIS OF ACTUARIAL RISKS

R.S. PANIBRATOYV, P.I. BIDYUK

Abstract. Methods of estimating the parameters of generalized linear models for the
case of paying insurance premiums to clients are considered. The iterative-recursive
weighted least squares method, the Adam optimization algorithm, and the Monte
Carlo method for Markov chains were implemented. Insurance indicators and the
target variable were randomly generated due to the problem of public access to in-
surance data. For the latter, the normal and exponential law of distribution and the
Pareto distribution with the corresponding link functions were used. Based on the
quality metrics of model learning, conclusions were made regarding their construc-
tion quality.

Keywords: actuarial risk, generalized linear models, simulation modeling, exponen-
tial family of distributions, iterative-recursive weighted least squares method, Adam
method, Monte Carlo method for Markov chains.

INTRODUCTION

Actuarial risk is classified as the risk that the assumptions implemented by
actuaries in the model for estimating the prices of insurance policies may be
inaccurate or incorrect. This term is also identified as “insurance risk”. The level
of actuarial risk is directly proportional to the reliability of the assumptions
implemented in the pricing models used by insurance companies to set premiums.
Probability estimates are used to set the price of insurance policies, allowing
insurers to implement payments subject to normal business operations. If the
proposed hypotheses are wrong, the events that were not considered become the
reasons for increasing the frequency of payments, which, in turn, leads to serious
financial consequences for the insurer.

Monograph [1] provides useful methodology for system analysis of complex
processes. The methodology was applied by the authors to analysis of actuarial
processes. In studies [2; 3], mathematical modeling issues related to complicated
non-stationary processes and systems are discussed.

Generalized Linear Models (GLM) allow making explicit assumptions about
the nature of the insurance data and their relationship with the predicted variables.
Furthermore, GLM provides statistical diagnostics that helps in selecting only
significant variables and testing model assumptions. This approach is widely

© R.S. Panibratov, P.I. Bidyuk, 2023
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recognized as a standard way of pricing for different types of insurance in
different markets of countries.

The GLM consists of a wide variety of models, including the linear
regression model as a special case. Assumptions for the latter, usually including
normal distribution, constant variance, and additivity of effects, are rejected. For
example, the target variable can be taken from an exponential family of
distributions [4].

The exponential family of distributions has the following general form:

Ji(3:,0;,0) =GXp{M+c(yi,<p)} ,
a; (o)

where a;(9), b(0), and c(y;,p) are functions, that are defined at the beginning;
0; is a parameter related to the mean value; ¢ is a scale parameter related to variance.

The variance can vary together with the mean of the distribution. The
influence of explanatory variables is assumed to be additive on an another scale.
The following assumptions are made for GLM:

Stochastic component: each component of Y is independent and is taken
from the one distribution of exponential family.

Systematic component: p covariates (explanatory variables) form linear
predictor 1 :

n=XB.

Link function: the relationship between the random and systematic compo-
nents is established through a link function that is differentiable and monotonic:

E[Y]=p=g"'(m).

PROBLEM STATEMENT

The purpose of the study is to implement methods for estimating GLM parame-
ters for the analysis of actuarial risks, using different distribution laws and link
functions for the predicted variable.

METHODS OF ESTIMATING PARAMETERS OF GENERALIZED LINEAR
MODELS

GLM parameter estimation is a rather important issue and deserves appropriate
attention. The following algorithms were used to evaluate parameters for the

purpose of comparing methods: iterative-recursive weighted least squares
method; Adam optimization algorithm, Monte Carlo method for Markov chains.

Iterative-recursive weighted least squares method

The heteroskedastic model can be adjusted using the weighted least squares
method (WLS),

B=x"mwx)y" X wy,
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-1

2
on.
where y is a target variable; W =Diag| Var( yi)Lalj is a diagonal matrix of

i
weights; X is a matrix of covariates.
We will use Fisher’s scoring [5]:

U = (xTwx) (X WM + X" A(y - W),

-1
where A= Diag {Var(y[ ){ﬂﬂ .
oy,

The matrices 4 and W are related in a next way

A= DV | Diag| T |
op om;

Then equation for estimating parameters of GLM can be rewritten as
follows:

YUY = (xTwx) Y xTwpY + xTwz),

where z =n+(a—nJ(y —W).
op

At each step of algorithm:

1. The current estimate of 3 is used to calculate a new working variable z
and a set of weights I .

2. Update (regress) z using X and W to obtain new values.

Iteratively reweighted least squares with random effects (IRWLSR), which
was proposed in [6], successfully overcomes the challenge posed by high dimen-
sional intractable integrals in fitting GLMMs for non-normal data. IRWLSR is
used for Maximum Likelihood estimations of generalized linear mixed effects
models (GLMMs). The benefit is that a working linear mixed effects model
(WWLMM) for normal data performs the bulk of the calculation and prediction.
Only the working responses and weights in the WWLMM are updated using the
GLMM distribution and link function. The complete algorithm can be applied
with ease even if high-dimensional intractable integrals are present in the likeli-
hood function because it does not require any numerical evaluations of intractable
integrals.

Adam (Adaptive moment estimation)

The adaptive movement estimation algorithm or Adam is an extension of the
gradient optimization algorithm. It was created to speed up the optimization
process to improve the ability of the optimization algorithm. This is achieved by
increasing the step size for each input parameter being optimized. Each step size
is automatically adapted through a search process based on partial derivatives or
gradients for each input variable. This involves computing the first and second
moments of the gradient as an exponentially decreasing first moment and second
moment for the input variables.
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First, the moment vector and exponentially weighted norm at infinity are
adjusted for each optimization parameter, which is denoted as m and v. Their
initial values are equal to zero.

The algorithm consists of the following steps [7]:

The gradient of the target function for the current step is calculated:

g(k)=f(x(k=1)).

1. Next, the first moment is updated using the gradient and the hyperparame-
ter B:

m(k) =Bym(k =1) +(1-Py)g(k).
2. The second moment is then updated using the gradient square and the
hyperparameter f3, :

v(k) =B *v(k =1+ (1-B)*g* (k).
The last two values are biased because their initial values are equal to zero.
3. The first and second moments are adjusted according to the following
formulas:

mk) -

1 v(®)
et T

i
4. The optimum point is calculated by the expression:

m(k)

V(k)+e’
where o is the hyperparameter of step size; € is a small value that ensures there
will not be zero division error.

According to [8], the Adam optimization algorithm combining adaptive co-
efficients and composite gradients based on randomized block coordinate descent
is proposed, which improves the algorithm’s performance. Starting with the im-
provement of the Adam algorithm to accelerate the convergence speed, accelerate
the search for the global optimal solution, and enhance the high-dimensional data
processing ability. The suggested approach improves the Adam optimization al-
gorithm’s performance to some degree, but it ignores the effects of second-order
momentum and various learning rates on the performance of the original algo-
rithm.

Quasi-Hyperbolic Momentum (QHM) and Quasi-Hyperbolic Adam (QHA-
dam) are computationally affordable, easily understood, and straightforward to
use. They were implemented in [9] by the authors. In many situations, they can be
great substitutes for momentum and the Adam algorithm. They specifically make
use of high exponential discount factors possible by employing rapid discounting.

As objective functions, the log-likelihood functions of the distributions of
the predicted variables were used with their link functions.

(k) =

x(k)y=x(k-1)—a *

Bayesian approach for parameter estimation

The flexibility of the Bayesian technique to adapt, or the capacity to estimate
model parameters iteratively in the situation where new measurements are con-
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tinually coming in, is one of its benefits. The Monte Carlo technique for Markov
chains (MCMC) may be used to estimate the model’s parameters to the data at a
particular step i, and in general, the process can be expressed as follows:

where 61' is an estimation of some parameter 0 of the model at step i; a is a

weight factor; Aé(i) is the increment in the value of the estimate to be evaluated.

The Markov condition for representing stochastic processes using Markov
chains is satisfied since the estimate of the parameter at the subsequent stage sole-
ly depends on the estimate at the preceding phase. The Monte Carlo approach is
used to generate data from the suitable distribution of the parameter, which is re-
quired in order to estimate the rise in the estimate. Therefore, the Monte Carlo
approach for Markov chains gets its broad name.

This architecture has concerns with re-estimating the parameter distribution
in response to fresh observations and producing data from the proper distribution
for estimating unknown parameters. The MCMC method may be used to answer
these queries.

Typically, the Bayesian method for creating a regression model looks like
follows:

Vi ~N(ayxpq + ... +a,x,,0), k=1,...,m,

where N is the Normal distribution with appropriate parameters.

In general, the distribution type can be chosen based on how the data are ac-
tually distributed. It can be rewritten in the matrix form:

y ~N(Xo,c,1),0 ~N(0y, K o)

where o is a vector of mean values at zero step; K,  is the corresponding co-

variance matrix.

The zero step refers to the initial estimation that was made and will be im-
proved as new data and slow adaptation become available.

Ordinary Least Squares (OLS) can be used when the measured factors and
the dependent variable are both normally distributed random variables. The con-
venience of MCMC, however, comes from the ability to update the values of a
few distribution parameters without performing a full recalculation of all matrix
operations. This is made possible by the so-called property of conjugate prior dis-
tributions from the family of normal, gamma, and their inverse distributions.

The regression model has the following form:

y=a+bx+e.

Primary estimation of vector o, can be written in the next form:

|: :|
Oto =
l;()

and covariance matrix:

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2023, Ne 2 143



R.S. Panibratov, P.1. Bidyuk

Applying the aforementioned property to each new pair of observations, it is
possible to arrive at a formula for the updated values (¢,s;,), (¢,,5,) of the distri-

bution parameters:

-1 -1
oy =Ko 1 (Koo + Ky 1)

-1 -1\-1
K(x,l = (ch,O + Ky ) s

T
LSy —trs) 81— | |
“’y:|: 5 s

L=t L=t

2 2
] + ) o2 0
h—t h—1h ¢
2
0 2[ ! J o’
LhH—1t |

However, in the majority cases, when working with non-stationary proc-
esses, there is a case of probabilistic uncertainty, or uncertainty about the distribu-
tion, which means it is impossible to guarantee an unchanged normal distribution
of variables and parameters, making it impossible to always use the above prop-
erty. It is also theoretically incorrect to continue using OLS because the condi-
tions required for its use are broken. Even in situations when the kind of distribu-
tion sought is unknown, MCMC offers a method for approximating the unknown
distribution by producing data for the posterior distribution.

Let’s say that an unknown parameter’s distribution has to be calculated. To
do this, it is recommended that a large number of points be produced from this
distribution, from which the required distributional parameters may then be esti-
mated using the law of large numbers. Nevertheless, as the posterior distribution
of the parameters is unknown, a tool for such creation is required. The Metropo-
lis-Hastings method is a potent tool for resolving the given issue. The algorithm’s
primary steps may be summarized as follows:

1. The method begins by working with an initial value o, which can ini-
tially be any random integer.

2. The next step is to choose a new value for o that is suggested as being

produced from the chosen distribution. Some propositional function g(oc*,oco)

serves as the foundation for the production of o . The function g is often se-
lected to be Gaussian and must be symmetric. The Bayes theorem is used to ac-
count for the effect of the newly acquired observations in this process.

3. Then calculations are made to determine the resulting value’s acceptance
rate P :

_gla’)gle)
g(vlag)g(a)

4. If u<p, or the newly created point o, is accepted and becomes o, a

random number 0 <u <1 is chosen; if not, the value is rejected, and the procedure
stays at the previous point.
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5. Until there are sufficient observations, steps 2, 3, 4 are repeated.
The Metropolis-Hastings method asserts that the remaining points originate
from the posterior distribution f(ay,X) after certain initial values are discarded

since the values created in the first stages are not yet stable.

The computation of new posterior distributions is repeated using the consid-
ered technique when new data is introduced since the prior posterior distributions,
according to the Bayes scheme, become a priori for the following iteration.

In [10], authors analyzed insurance claim data and represented the total
claims during a specific time frame as a random sum of individual claims’ indi-
vidual positive random variables. According to the data, the variances of both the
random total and the random claim size are as big as cubic powers of their respec-
tive means. They used natural exponential family modeling to match distributions
with cubic variance functions to the insurance data. The authors took into account
three discrete counting factors for the random sum and three positive continuous
distributions for the claim size, both of which were derived from natural exponen-
tial families. In order to create sampling algorithms, they provided a comprehen-
sive study of the nontrivial discrete counting variables. They ran Monte Carlo
simulations to compute tail probabilities, particularly for big losses, using samples
from the overall claim distribution. Two methods increased these models’ effec-
tiveness. The first is that convolutions belong to the same family as the individual
distribution because the claim size distributions fulfill the reproducibility condi-
tion. The use of importance sampling is the second enhancement.

In [11], authors presented a variety of machine learning regression ap-
proaches ranging from multivariate adaptive regression splines and kernel regres-
sion to ordinary and generalized least-squares regression variants over GLM and
generalized additive model (GAM) approaches for high-dimensional variable se-
lection applications, such as the calibration step in the least-squares Monte Carlo
(LSMC) framework. Regression algorithms proved to be suitable machine learn-
ing methods for proxy modeling of life insurance companies in their slightly dis-
guised real-world example and given LSMC setting, with potential for both
performance and computational efficiency gains by fine-tuning model hyper-
parameters and implementation designs. After all, none of the author’s tried and
true methods could entirely remove the bias seen in the validation figures and
produce findings that were consistent throughout the validation sets. The range of
suggested regression techniques can be further reduced by looking at whether
these findings are systematic for the approaches, the consequence of the Monte
Carlo error, or a mix of the two. Although though such assessments would be
quite expensive computationally, they would be extremely helpful in revealing
new ways to improve the quality of approximations.

NUMERICAL EXPERIMENT

Insurance data is not always publicly available, so it was decided to generate
insurance indicators and target variables randomly. The data consisted of the
following variables:

e age (range from 18 to 64 years);
® sex;
e body mass index (normal distribution was used);
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e number of children (range from 0 to 5);

e smoker status;

e region (generated from sample view [‘north’, ‘south’, ‘east’, ‘west’, ‘center’]);
e charges.

The last variable is the target and the following distribution laws with the
corresponding link functions were used for it:

¢ normal distribution with a known variance ¢ and a logarithmic link function;

e exponential distribution with the identity link function;

e pareto distribution with a known scale parameter x,, and a link function
of the form f(x)=-1-x.

Gaussian noise with variable variance, which is a linear function, was added
to the predicted variable.

RESULTS OF THE EXPERIMENTS

The following metrics were used to estimate the quality of the models:
Mean squared error:

1 n —
MSE==3 (Y= Y,)*.
i=1
Root mean squared error:

RMSE = lZ(Y,.— VAT
ni=1
Mean absolute error:

n
MAE=LS -7,
iz

The results of the estimation of GLM parameters using three methods are
presented in Tables 1, 2, 3.

Table 1. Results of GLM construction for a target variable with a Gaussian
distribution with known variance and a logarithmic link function

Metric MCMC ADAM IRWLS
MSE 4410.78 686.65 2458.21
RMSE 66.41 26.20 49.58
MAE 51.88 25.81 49.58

Table 2. Results of GLM construction for the target variable with a Pareto

distribution with a known scale parameter and a negative linear link function

Metric MCMC ADAM IRWLS
MSE 52725.56 82188.07 638121.57
RMSE 229.62 286.69 798.83
MAE 154.02 205.31 773.33
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Table 3. Results of GLM construction for the target variable with an
exponential distribution and an identity link function

Metric MCMC ADAM IRWLS
MSE 213.52 148.95 288.53
RMSE 14.61 12.20 16.98

MAE 11.17 3.64 15.66

According to the results of GLM construction for three cases, it can be seen
that in most cases, the Adam method showed quite good results. The MCMC
method also showed good results for the case of the Pareto distribution. The final
choice of parameter estimation method is made after practical application of mod-
els to solve the problem of predicting possible losses.

CONCLUSIONS

The methods of estimating GLM parameters for the analysis of actuarial risks in
case of payment of insurance premiums to clients are considered. The following
three methods are implemented: the iterative-recursive weighted least squares
method, the Adam optimization algorithm, and the Monte Carlo method for Mar-
kov chains. Since insurance data are often not publicly available, the insurance
indicators and the target variable were randomly generated: age, gender, body
mass index, number of children, smoking status, region, and charges. The latter
was generated using: a normal distribution with a known variance and a logarith-
mic link function; exponential distribution with the identity link function; of the
Pareto distribution with a known scale parameter and a link function of the form
of a negative linear function. According to the results of the experiments, it can be
concluded that the Adam optimization algorithm demonstrated good results in
most cases. The Monte Carlo method for Markov chains also showed good results
for the case of the Pareto distribution.
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OHNIHIOBAHHSI TTAPAMETPIB Y3AT'AJIBHEHHUX JIIHIMHUX MOJIEJIEﬁ
B AHAJII3I AKTYAPHUX PU3UKIB /LI bigrox, P.C. [1aniopaTos

AHoTanisi. Po3mIsTHyTO METOIM OLIHIOBAHHS IapaMeTpiB y3arajJbHEHUX JIHIHHHX
Mozeneil Uil aHai3y aKTyapHHX PHM3UKIB Y BHIAKy BHIUIAT CTPaXxOBHX MpeMii
KiieHTaM. Byiio peanizoBaHO iTepaTHBHO-PEKYpPEHTHO 3Ba)KYBaHUH METOJ Haii-
MEHIINX KBaJpaTiB, anroput™ ontuMizauii Adam ta meton Monre-Kapiio s nas-
wioriB MapkoBa. CTpaxoBi MOKa3HHKH Ta LiIbOBA 3MiHHA T€HEPYBAaINCS BHUIIAIKO-
BUM YHMHOM Y 3B’S3Ky 3 MpoOIeMoIo MmyOIiYyHOTro JOCTYIy CTPaXxoBHX HaHUX. [y
OCTaHHBOI{ BUKOPHCTOBYBABCSl HOPMAJIBbHHUI Ta €KCIIOHEHIIaTbHUI 3aKOH PO3MOILTY
i posnozin ITapero 3 BignmoBimHMME (QYHKIISME 3B’13Ky. Ha OoCHOBI MeTpHK SIKOCTI
HaBYaHHS MOJeJel OyJin 3po0JieHI BUCHOBKH MO0 X SIKOCTI MOOYIOBH.

KiouoBi ciioBa: aktyapHuUil pu3uK, y3araipHEHI JiHIHHI MO, iMiTamiiHe MojIe-
JIIOBaHHS, €KCIIOHEHIIIHA MHOKMHA PO3MOALIIB, iTepaTUBHO-PEKPYCHTHO 3BaKyBa-
HUI METOJl HaiiMEeHIIUX KBaapatiB, Metox Adam,meton Monre-Kapio mist Mmapkis-
CBHKHX JIAHIIOTIB.
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BIJOMOCTI ITPO ABTOPIB

Bapaxos Kocrsintun IlerpoBuy,

KaHIWIAT TEXHIYHUX HAyK, JOIEHT HalliOHAIbHOrO aepOKOCMIYHOTO YHIBEPCHUTETY IMeHi
M.€. XKyKkoBcbkoro «XapKiBCbKUii aBialliiHuii iIHCTUTYT», YKpaiHa, XapKiB

BapaxoBa I'anna CepriiBna,
acmipanT HarioHaJIbHOTO aepoKocMiuHOro yHiBepcuteTy imeHi M.E€. JKykoBcbKkoro
«XapKiBCchKUi aBiallitHUI IHCTUTYT», YKpaiHa, XapKis

Bapinko Becta €BreniiBHa,
cryzentka IIICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

Bimok Ilerpo IBanoBHY,
npodecop, JOKTOp TEXHIUHUX HayK, mpodecop kadeapr MareMaTHYHHX METOIB CHCTEMHOIO
anani3y IIICA KIII im. Iropst Cikopcebkoro, Ykpaina, Kuis

Boxpanos Liiiss AnartoaiiioBuy,
acnipant ITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

I'aBpunenko Onena Banepiisna,

JIOIICHT, KaHIUAAT (i3MKO-MAaTeMaTHYHHX HayK, JMOLECHT Kadempu iH(GOpMAIHHUX CHCTEM Ta
TeXHOJIOrIH (akynbTeTy iHpopmaTuku Ta obuucmoBanbHol TexHiky KIII im. Irops Cikopcbkoro,
VYkpaina, Kuis

TI'aBpuienko Osiena BosioqumupiBHa,

KaHIU#aT TEXHIYHUX HayK, IOLEHT KadeApd CUCTeM YIPABIiHHS JITalbHUX —arapaTiB
HartionasnibHoro  aepokocmiyHoro yHiepcurery iM. M.E. JKykoBcbkoro «XapKiBChbKHi
aBialiitHui IHCTUTYT», YKpaiHa, XapKiB

I'anon Cepriii BikTopoBuy,

3aBigyBauy Jiabopatopii reorpadiunux iHopmariiaux cucteM CBITOBOrO IEHTPY JaHUX
3 reoindopmaruku Ta cranoro po3sutky KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

I'pimun KoctsinTuH JIMuTpOBUY,
cryzent ITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis
€¢ppemon KocrsinTun BikTopoBuy,

KaHIWJIAT TEXHIYHUX HayK, goreHT kadempu mryyrnoro intenekty KIII im. Irops Cikopcbkoro,
JupekTop CBITOBOrO LEHTPY JaHUX 3 reoiHpopMatuxu Ta cranoro po3surky KIII im. Irops
Cixopcbkoro, Yxpaina, Kuis

3rypoBcskuii Muxaiisio 3axapoBud,
akanemik HAH Vxpainu, npodecop, OOokTop TexHiuHMX Hayk, pekrop KIII im. Irops
Cikopcbkoro, Ykpaina, Kuis

3inbko [lerpo MukoJsaiioBny,
JOLEHT, KaHW/aT (Pi3HKO-MATEMATHMHIX HAYK, AOLEHT Ka(eapH CHCTEMHOIO aHali3y Ta Teopii
NPUHHATTA pimieHb KUIBChKOTO HallioHANIBHOTO yHiBepcuTeTy iMeHi Tapaca IlleBuenka,
VYkpaina, Kuis

3inbko Tapac IleTpoBuy,
KaHIUIAT TeXHIYHUX HayK, Monoaimii HaykoBuid criBpoOiTHuKk HJIC «IIpobneM crcreMHOro
aHani3y» KuiBcbkoro HanioHansHOro yHiepcuteTy iMeHi Tapaca IlleBuenka, Ykpaina, Kuis

Konaparenko Harauisn PomaniBua,

npodecop, KaHIUAAT TEXHIYHUX HayK, Ipodecop Kadenpu 3axucTy iHdopmanii Binauipkoro
HalliOHAJILHOTO TEXHIYHOTO YHIBEpCUTeTY, YKpaiHa, BiHHu

Konaparenko Poman MuxaijioBuy,

acripaHT bBimopycbkoro iHCTHTYTY CHCTEMHOrO aHali3y Ta iHGopMaliiiHoro 3abe3nedeHHs
HayKOBO-TeXHIYHOI chepu, Binopych, MiHchk

Kynin I'puropiii IBanoBu4,

JIOLIEHT, KaHAuIaT (i3uKo-MaTeMaTH4YHUX HayK, MOJOAuMi HaykoBuii cmiBpoOitHuk HJIC
«IIpobnem cucremHoro anaiizy» KuiBcbkoro HalioHaJIbHOTO YHiBepcuTeTy iMeHi Tapaca
[leBuenka, Yxpaina, Kuis
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Kyaik Anaroaiii CTenaHoBuy,

npodecop, TOKTOp TEXHIYHUX HayK, Tpodecop kadeapu CHCTEM yIpaBIIiHHSI JITATBHUX arapaTiB
HamionaneHoro aepokocMiuHoro yHiBepcurery iM. M.E. JKykoBcbkoro —«XapkiBChKHIA
aBialiifHui IHCTHTYTY, YKpaiHa, XapKiB

Kypennos Cepriii CepriiioBuy,
JIOLICHT, JIOKTOP TEXHIYHHUX HayK, podecop HaiioHaIbHOro aepoKOCMIiYHOTO YHIBEPCUTETY iMEHI
M.E€. XKykoBcbkoro «XapKiBChbKHii aBialliiHii IHCTUTYT», YKpaiHa, XapKiB

Manakciano Mukosa OJiekcaHIpoBu4,

JIOLICHT, JIOKTOp TEXHIYHHUX HAyK, 3aBiqyBa4 Kadeapu TeXHIUHOI KiOepHETHKH i iH(pOopMaIiiHUX
TexHouorii iM. ipodecopa P.B. Mepkra Onechbkoro HalliOHATBHOTO MOPCBHKOTO YHIBEpPCHTETY,
Vxpaina, Oneca

Msarkuii Muxaiijio FOpiiioBuy,
acnipant KIII im. Iropst Cikopebkoro, Ykpaina, Kuis

Haxoneunmii Onexcanap I'puroposuy,
nipodecop, TOKTOp Pi3UKO-MaTeMaTHYHHX HAYK, 3aBiyBay Kadeapy CUCTEMHOTO aHai3y Ta Teo-
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