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ACADEMICIAN GLUSHKOV’S LEGACY: HUMAN CAPITAL
IN THE FIELD OF CYBERNETICS, COMPUTING,
AND INFORMATICS AT IGOR SIKORSKY
KYIV POLYTECHNIC INSTITUTE

M.Z. ZGUROVSKY

Abstract. The role of academician Viktor Glushkov in the creation of scientific
schools in the field of cybernetics, computing, and informatics at the Igor Sikorsky
Kyiv Polytechnic Institute, which became a powerful national center for training
specialists in this field, is considered. The significant influence of academician
Hlushkov’s ideas on the formation of generations of scientists, who to this day con-
tinue to build a digital society in Ukraine and far beyond its borders, is shown.

Keywords: academician Viktor Glushkov, cybernetics, computing, informatics,
digital society.

INTRODUCTION

Cybernetics as a distinct science was formed in the late 1940s. Its formation and
development is closely related to the creation of electronic computing machines
(ECM) and their expansion in the USA, Great Britain, and the USSR in the late
1940s and early 1950s. In the Soviet Union, a significant impetus for the further
development of cybernetics was the creation of a small electronic computing ma-
chine (SECM) in Kyiv in 1947-1948 under the supervision of Academician
S.O. Lebediev [1].

The government’s decision of 1955 to create a new academic institute in
1957 — the Computational Center of the Academy of Sciences of the Ukrainian
SSR — was the consequence of this achievement. The activity of this Center, with
its subsequent transformation into the Institute of Cybernetics in 1962, became
the initial stage of the development of cybernetics, computer science and infor-
matics based on the combination of fundamental and applied research.

Being a leader of a new scientific field, Academician V.M. Glushkov per-
ceived cybernetics as a science of management using computer technology, com-
munication means, and mathematical methods of real-time processing of large
arrays of information of arbitrary nature and content. According to Academician
V.M. Glushkov, young scientists and specialists of the senior generation had to
actively participate in these studies.

© M.Z. Zgurovsky, 2023
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That is why, on the initiative of Academician Glushkov, in 1960, the Kyiv
Polytechnic Institute (KPI) started training personnel in computing. And in 1969
at Taras Shevchenko Kyiv State University on the initiative of Viktor Glushkov
and the dean of the Faculty of Mechanics and Mathematics, prof. L.I. Lyashko, the
faculty of cybernetics was opened, which began training specialists in computa-
tional mathematics. Later, the training of personnel in computer technology and
computational mathematics was started in a few other universities of Ukraine.

KPI’S CONTRIBUTION TO THE TRAINING OF SPECIALISTS IN THE FIELD
OF CYBERNETICS, COMPUTER SCIENCE AND INFORMATICS

On March 16, 1960, the first Department of Computer Science (CS) at the KPI
was detached from the Department of Automation and Telemechanics (Head of
the Department Prof. Y.I. Greben, Dr.Sci. in Engineering). The first Head of the
Department of Computer Science was O.G. Ivakhnenko, then the Associate
Member of the Academy of Sciences of the Ukrainian SSR.

O.G. Ivakhnenko can truly be called one of the pioneers of Ukrainian cyber-
netics. In 1959, he published the first monograph on cybernetics in the Soviet
Union [2]. Several generations of future specialists in cybernetics and informatics
studied the materials of this monograph. O.G. Ivakhnenko was always a generator
of ideas, which he generously shared with his students. His scientific school in-
cludes 20 doctors and more than 100 candidates of sciences, whom he trained
personally. Ivakhnenko’s first students were Acad. V.M. Kuntsevich, professors
V.1 Ivanenko, V.I. Kostyuk, O.A. Pavlov, Yu.P. Zaichenko and other outstanding
scientists who later started their own scientific schools and made a significant
contribution to the development of cybernetics.

Some of Ivakhnenko’s ideas of the 1960s and 1970s were several decades
ahead of the state of science at that time. Thus, the well-known Group method of
data handling (GMDH) [3] became the first method of deep learning, which was
ahead of classical developments in the field of intelligent data analysis, forecast-
ing, modeling of complex systems, optimization, pattern recognition and artificial
intelligence by several decades.

In 1960, the International Congress of the International Federation of Auto-
matic Control (IFAC) was held in Ukraine [4]. O.G. Ivakhnenko, who was one of
the organizers of the event, invited the founder of cybernetics, the outstanding
American scientist Norbert Wiener to come to Kyiv and take part in the Congress.
Norbert Wiener gratefully accepted this invitation, spoke at the IFAC Congress
and discussed current problems of cybernetics with O.G. Ivakhnenko in an infor-
mal and positive environment.

Professor K.G. Samophalov, Associate Member of the Academy of Sciences
of Ukraine, headed the Department of Computer Science at the KPI from 1961 to
1990. Later, Prof. G.M. Lutsky, Dr.Sci. in Engineering, continued his successful
activity. Over 50 years of their fruitful work, almost 50 Dr.Sci. and more than 350
PhDs, more than 8.000 specialists have been trained; they have formed several
generations of specialists in the field of computer science, cybernetics, and infor-
matics.

A new Department of Engineering Cybernetics of KPI, established in 1969
by Prof. V.I. Kostyuk, Dr.Sci. in Engineering, played a significant role in the fur-
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ther training of specialists in this field. Specialists in engineering cybernetics and
robotics were trained at this Department. In total, 170 Dr. Sci., 110 PhDs, 6.200
specialists in engineering cybernetics, ACS and robotics were trained at the EC
Department.

During the heyday of research in the field of cybernetics, the abovemen-
tioned Department of Automation and Telemechanics, headed by Prof. A.A.
Krasnoproshyna, Dr.Sci. in Engineering, continued to work actively. Somewhat
later, it was renamed the Department of Automation and Control in Engineering
Systems (ACES). A scientific school was formed at the department, which con-
ducted research in the field of industrial automation and data transmission; pro-
fessors Yu.P. Zhurakovsky, G.B. Serdyuk, L.M. Kompanets, Dr.Sci. in Engineer-
ing, and other researchers were its members. Later, the ACES Department
focused on research in the field of informatics, paying the main attention to the
development and operation of information systems and technologies. During the
entire period of the Department’s existence, three Dr.Sci. and twenty PhDs, and
over 5 thousand specialists in industrial automation and information systems and
technologies were trained.

On Order of the Ministry of Higher and Secondary Special Education of the
Ukrainian SSR No. 278 of October 29, 1985 “On Changes in the Structure of
Higher Educational Institutions of the Ministry of Higher Education of the
Ukrainian SSR in 19857, the above-mentioned departments were merged into the
Faculty of Informatics and Computer Science (FICS). Prof. A.A. Krasnoproshyn,
Dr.Sci in Engineering, became the first dean of the Faculty.

Since the early 1970s, the era of practical development of automated control
systems (ACS) began, whose ideological foundations were formulated by A.L
Kitov and V.M. Glushkov in 1959-1962 [5]. As a result, in 1973, for the first
time in Ukraine, the training of specialists in the specialty of ACS was initiated at
the Department of Engineering Cybernetics.

Leading professors of the Department of Engineering Cybernetics: Acad.
0.G. Ivakhnenko, Acad. V.I. Skurykhin, Acad. V.M. Kuntsevych, Prof.
V.I. Kostyuk, Prof. V.V. Azhogin, Prof. Yu.P. Zaichenko, Prof. O.A. Pavlov,
Assoc. Prof. M.K. Pechurin, Assoc. Prof. V.M. Tomashevsky and others partici-
pated in the formation of this new and future-oriented specialty.

It is worth noting the significant role of Associate Professor P.I. Akinin in
the organization and formation of a new Department of Automated Production
Control Systems (APCS), by detaching it from the Department of Engineering
Cybernetics in 1978. Subsequently, Professor O.A. Pavlov headed the Department
of APCS, later the Department of Automated Data Processing and Control Sys-
tems (ADPCS), who made a significant contribution to the development of the
ACS specialty over the years. The Associate Professor V.O. Tykhonov was the
Deputy Head of the Department; he assured the activity of the Department and
development of methodological support of specialty at a high level. At that time,
Associate Professors S.F. Telenyk and S.M. Grysha worked fruitfully at the De-
partment and made a significant contribution to the development of the ACS spe-
cialty. The department trained 8 Dr.Sci., 50 PhDs, over 6,000 specialists in the
ACS sphere.

The establishment of the Branch of the Department of ADPCS at the Cyber-
netic Center of National Acasdemy of Sciences of Ukraine, where Academicians
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of the NAS of Ukraine 1.V. Sergienko (Head of the Branch), V.K. Zadiraka,
A.O. Chykriy worked, as well as work of Academicians of the NAS of Ukraine
N.Z. Shor, A.A. Letichevsky, V.I. Skurikhin at the Department of ADPCS, con-
tributed to highly creative and innovative level of learning [6]. The transfer of the
experience of scientific and practical work by prominent scientists of Ukraine,
followers of V.M. Glushkov’s work, to students, remained in their memory for-
ever and significantly contributed to their professional growth.

The graduation of experts in the ACS sphere lasted for almost 20 years. Over
the years, the foundation of the scientific school in the field of engineering cyber-
netics, ACS and informatics has been created; the leading scientists of the univer-
sity, in particular, Professors V.I. Kostyuk, K.G. Samofalov, V.V. Azhogin,
M.Z. Zgurovsky, O.A. Pavlov, G.M. Lutsky, Yu.P. Zaichenko made a significant
contribution to it.

Scientific research in the field of information technologies in KPI became
the basis for the development of the latest systems of automation, promising pro-
ject and technological solutions. Scientists of the Cybernetic Center of the NAS of
Ukraine: 1.V. Sergienko, Director of the Institute of Cybernetics and Head of the
Branch of the Department of Automated Data Processing and Control Systems,
Academicians of the NAS of Ukraine I.M. Kovalenko, V.M. Kuntsevych, V.S.
Mykhalevych, O.V. Palagin, Associate Member of the NAS of Ukraine B.M. Ma-
lynovsky, Prof. V.P. Derkach, Dr.Sci. in Engineering, and others made a signifi-
cant contribution to the formation of the scientific school in KPI.

In 1990, the Faculty of Applied Mathematics (FAM) was formed at the KPI
on the basis of the departments of Applied Mathematics, Mathematical Methods
of Systems Analysis and Specialized Computing Systems, by its detaching from
the Faculty of Informatics and Computer Science (FICS). Famous scientists M.Z.
Zgurovsky, .M. Kovalenko, K.G. Samofalov, Yu.L. Daletsky, Ye.M. Vavilov,
0O.A. Molchanov, O.A. Pavlov, V.P. Tarasenko participated in the creation of the
FAM and its formation in different years.

The first Dean, the founder of the faculty was .M. Kovalenko, Academician
of the NAS of Ukraine, a well-known specialist in the field of probability and
random processes theory. The next deans of the faculty — Prof. O.A. Molchanov
and Prof. I.A. Dychka — continued the work of I.M. Kovalenko.

Currently, the FAM includes three Departments: Applied Mathematics;
System Programming and Specialized Computer Systems; Computer Systems
Software.

The Department of Applied Mathematics (AM) was established in 1973 by
its detaching from the Department of Computer Science of the FICS. Prof.
Ye.M. Vavilov was the first Head of the Department. Further, for 36 years, Pro-
fessor O.A. Molchanov, Dr.Sci. in Engineering, was the Head of the Department;
nowadays, Professor O.R. Chertov, Dr.Sci. in Engineering, heads the Department.

The Department of AM trains specialists in the specialty 113 Applied
Mathematics, Educational Program “Data Science and Mathematical Modeling”,
which covers the following areas: development of mathematical methods for Data
Mining and Big Data; Machine Learning methods; Computer information tech-
nologies for knowledge acquisition using Computational Intelligence methods.

The Department of System Programming and Specialized Computer Sys-
tems (SPSCS) was established in 1990 by its detaching from the Department of
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Computer Science (FICS). Professor V.P. Tarasenko, Dr.Sci. in Engineering, be-
came the first Head of the newly created Department. Nowadays, Professor
V.0. Romankevych, Dr.Sci. in Engineering, heads the Department of SPSCS.

The Department of SPSCS traines specialists in the specialty 123 “Computer
Engineering”, Educational Program: System Programming and Specialized Com-
puter Systems, which covers the areas of designing, development, testing, imple-
mentation and operation of computer systems, networks and their components;
designing and modernization of specialized computer systems, their object and
functional orientation; designing, development, testing, implementation and sup-
port of system software.

The Department of Computer Systems Software Support (CSSS) was estab-
lished in 2009 by its detaching from the Department of System Programming and
Specialized Computer Systems. Professor I.A. Dychka, Dr.Sci. in Engineering,
became the first Head of the Department. Nowadays, Associate Professor Ye.S.
Sulema, Dr.Sci. in Engineering, heads the Department.

The Department of CSSS trains specialists in the specialty 121 “Software
Engineering”, Educational Program “Software for multimedia and information
retrieval systems”, which covers the following areas: development and use of ob-
ject-oriented engineering methods of projecting and designing complex software
systems; development, testing, implementation and support of software for intel-
ligent search systems (Information Retrieval, Data Mining, Text Mining); design-
ing software methods for efficient processing, storage and protection of large
data, including multimedia data (Multimedia and Mulsemedia).

Since 2010, the FAM is a member of the European Consortium of Mathe-
matics in Industry, ECMI. The faculty trained 11 Dr.Sci., 46 PhDs and over 4,000
specialists in computer engineering, software engineering, data analysis and
mathematical modeling.

The FAM graduates hold leading positions in national and foreign IT com-
panies, including scientific subdivisions of Global Logic, Epam, Data Art, Ajax
Systems, Samsung, Microsoft, etc.

COOPERATION OF KPI AND NAS OF UKRAINE IN THE SPHERE OF
TRAINING SPECIALISTS IN THE FIELD OF CYBERNETIC SECURITY AND
SYSTEMS ANALYSIS

One of the bright pages in the history of the KPI scientific school of cybernetics,
computer science and informatics is the development of applied mathematics, in-
formation and cyber security at the Physical and Technical Institute (PhTI) of KPI
[7]. The Institute was founded in 1995 on the initiative of the President of the Na-
tional Academy of Sciences of Ukraine, Academician B.E. Paton and then Minis-
ter of Education of Ukraine, Academician M.Z. Zgurovsky in order to train aca-
demic personnel in the field of applied physics and applied mathematics for the
National Academy of Sciences of Ukraine. O. M. Novikov, Associate Member of
the NAS of Ukraine, is the PhTI Director during all these years.

It was the educational focus on applied mathematics that served as the basis
for the establishment of two new departments at the PhTI in 1999-2000, namely,
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Information Security (O.M. Novikov, Associate Member of the National
Academy of Sciences of Ukraine was the first Head of the Department) and
Mathematical Methods of Information Protection (Prof. M.M. Savchuk, Dr.Sci. in
Physics and Mathematics was the first Head of the Department), the new specialty
“Security of information and communication systems” and the specialization
“Mathematical methods of cryptanalysis” within the specialty “Applied Mathe-
matics”.

The group of scientists headed by O.M. Novikov, Dr.Sci. in Engineering,
trained in the scientific school of Academician M.Z. Zgurovsky, became the basis
of the Department of Information Security, and the scientists from the scientific
school of cryptography of the Institute of Cybernetics of the National Academy of
Sciences of Ukraine, headed by Academician I.M. Kovalenko, formed the basis of
the Department of Information Protection. Prof. Ye.A. Machusky, Dr.Sci. in En-
gineering, Prof. O.Ye. Arkhipov, Dr.Sci. in Engineering, Prof. D.V. Lande,
Dr.Sci. in Engineering, prof. M.M. Savchuk, Associate Member of the NAS of
Ukraine, Prof. M. Yu. Kuznetsov, Associate Member of the NAS of Ukraine,
Prof. A.B. Kachynsky, Dr.Sci. in Engineering, Prof. A.M. Kudin, Dr.Sci. in Engi-
neering, and others made a significant contribution to the development and
strengthening of the sphere of information and cyber security in KPIL.

The specialty “Informatics” within the framework of the “Applied Mathe-
matics” educational sphere was established in the first years of the PhTI forma-
tion, which later gained an impetus within the educational programs “Mathemati-
cal methods of cryptographic protection of information”, “Mathematical methods
of modeling, pattern recognition and computer vision”.

In 2021, the Department of Mathematical Modeling and Data Analysis was
formed within the PhTI structure (Prof. N.M. Kussul, Dr.Sci. in Engineering is
the Head of the Department). The scientists of the Institute of Space Research of
the Cybernetic Center of the National Academy of Sciences of Ukraine, scientists
and professors of the PhTI participated in the foundation of the Department.

Employers consistently give a high assessment of the qualifications of
graduates in applied mathematics, information and cyber security of scientific
schools of PhTI. In particular, according to the rating of the “Forbes Ukraine”
magazine, PhTI of KPI was recognized as the best faculty of Ukraine in the
nomination “STEM disciplines” in 2021.

For more than 20 years of activity, the teams of the Department of Informa-
tion Security and the Department of Mathematical Methods of Information Pro-
tection, and later the Department of Mathematical Modeling and Data Analysis of
PhTI, trained more than 2,000 specialists in applied mathematics, information and
cybernetic security, 10 PhD and doctoral theses were defended. Teams of scien-
tists received two State Prizes of Ukraine in the field of science and technology
and the Prize of the President of Ukraine for young scientists; three PhTI scien-
tists, Prof. M.M. Savchuk, Prof. M.Yu. Kuznetsov and Prof. O.M. Novikov were
elected Associate Members of the National Academy of Sciences of Ukraine.

In September 1988, on the initiative of Academician V.S. Mykhalevych,
Professors M.Z. Zgurovsky and Yu.L. Daletsky, and with the support of the Min-
ister of Higher and Secondary Special Education V.D. Parkhomenko, the training
of system analysts was started in Ukraine. For this purpose, the Department
of Mathematical Methods of Systems Analysis (MMSA) was detached from
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the Department of Applied Mathematics of the Faculty of Control Systems (FCS)
of KPI as a department of targeted personnel training for institutes of the Acad-
emy of Sciences of the Ukrainian SSR. The Department trained students in the
specialty “Applied Mathematics” with the specialization “Systems Analysis and
Control”. Prof. M.Z. Zgurovsky, Dr.Sci in Engineering, headed the Department.

The group of Professors of the Department of Applied Mathematics of KPI:
Yu.L. Daletsky, Yu.V. Bohdansky, V.G. Bondarenko, S.M. Paramonova, N.D.
Tsvyntarna, and scientific group of Professor M.V. Zgurovsky whose members
were V.D. Romanenko, O.M. Novikov, O.S. Makarenko, O.M. Selin, P.I. Bidyuk,
Yu.M. Selin formed the nucleus of the MMSA Department.

The MMSA Department became the first and basic department in Ukraine
for training specialists in the field of systems analysis and made a significant con-
tribution to the development of the new “Systems Analysis” specialty.

For the first time in Ukraine, new specialties “Intelligent decision-making
systems”, “Decision-making systems and methods”, “Social informatics”, “Sys-
tems analysis”, “Computer science” were introduced into the educational process
of the MMSA Department, and new educational and professional programs “Sys-
tems Analysis and Control”, “Systems Analysis of the Financial Market”, “Sys-
tems and Methods of Artificial Intelligence” were developed and accredited.

Professors P.I. Bidyuk, Yu.L. Daletsky, V.Ya. Danilov, Yu.P. Zaichenko,
M.Z. Zgurovsky, P.O. Kasyanov, V.Ya. Melnyk, N.D. Pankratova, V.D. Roma-
nenko actively participated in the organization of the educational process, in the
preparation of textbooks and teaching aids.

A series of new textbooks and monographs on systems analysis, data
mining, and artificial intelligence by M.Z. Zgurovsky, N.D. Pankratova, and
Yu.P. Zaichenko, were prepared and printed, they were used for more than 20
years to train system analysts in Ukraine and abroad.

On the initiative of A.l. Kukhtenko, Academician of the National Academy
of Sciences of Ukraine, the Research Institute of Interdisciplinary Studies (RIIDS)
was established at KPI in 1990 based on the research sector of the MMSA De-
partment. The main focus of the RIIDS activity was to conduct large-scale ex-
ploratory and fundamental research of an interdisciplinary nature in such scien-
tific areas as mathematical, physical, chemical and engineering methods of
environmental protection; artificial intelligence systems; theory of fractals and its
application in physics, chemistry, materials science; catastrophe theory and bifur-
cation, synergy and “chaos”, and others.

36 Dr.Sci. and 105 PhDs, 4,300 specialists in the field of systems analysis
and information technologies were trained at the MMSA Department during 35
years of its activity.

Researchers of the Department P.I. Bidyuk, Yu.P. Zaichenko, M.Z. Zgu-
rovsky, P.O. Kasyanov, N.D. Pankratova, V.D. Romanenko became laureates of
the State Prizes of Ukraine in the field of science and technology. M.Z. Zgu-
rovsky and Yu.L. Daletsky were elected Academicians of the National Academy
of Sciences of Ukraine for their fundamental developments in the field of science
and technology, and V.S. Melnyk and N.D. Pankratova were elected Associate
Members of the National Academy of Sciences of Ukraine.

In 1997, by Resolution of the Cabinet of Ministers of Ukraine No. 1351,
dated December 2, 1997, the Institute of Applied Systems Analysis (IASA) under
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the dual subordination of the Ministry of Education and Science of Ukraine and
the National Academy of Aciences of Ukraine, was established on the basis of the
MMSA Department of KPI and the departments of “Numerical Optimization
Methods” (Head of the department B.M. Pshenychny, Academician of the Na-
tional Academy of Sciences of Ukraine) and “Applied Nonlinear Analysis” (Head
of the Department Prof. V.I. Ivanenko, Dr.Sci. in Engineering) of the Institute of
Cybernetics of the National Academy of Sciences of Ukraine [8].

The foundation of the Institute of dual subordination resulted from the im-
plementation of the concept of science and education integration. The integration
of educational and scientific areas in IASA provided an opportunity to carry out
unique research and implement the methodology of training system analysts of a
practical orientation. M.Z. Zgurovsky, Academician of the National Academy of
Sciences of Ukraine, became the Director of the Institute, and later, its academic
adviser. Since 2018, Prof. P.O. Kasyanov, Dr.Sci. in Physics and Mathematics, is
the IASA Director.

The main goal of IASA foundation is to carry out innovative educational ac-
tivities at various levels of higher education and areas of scientific research, to
develop the methodology of systems analysis, mathematical methods and soft-
ware tools for conducting comprehensive analysis, forecasting and solving the
state’s social, economic, ecological, and technological problems, meeting social,
economic and cultural needs of society, achievement of innovative development
of the country.

Currently, the IASA educational and scientific structure includes three De-
partments: Mathematical Methods of Systems Analysis; System Design; Artificial
Intelligence, which train highly qualified specialists in the specialties: 124 Sys-
tems Analysis and 122 Computer Sciences, and three scientific departments of the
National Academy of Sciences of Ukraine: System Mathematics; Mathematical
Methods of Systems Analysis; Applied Nonlinear Analysis; they perform funda-
mental and applied scientific research and participate in the educational process
by delivering lectures, conducting practical classes, giving academic advises to
graduate students, supervising bachelor’s and master’s theses. The Institute has
subdivisions of pre-university and course training as well.

At the current stage, the Department of Mathematical Methods of Systems
Analysis traines system analysts capable to design, create and operate complex
man-machine aggregates for analysis, forecasting, control and design of dynamic
processes in macroeconomic, technical, technological, security, environmental
and financial systems. The MMSA graduates work in the analytical subdivisions
of state administration bodies, special services, large companies, data centers,
other institutions and enterprises, whose activities are based on modern system
analytics.

The Department of System Design trains specialists in the modern theory
and practice of building and operating intelligent computing environments (appli-
cation of service-oriented computing and architectures (SOA and SOC), distrib-
uted grid, cloud, fog, and serverless computing in computer processing of big data
and automated design; construction of multi-agent systems and infrastructures;
use of SOC and SOA in the Internet of Things). Graduates are in demand by sci-
entific centers, I'T companies, enterprises involved in the support and maintenance
of modern information systems and technological complexes.
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The Department of Artificial Intelligence trains specialists in the field of arti-
ficial intelligence and intelligent data analysis, computer vision, text and voice
information processing, intelligent medical diagnostic systems, and intelligent
defense systems.

The Institute of Applied Systems Analysis publishes the international maga-
zine “System Research and Information Technologies” [9], which is included in
the register of specialized scientific publications of Ukraine under category “A”,
the published articles are indexed in the Scopus scientometric database. Staff
members of the Institute are members of a number of editorial boards of periodi-
cal professional Ukrainian and foreign editions.

The UNESCO International Chair “Higher Technical Education, Applied
Systems Analysis and Informatics” [10] operates on the IASA basis, whose main
purpose is the implementation of a comprehensive research program in the field
of higher technical education, methods of applied systems analysis, advanced in-
formation technologies and their application in the educational system, analysis of
complex systems of various nature, in particular, socio-economic, ecological,
technical and others.

The Institute conducts active international activities. According to the Reso-
lution of the Presidium of the National Academy of Sciences of Ukraine dated
29/04/2015, No. 118 “About the distribution of responsibilities among the mem-
bers of the Presidium of the National Academy of Sciences of Ukraine”, the Sci-
entific Director of IASA M.Z. Zgurovsky, Academician of the National Academy
of Sciences, is responsible for the implementation of relations with the Committee
on Data for Science and Technology (CODATA), United Nations Industrial De-
velopment Organization (UNIDO). He maintains relations with the “International
Scientific Council” (ISC) together with the President of the National Academy of
Sciences of Ukraine.

For more than a quarter of a century, IASA trained more than 6000 highly
qualified system analysts who successfully work in Ukraine and 50 countries
around the world. IASA scientific schools trained 2 academicians, 2 associate
members of the National Academy of Sciences of Ukraine, more than 50 Dr.Sci.
and 130 PhDs.

A powerful scientific base and personnel potential made it possible for KPI
in cooperation with the National Academy of Sciences of Ukraine to create the
Faculty of Physics and Mathematics (FMF) in 1996 [11]. The faculty was headed
by an outstanding scientist, academician of NASU, Hero of Ukraine
V.G. Baryakhtar. Since 2007, his case has been continued by Doctor of Technical
Sciences, Prof. V.V. Vanin.

At different times, scientists with world-famous names worked here and
headed the departments of fundamental training: academicians 1.V. Skrypnyk,
A.M. Samoilenko, V.I. Loktev, corresponding member of the National Academy
of Sciences of Ukraine V.Ya. Valakh, professors A.V. Pavlov, F.P. Yaremchuk,
V.V. Buldygin, Yu.l. Horobets, N.O. Virchenko, O.I. Klesov, V.M. Gorshkov,
M.M. Kukharchuk, 1.V. Beiko and others.

The faculty trains specialists in fundamental and applied problems in various
branches of modern mathematics and physics — from the study of aerodynamics
and hydrodynamics to the physics of the atomic nucleus and elementary particles
using methods of mathematical and computer modeling, analysis and forecasting
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of complex processes and natural phenomena to practical applications of modern
mathematical methods and tools in the field of economics, finance business and
national security.

There are six departments within the FMF: general physics and modeling of
physical processes; mathematical analysis and probability theory; general physics;
mathematical physics and differential equations; descriptive geometry; engineer-
ing and computer graphics.

Over the 27 years of its work, FMF has trained 21 doctors, 53 candidates of
science, 2285 specialists in modern areas of mathematics, physics, mathematical
and computer modeling and their applications in various fields of science, na-
tional economy and national security of Ukraine. Scientists of the faculty have
been awarded two state prizes in the field of science and technology.

In 2002, the educational and scientific Institute of Telecommunication Sys-
tems (ITS) was established in KPI [12] as a logical result of the development of
the Department of Telecommunications, which, since 1993, trained specialists
and designed telecommunication networks for large computing complexes and
control facilities in ACS systems.

Nowadays, ITS includes three departments: Department of Electronic Com-
munications and Internet of Things (ECIT); Department of Information Technolo-
gies in Telecommunications (ITT); and Department of Telecommunications (TC).

Educational and scientific work of the ITS is carried out in cooperation with
scientific institutions and companies from Ukraine, USA, Great Britain, France,
Germany, China, Poland, etc. Currently, the main ITS partners are the following
large companies: Lifecell, ALCATEL-LUCENT, HUAWEI TECHNOLOGIES
(China), Kyivstar, Ukrtelecom, Vodafone, Bankomzvyazok, Data Group,
NOKIA, etc.

Over the years of its activity, the Institute of Telecommunication Systems
has trained 12 Dr.Sci. and 42 PhDs, more than 2.500 specialists in the field of
telecommunications; 15 ITS scientists were awarded the title of laureates of state
prizes of Ukraine in the field of science and technology; Prof. M. Yu. Ilchenko,
Dr.Sci. in Engineering, was elected academician of the National Academy of
Sciences of Ukraine.

CONCLUSIONS

1. Academician Viktor Glushkov left an outstanding legacy in the field of
training high-quality human capital in the field of cybernetics, computing and
information science. Over the past 63 years, the legacy of the KPI has been
replenished with three educational and scientific institutes, four faculties, and
thirty-one departments. In this area, the KPI has trained more than 61.300
computer engineers, 195 Doctors of Sciense, 1.123 PhD's, four Academicians and
seven Corresponding Members of the National Academy of Sciences of Ukraine.
59 KPI scientists were awarded by the title of Laureate of State Prizes of Ukraine
in the field of science and technology.

2. Diligent and talented youth who studies and works in many universities,
scientific institutions and leading companies of Ukraine and the world, is a
follower of Academician Glushkov’s achievments. KPI students made a
significant contribution to strengthening the image of academician Glushkov’s
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scientific school at the national and international levels. They won more than 170
awards at Olympiads in mathematics, cyber security, informatics in Ukraine and
abroad.

3. Among the significant achievements of students there are 41 awards
(including 8 Grand Prix) at the World Mathematical Olympiads (IMC), the World
Team Programming Championship (ICPC) according to the ACM version in
London, Tokyo, Prague, Warsaw, Bucharest, Munich, Skopje (Macedonia),
Blagoevgrad (Bulgaria), etc. Students O. Rybak, A. Mellit, S. Torba, M.
Vlasenko, A. Gogoliev, K. Vedensky, B. Nagirnyak, B. Borysyuk, B. Baydenko,
O. Slyusarenko, K. Marovetska, K. Matviyiv, V. Mykhaylovsky, Ye. Polishchuk
and others were multiple winners of mathematics and informatics Olympiads in
different years.

4. Since 2012, a series of victorious performances at the world
championships among “white” hackers in the CTF version (capture the flag) of
DCUA team supervised by Associate Professor M.I. Ilyin, Ph.D., was added to
the bright victories of the students [13]. In 2016, the team won the title of World
Champions among “white” hackers among more than 12 thousand participating
teams.

5. Currently, students and followers of Academician Glushkov actively
build a digital country and its economy, making scientific breakthroughs and
training new generations of talented youth, increasing the defense capability of
our state.
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Abstract. Technology for Cloud Computing (CC) has advanced, so Cloud Comput-
ing creates a variety of cloud services. Users may receive storage space from the
provider as Cloud storage services are quite practical; many users and businesses
save their data in cloud storage. Data confidentiality becomes a larger risk for ser-
vice providers when more information is outsourced to Cloud storage. Hence in this
work, a Ciphertext and Elliptic Curve Cryptography (ECC) with Identity-based en-
cryption (CP-IBE) approaches are used in the cloud environment to ensure data se-
curity for a healthcare environment. The revocation problem becomes complicated
since characteristics are used to create cipher texts and secret keys; therefore, a User
revocation algorithm is introduced for which a secret token key is uniquely produced
for each level ensuring security. The initial operation, including signature, public
audits, and dynamic data, are sensible to Sybil attacks; hence, to overcome that, a
Sybil Attack Check Algorithm is introduced, effectively securing the system. More-
over, the conditions for public auditing using shared data and providing typical
strategies, including the analytical function, security, and performance conditions,
are analyzed in terms of accuracy, sensitivity, and similarity.

Keywords: ciphertext, user revocation, data sharing, CC, ECC, security issues.

INTRODUCTION

Innovative developments have made it possible to implement progressive solu-
tions to improve the nature of human existence. In order to gather information and
address challenges relating to wellbeing, analysts who are thinking about the
growth of innovation have collected and evaluated wellbeing data from these
sources. Accordingly, the development of integrated medical care innovation has
the potential to improve efficiency and results comprehension at every level of the
medical care framework [1]. By utilizing robust patient well-being controls, per-
vasive information access, remote patient checking, quick clinical intervention,
and decentralized electronic-medical care records, new electronic health
(e-Health) application frameworks are being developed that can address specific
issues related to traditional medical care frameworks [2]. These systems can man-
age patient and well-being data, boost individual satisfaction, foster teamwork,
enhance outcomes, cut costs, and generally improve the effectiveness of
e-medical care administrations [3].
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IoT usage and the advancement of wireless communication technologies
enable real-time streaming of patients’ health conditions to caregivers [4].
Additionally, a number of readily available sensors and portable devices may
measure particular human physiological parameters with a single touch, including
blood pressure (BP), respiration rate (RR), and heart rate (HR) [5]. Although it is
still in the early stages of development, businesses and industries have quickly
incorporated the power of 10T into their current systems and seen gains in both
user experiences and production [6]. However, the use of IoT technology in the
healthcare sector poses a number of difficulties, including those related to data
management, storage, and transmission between devices as well as issues with
security and privacy. Among the potential answers to these is Cloud Computing
technology [7].

Cloud Computing is incredibly beneficial since it has many distinctive
characteristics. Cloud computing makes a variety of services easily available [8].
Some advantages of this technology include suppleness, cost consumption, pay-
as-you-go, increased effectiveness, and nimbleness. Through dedicated CS, cloud
computing services offer client-specific applications and data storage [9].
Through the use of the cloud, businesses are able to avoid upfront framework
costs and investments, allowing them to launch their applications more quickly,
more intelligently, and with less maintenance. To provide the best services to
mobile clients, portable distributed computing combines cloud computing and
mobile devices [10].

Cloud Computing becoming increasingly important for the rapid growth of
technology, particularly in the industry of the health care system [11]. Cloud
storage is many times less costly than server storage, storage, equipment
materials, and HR training to strengthen required operations [12]. Because in the
cloud all the information of patients is stored, and retrieve the prescription from
the cloud at any time and from any location. Because the data is stored in the
cloud, healthcare professionals and identified patients will be able to access it via
mobile devices such as smartphones and PDAs [13].

Cloud Computing enables internet-connected devices to access healthcare
information from anywhere in the world. Furthermore, medical practitioners may
exchange their resources and medical knowledge with other famous researchers in
the same area from across the world [14]. Healthcare organizations, medical
medication producers, pharmacists, medical insurance providers, researchers, and
patients must all exchange EH records [15]. This presents a significant challenge
in terms of keeping sensitive patient data secure. While there are numerous
benefits, there are also some risks, particularly with regard to data security in the
cloud, which is the most difficult issue at all times. It becomes more difficult in
cloud computing because the actual data is stored in another location. As a result,
providing security for data in the cloud is a time-consuming task for cloud
computing organizations [16].The current healthcare sector is beset with
computational and processing challenges. Inherent issues in the traditional
healthcare sector [17; 18]. Patients’ records include sensitive information that
must be kept secure at all times. The current method has several irregularities in
securing patient data. Medical data takes up more memory space, which is
inefficient [19]. As a consequence, the purpose of this study is to enhance the
performance and strengthen the operations of the existing cloud system in the
healthcare industry. The proposed solution’s key contributions include security
and privacy, low-cost access policies for SHRs (Smart Health Records), a
lightweight IoT detection system, rapid detection of Sybil attacks to reduce their
impact on the network, and Sybil node identification using node properties. The
proposed system in the given paper includes:
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e A reversible and efficient no-pairing data-sharing technique for cloud
storage systems based on Elliptic Curve Cryptography (ECC) with Identity-based
encryption (IBE) approach.

o Cipher text Based Encryption (CBE), which presents an encryption access
control (EAC) technique to satisfy User revocation that includes both user revoca-
tion and attribute, is seen here as a means of ensuring data security.

o A threat detection model to identify resource depletion attacks and Sybil
attacks detection in the cloud system ensuring the safe storage of data.

LITERATURE SURVEY

In their study, Yan et al. [20] created the retrieval and storage-based indexing
framework (RSIF) to enhance concurrent user and service provider access to
healthcare data stored in the cloud. Concurrent access to stored data was made
possible through continuous, replication-free indexing and time-constrained re-
trieval. Deep learning is used for all storage instances to categorize the restrictions
for data augmentation and update. The learning process determines the approxi-
mate indexing and ordering for storage and retrieval, respectively, through condi-
tional assessment. As long as the processes are independent, this helps to shorten
the time for access and retrieval occurring at the same time. This data analysis
should be carried out using various indexing techniques and storage and process-
ing techniques.

PRCL, a privacy-aware, and resource-saving collaborative learning protocol
was proposed by Hao et al. [21]. They created a unique model splitting technique
that divides the network into three pieces, which offloads the intensive center half
for CS to decrease the overhead. The original data, labels, and model parameters
are all kept private by PRCL through the use of a mild perturbation of data and
filled partly homomorphic encryption. Additionally, they examined the suggested
protocol’s security and showed how PRCL performed better with correctness and
effectiveness. Future work will need to focus on developing adaptive data
perturbation techniques, lowering the system’s overhead of communication.

For a system of exchanging personal health records, Zhang et al. [22]
suggested an effective identity-based distributed decryption technique. They may
easily share their data with different parties without having to reassemble the
decryption private key. They demonstrated the scheme’s resistance to chosen-
ciphertext attacks (CCA). Additionally, they used an Android phone and a laptop
to implement the plan using the Java pairing-based cryptography (JPBC) package.
The outcomes of the trial demonstrated the system’s viability in an electronic
personal health record system. In the future, it will be necessary to look into some
more effective strategies, such as removing the zero-knowledge proof from the
scheme and dispersing the secret without the need for a secret channel.

Using JavaScript-based smart contracts, Singh et al. [23] proposed a patient-
centric architecture for a decentralized healthcare management system with a
blockchain-based EHR. Additionally, a functional prototype based on the
composer and Hyper ledger fabric technology has been put into place, ensuring
the security of the suggested paradigm. Performance metrics including latency,
throughput, resource usage, and others are measured in experiments using the
hyper ledger calliper benchmarking tool under various situations and control
parameters. The outcomes support the effectiveness of the suggested strategy. The
authors want to expand their work based on fault tolerance in the future.
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For cloud-based WBANSs, Yang et al. [24] suggested a brand-new effective
and anonymous authentication technique. The security study demonstrated that
the system could fix the flaws in earlier ones and satisfy all security criteria. They
also demonstrated the benefits of the suggested plan via presentation analysis of
functionalities, computing transparency, storage overhead, and communication
overhead demonstrating that the plan is better suited for real-world applications in
the healthcare industry. The authors intended to create a universal authentication
system that may be used in a variety of application scenarios in the future.

Son et al. [25] use blockchain to ensure data integrity and cipher text-User
attribute-based encryption (CP-ABE) to create access controls to store data on
CS. They used automated validation of internet security protocols and applica-
tions to do informal analysis, Burrows-Adabi-Needham (BAN) logic analysis, and
formal validation of the proposed protocol to verify its robustness (AVISPA). As
a consequence, they proved that the proposed protocol is more secure and per-
forms better than comparable protocols. Future work will include modelling the
full network as well as the security protocol in order to develop a new, more prac-
tical solution.

From the survey it is observed that for [20] data analysis should be carried
out using various indexing techniques and storage and processing techniques, [21]
need to focus on developing adaptive data perturbation techniques and lowering
the system’s communication overhead, for [22] it is necessary to look into some
more effective strategies, such as removing the zero-knowledge proof from the
scheme and dispersing the secret without the need of a secret channel, [23] work
has to be expanded based on fault tolerance, for [24] the authors intended to cre-
ate a universal authentication system that may be used in a variety of application
scenarios and [25] requires simulation of the entire network and the secure proto-
col in order to build a new and more workable. Hence order to achieve the
abovementioned necessities it is essential to develop a model.

AUGMENTED SECURITY SCHEME FOR SHARED DYNAMIC DATA WITH
EFFICIENT LIGHTWEIGHT ELLIPTIC CURVE CRYPTOGRAPHY

This paper takes into account a system for auditing cloud storage that consists of
the cloud, users, a group, and proxies. The company can host and share data to the
cloud. Users who produce data and exchange it with one another make up the group.
Users in the group are able to govern the group collaboratively since they trust one
another. Here initially a container is created to store Cloudlets in the CloudSim li-
brary. The Data centers and Brokers are created in which the VMs and Cloudlets are
loaded. Hosts with specific IDs are created and the simulation is run (Fig. 1).

Augmented Security Scheme for Shared Dynamic Data
with Efficient Light Weight Elliptic Curve Cryptography

Secrecy Revocation .
Data Sharing Scheme Algorithm Threat Detection Model

Fig. 1. Framework of the proposed model
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Data sharing scheme

Traditional encryption techniques consume a lot of storage space since they re-
quire duplicates for all cipher text in every particular user through a unique key.
To create a secure, reliable, and accurate model sharing data, the dispute must
consider, importantly the key distribution among new users necessitates that data
owners remain online constantly. Initially, the system must allow data owners to
add or delete users. Then, the system must allow data owners to guarantee that
data confidentiality is protected from CS, attribute authorities, and unauthorized
users. Consequently, consumers should confirm the data correctness they have
received. At last, users have to have mobile access to shared data. Hence, consid-
ering the above-mentioned requirements this research presented a reversible and
efficient no-pairing data-sharing technique for cloud storage systems based on
ECC withldentity-based encryption (CP-IBE) approach. Cloud computing, smart
grids, the Internet of Things, and other distributed systems may all benefit from
the one-to-many encryption technique known as CP-IBE, which is based on pub-
lic keys and enables flexible and fine-grained data access management. Unfortu-
nately, because they rely on pricey bilinear pairing algorithms and have large en-
cryption and decryption computation overhead costs, the majority of modern data-
sharing approaches are ineffective for cloud systems with limited resources. The
paper here proposed an effective data-sharing scheme for cloud storage systems
based on the fact that the ECC algorithm has stronger bit security than exponen-
tial-based public key cryptographic algorithms like RSA and can achieve the
same level of security with smaller key sizes and higher computational efficiency.
The four entities in the proposed system model are a trusted expert, a cloud source,
senders, and users which are depicted in Fig. 2.

Encrypt and upload data a Data Sharing

> |

I l Ciphertext update
Storage Server

oy 1

o

Data Provider Users

I Key Management

Key Authm'it}'
Fig. 2. Entities of the system model [31]

Trusted Expert (TE). The TE is generate both master secret keys and
global public parameters, which produce and share out users’ matching private
keys. Additionally, it is in charge of blocking users. The TE is expected to be
trustworthy but inquisitive, which means refuse service for authorized users pro-
vide adhere to established procedures appropriately, if interested in the data’s
substance, and want to learn as much as it can about its customers’ private infor-
mation.
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Cloud Source (CS). Data from the owners are gathered and stored by the
CS, a potent computing entity with limitless resources. Additionally, computing a
sizable amount of decryption overhead aids users in decrypting the cipher text.
Like the TE, the CS is expected to be sincere but curious.

Data owner. A data owner is a group that needs to outsource a data file to the
CS. Data is encrypted initially under a set of characteristics before transmitting it.

User. It is an entity with unrestricted access to the ciphertext of the cloud
server. To achieve this, it first creates a token using its key, and then it asks the
CS for access to the data by giving the CS the token.

Proposed CP-IBE-based ECC approach. The algorithms utilized in the
data-sharing system are discussed in detail below.

e Setup (S, ,4) > (Mg, F;)

The setup procedure takes a security parameter S, and an attribute universe

4 as inputs and produces global public parameters F; and a master key M, for
the system as outputs.

e Encryption (F;,M,0)— CT

The encryption method is given a message M , a collection of descriptive
qualities, and the global parameters P . It generates cipher text C7" .

e KeyGen (F;, My, T)—>SK

The global parameters F;, the master secret key My, and an access tree T
are sent into the key creation method. For each authorized user, it produces a
private key Py .

e TokenGen (F;,D)—>TK

The user executes this procedure to create a decryption token 7K .

e Partial Encryption (F;,7K,CT)— CTPartial

The partial decryption algorithm accepts the global parameters F;, the user
token, and the ciphertext as input. It returns ciphertext that has been partly de-
crypted.

e Decryption (CTPartial) > (M,AC),)

The user executes the decryption algorithm, which uses the partly decrypted
ciphertext. It displays the message M as well as the message authentication
code,AC), .

¢ Elliptic Curve Cryptography

ECC is public key cryptography. Assume p is a prime number and F), is the

field of integers modulo p. A cubic equation y* =x> +ax+b defines an elliptic
curve (EC) over a finite field (Galois Field) GF and each elliptic curve is formed
by a distinct value of @ andbd. The collection of all locations

( X,y ) that satisfy the above equation, as well as a point in infinity, lies

on the elliptic curve. The private key in the ECC is a random number, while the
public key is a point in the curve formed by multiplying the private key by the
generator point G in the curve.
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Based on the preliminary results and system model, this paper presented a
CP-IBE scheme in detail in this section owner O develops a collection of
expressive qualities before encrypting a message M with an algorithm and
sending cipher text to the CS provider. This work employs lightweight operations
of ECC in conjunction with an algorithm of symmetric encryption. If user U,
gets provided authority and wishes to get data stored on CS, user U, must

construct and deliver a decryption token to the CS. When the CS receives the
token, it partly gets back the saved cipher text, and transmits consequential
communication to the U,. Ciphertext can then be readily decrypted by the user.

Setup, Encryption, KeyGen, TokenGen, Partial Decryption, and Decryption are
the six function modules of the proposed data-sharing method. These are their
descriptions:

o Setup (S,.4,) > (M.F;)
The trusted attribute authority executes the setup procedure, input as security
parameter S, and the attribute universe 4, . It generates Global Public Parame-

ters P as well as the Master Key M . To do this, the authority first chooses a

random integer R; from Z P’ and computes PK=R,.G. Let 4,={l,...,n} be a
collection of all attributes in the system; the authority selects a random number
s; €Z P* and computes the public key of each attribute / as P, =s;.G. The CS
chooses a random number p for its secret key and calculates PKCS = u.G for its
public key. The authority does not know u, and the CS proves the authority’s

knowledge of p using a zero-knowledge proof procedure. The authority assigns
the secret key My ={R;,{s;,...,5;} i €A, and publishes the global parameters

Po={Myg,MyCS, {R,...P}icAd,}.o.

e Encryption (F;,M,0)— CT

As input, the encryption method receives a message M , a collection of de-
scriptive qualities ®, and the global parameters P;. When the owner O wishes to
encrypt a message using the set of characteristics, he or she selects a value at ran-

dom from the set of values Z; and computes K and F as follows:
K=d- PK=(k,ky); F=d- PKCS=(f,,/>).
If K=0, the authority re-selects d at random from Z; to compute K until

K=0. Then use the points (k;, k,) as the encryption and integrity keys, and
construct ciphertext C and AC,, for message M as follows:

C=ENC(M,k,);
C'=ENC(C, f,); (1)
AC,, =HAC,; (M k). )

ENC () in Equation (1) is a symmetric encryption method such as AES. The
message M is encrypted with key k; and then re-encrypted with key f;, obscuring
the ciphertext C from the authority’s view. HAC,,()is a cryptographic hash
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function in Equation (2) that creates the hash-based message authentication
code for message M based on the integrity key k,. Finally, the owner O
computes C;=d.F, for all of the attributes in ® and uploads
CT =(0,C",AC);,{C;} i€ o, H=d - G) to the cloud service provider.

e KeyGen (F;,My,T)—> SK

The keyGen algorithm calculates the decryption key for a user’s
request, Uz, in the manner shown below. In the access tree, it selects a
polynomial g, for each node x. Starting with the root node R, these polynomials

are selected from top to bottom. The authority determines the degree dx of the
polynomial g, for each node x in the tree to be one less than the threshold kx of

that node, that is, dx=kx; . In order to fully fix ¢gR, it first sets gR(0)=R; for the
root node R (keep in mind that R; is the authority’s secret value). The remaining
points are then set at random. It sets ¢,(0) = gparen(x) (index(x)) for every other
node x and picks dx additional random locations like gR. (x). The unique index
number assigned to x by its parent is called /ndex(x).

Let Y represent the collection of leaf nodes in the tree, and att(y) repre-
sents the attribute related to leaf node y. The KeyGen method produces the fol-
lowing values once the polynomials are finished for all leaf nodes y:

D,=q,(0)/s;, i=att(y).

Finally, the authority sends D= (D,, i=att(x), and i € ®) as the private
key for U .

e TokenGen (F;,D) > TK

At this phase, a user U ; generates a token 7K based on his/her private key
and sends it to the CS to convey most of the decoding computational load to the
CS . For this purpose, Uy first selects a random number b from Z; and com-
putes D'={D. b=(q,(0) b)/s;}ic®. After that, the user Uz computes the
point Q=b.PK-¢=bp.G=(q,q,) and B=b.G and sets the token 7K as fol-
lows:

TK 5 ={B,TB=ENCq,(D’) i=att(x), i€ ®,T)} .

To protect against a DOS attack in this case, a timestamp 7 is employed.
The CS examines the time stamp 7 and decrypts 7B after receiving the token.
The CS continues the partial decryption step if it is valid. An symmetric
encryption function like AESis ENC(.).

e Partial Decryption (F;,7K3,CT) — CTPartial
When the CS receives the token 7K 5, it uses its secret key to compute the
decryption key ¢, as Q=B.B=B.b. G=(q,,9,) and then decrypts Tz. The CS

declines the request for partial decryption if the timestamp 7's validation is un-
successful. Otherwise, the partial decryption process is carried out by the CS as
follows. Let x be a node of tree T, first this algorithm defines a recursive algo-

rithm Decrypt Node (CT,D’,x). Let i=att(x), if x is a leaf node, then Decrypt
Node (CT,D',x) is computed as follows:
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D'x.Ci =Dx.b.Ci=q,(0).s—libd.s;.G =q,(0).bd.G.

This recursive procedure returns an element from the ECC group or L.

The algorithm Decrypt Node(CT,D',x) searches for all nodes z that are
offspring of x if x is a non-leaf node, and the result is saved as F,.Let L  bea
random £k, -sized collection of child nodes =z that satisfy Fz=l.
Decrypt Node (CT,D',x) returns if there is no such L, indicating that the node
was not fulfilled. Otherwise, assuming i=index(z) and L'x=
= {index(z), z € Lx} it is possible to calculate DecryptNode(CT,D',x) as fol-
lows:

2Xz € LxAi, Ly (0).DecryptNode(CT,D',z)= > Ai,L(0).qz(0).b.d.G =

’
zely

= Y Ai,L(0).qparent(z)(index (z))b.d.G =

'
zel

= > ALL, (0).q.(1)bd.G =q.(0)bd.G. 3)

zeLy
The outcome of Decrypt Node (CT,D',R)=gR for the root node R of the
access tree 7 is based on the information given gR(0).R;.b.d.G=R;b.d.G The
CS calculates F = after computing the DecryptNode (CT, TKz,R).C=
=DEC(C',f;) and H=.d.G=(f))(f1.f>)- The CS then gives the user
UBCTpyi1 =C, ACy;, N =Decrypt Node(CT,D',R). Equation (3) demonstrates

that the cloud service provider cannot decipher the ciphertext since they are un-
aware of the value of b and can only assist the receiving users in doing so.

o Decryption (CTp,p) —> (M. AC))

The user UB may quickly determine the decryption and integrity keys after
receiving the CTp,,,;-N=R;.b.d.G means that the decryption method just needs
to divide b to retrieve the keys as Equation

Ci=N/b=0.bd.Gh ' =0.d.G= (k] ,k}).

The points (k| ,k3) serve as the message Ms integrity key and decryption
key, respectively. When the user enters M'=DEC(C,k{), the message M may be
decrypted. If HAC,,;(M',k5)=AC,,, the message M is accurate.

In order to revoke a user UB, the authority securely transfers all of the re-
voked user UB’s attributes to the CS. When the CS receives the token, it first de-
termines if it has all of the UB’s properties, and if so, it rejects it.

Secrecy Revocation Algorithm

The system has the power to cancel a user’s access if they leave the system. In
other words, the authority securely transmits to the CSP all of a user’s UB'’s re-
voked characteristics. When the CSP receives the token, it first determines if it
has all of the UB’s properties, and if so, it rejects it. Even if the user still pos-
sesses a working secret key after the revocation procedure, they will not be able to
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access the saved data. The revocation procedure is effective since no need to be
updated. Cipher text Based Encryption (CBE), which presents an encryption ac-
cess control (EAC) technique to satisfy User revocation that includes both user
revocation and attribute, is seen here as a means of ensuring data security. The
authorized users should be updated right once if the data owner modifies one of
the attributes in an access User since the revoked users who had previously re-
ceived access to the User can see the ciphertext. Four different sorts of update
User levels are established, specifically for data owners. All secret token keys are
uniquely produced at all levels by categorizing those levels. As a result, the secret
token key is hashed to create a new secret key (Fig. 3).

Access Structure

v

Symmetri
Setup * Encryption Key
Attribute Set
¥
Ciphertext
Key Access Structure

Attribute Set

generation ﬁ
0\
?

h 4

Decryption

¥

Symmetric

Key

Fig. 3. Flow chart encrypting User algorithm

The proposed method has four basic algorithms to handle user secrecy revo-
cation. They are, in order, the encrypting User algorithm, re-encryption algorithm,
update key generation algorithm and decryption algorithm.

Encrypting User algorithm. Each access User is represented by a distinct
identity, which stands for the traits that are crucial for identifying authorized indi-
viduals. The data owner’s (DO) present User identity is documented in the algo-
rithm for updating policies as User;;, and the new User identity the DO wants to

modify is marked as New User;; . The four status numbers are specified for each

level of the individual updating User. The status number should be. The identifi-
cation of the material for plaintext is recorded in the system and is specified as a
in accordance with each Upd,,,,; -

Input: User;;, New_User;,; .
Output: Upd,,, .
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1) perform one of four User levels for updating;

2) recognize Upd,,,,; based on choice in step 1;

3) obtain o by formative all Upd,,,,; ;

4) locate New_ User;; as a present User identity and cancel the old User;; ;

5) g0 again Upd,g

Re-Encryption Algorithm. The plaintext message (M) related
to new_User;; is was re-encrypted using a special method. The Upd g is the en-
cryption key used by the DO . The generated cipher text is C.

Input: M New _User,;, Upd gy .

Output: C

1) perform updates User;; to, New_User;, for M ;

2) obtain Upd,,,,; =UpdateUser(Userid,New _User;;) ;

3) acquire Upd gy from the T4 ;

4) C=ReEncrypt (M ,New User,; Upd g ) ;

5) go back C.

Update Key Generation Algorithm. 74 generates a default key string ()

and uses M’s unique identity, which is to be accessible as, in the update key crea-
tion procedure. The status number (o) is originally determined by 74 using the

Upd,,,.; - The TA then changes the numbers for both strings. The 74 then joins

the strings of the key with the other keys. As a secret token key, this concatena-
tion is transformed into the Base64String format (SK,,;,.,) - By obtaining the hash

code from the MD5 function for the SK, ., , the T4 then constructs Upd g . The
Base64String format output is likewise consistently applied to the final Updgy .
According to each user’s request identification, the T4 also creates a$ for them.
Input: ¥,B,y,Upd,,,.;, New User,; .
Output: Updgy, $
1) start o based on Upd,,,,; ;
2) TA obtains the and B since the users need a directory;
3) TA gets ¥, and converts both  and a to strings;
4) SK,,1on =Concatenate (¥,B,0) ;
5) SK, jon =ToBase64String(SK, 1.n)
6) . Upd g =GetHashCode(SK , t.,) ;
7)Upd gy =ToBase64String(Upd ¢ ) ;
8) TA generates $;
9) records the Newy,,. , to filter unauthorized users;

10) return Updgy, $ .
Decryption Algorithm. The data user (DU) uses his User;; to prove his

identification as a User holder in the decryption procedure to decode C. The 74
will offer the DU the Upd gi and if his User;, is acceptable to the New User;; of
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the DO. In order to obtain the original ciphertext C, the DU uses it to decode the
proxy ciphertext (C’) from the cloud. The DU can then use this Upd g to decode

the C.
Input: C, $, Upd g , User _User;; .
Output: M
1) DU enters the system by demonstrating his abilities;
2) the system records his User _User;; according to his attributes;
3) DU needs the. Upd g and $ to the TA;
4) the system records his User _User;; based on this attributes;
5) DU requests the Upd g, and $ to the 74 ;
6) DU verifies inbox and acquires the Upd gy , $ from T4 ;
7) DU obtains the C" from the cloud;
8) C=Decrypt (C', $,User _Usery);
9) M =Decrypt (C,Upd g ,User _User,;);
10) return M .

Threat detection model

Resource depletion attack detection algorithm. In order to distinguish between
legitimate and illicit sources, first specify a set of parameters (or rules) for a
source S;(y< j <x). The first argument is a#j (atj< h), which stands for the ac-
tive time of a source S| . This field demonstrates that source S| has not delivered

any attack traffic to the system while acting as a cloud provider, in addition to
indicating how long a source has been connected to a cloud service. As a result,
atj is regarded as a crucial factor in making informed choices about attack detec-

tion. The second parameter, N;

i » indicates how many incoming flows have been

established to a cloud service and is the number of flows from a source S|, where
N;, 21. Whenever return traffic constantly takes a different route for a better ser-
vice response or for other objectives, it is fair to just take into account request
flows. In the Internet protocol suite, the ICMP protocol is referred to as a support-
ing protocol and is only used to determine whether a requested service is unavail-
able or whether a host or router could not be reached. As a result, a typical source

S| typically transmits a small number of request packets to a destination, and
each source S| only creates one flow in an SDN switch’s flow tables. A malicious
source S|, on the other hand, can produce one or many flows in an SDN switch. In
order to distinguish an abnormal source S| from its regular counterparts based on
the aforementioned studies, define the third parameter, Pf (the average number

of packets per flow of the source S, ), as follows:

Pf =tpktj; AttackTypel ;

Pf = ﬂt]_; Attack Typell .
nconj
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Where pktj represents the source Sis transmitted packets to the cloud and
Nin represents the source Sjs flow number. The source Sjs traffic protocol is a
crucial factor in dividing the two primary assault methods. The following as-
sessed parameter is the priority of a source S|, indicated as Prij, which makes a
distinction between reliable (Prij=1), typical (Prij=2), and unidentified
(Prij=3) sources. The flag,Flag ;, which displays the status of the source S, is

the final parameter introduced. Source S;, has two statuses: attack and normal,
which correspond to Flag ; =—1 and 1, respectively. At first, a new source is desig-
nated as a standard source. It should be noted that the Update Agent updates a
database after collecting values from each active source Sjsatj,Nin,Pf,Proj,
and Prij at each observation. The tuple of parameters for a source S is con-
structed using the definitions given above and is an entry in the database.
Sy = (atj,Nin,Pf, Proj, PrijFlag ;). The search engine uses S; and Proj matches

to separate the /P sources for each search operation. Then examine the effective
classification of normal and attack sources using the /P-based technique utilizing
a history of /P database (HIP Database). Based on the statistics gathered at each
observation, first extract and update all active source /P addresses by protocol to
the /P Database using the Update Agent when the system is functioning. Utilize
the Ini sets to categorize normal and abnormal sources for each sort of traffic
protocol for our first observations and keep the Ini sets separate until the pro-
posed system picks up any attack sources. The /P Database could provide some
more sources for the observation ¢. Using pre-made /ni sets, these sources are
further validated to determine their Flag . The suggested Algorithm will replace

the value of the associated Ini set for the subsequent observation (z+1). Then,
using the B(tC,)ICMP comparison, identify these sources as either regular
sources or attack sources using the Anomalous Source Detection Algorithm.

Step 1: B(t +1)i = {(ati;wli ); (Pfi;w2i );(nconi;w3i )} <—e The boundary
set of the protocol / have given at the 1" observation

Step 2: (afj,Nin,Pf,Proj,PrijFlag ;) A set of attributes of a source S1 that
is collected at the (¢C,;) observation

Step 3: Xi D ati * wli+C Pfi *w2i+C nconi * w3i

Step 4: Xj D atj *wli+C Pf *w2i+C Nin*w3i

Step 5: if Xi<Xj then

Step 6:  Flag; =—1 {Attack source}

Step 7: else

Step 8:  Flag; =1 {Normal source}

Step 9: end if

Step 10: return: Flag ;

Normally attacks create a large number of flows to the target with a small
number of packets. In order to counteract this attack, the Mitigation Agent noti-
fies the SDN controller’s forwarding engine to ignore packets in messages from
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attacking sources that demand the installation of new flows at the Open Flow
switch and sends a flow mod message with a delete action to the edge Open Flow
switch. In the event of an assault, this strategy eliminates all anomalous flows and
stops fresh attack flows. As a result, it prevents the system from being overload-
edand guarantees efficient cloud operation. Additionally, the attack flow deletion
from the switch will result in a considerable drop in the number of collected flows
at the time of the subsequent observation. Therefore, this approach can conserve
as many computing resources as feasible from the cloud control plane.

Sybil attacks detection. Sybil Attack Check employs encryption in order to
offer secure communication, and it also safeguards the data against Sybil assaults
by utilizing a detection algorithm. The cluster’s nodes are given secure communi-
cation during the secure phase. Utilizing one-time authentication (OTA), the se-
cret key and the node id provide authentication. A node needs a one-time authen-
tication from the Cluster head (CH) in order to communicate, and the CH node
only sends the OTA following a successful verification. The CEA cryptography
algorithm is a novel one that is suggested to offer secrecy (Cipher encryption al-
gorithm). Traditional encryption techniques are resource-intensive; they use a lot
of storage space, power, and processing time.

CEA is a straightforward encryption algorithm with promising security. It
just requires a small number of rounds and basic operations. The precise stages of
the CEA algorithm are shown in the algorithm below. It accepts 64-bit plain text
as input, and 32-bit random keys, and outputs a 64-bit encrypted text. Either eight
or sixteen rounds of operation can be used to implement CEA. Four fundamental
operations—XOR, pair swap, encoding, and 1s complement—are carried out in
each round. In the encryption procedure, the plaintext is divided into the left
plaintext ( L; ) denotes the round, and the right plaintext (R;), and an XOR opera-

tion is performed with two 32-bit random keys. On the resulting L; and R;, a

paired exchange is performed in the second phase. Two-bit pair swapping is done
after the plain text has been divided into two-bit pairs. These two-bit pairs are
then substituted in the following phase with the equivalent encoding bits. As an
illustration, the bit 00 is encoded as 01, 01 as 10, and so on. The final step in-
volves performing a 1s complement operation to obtain the necessary 64-bit ci-
pher text. The operations are carried out backward throughout the decryption pro-
cess; the first stage involves doing the 1s complement. The next phase involves
decoding using the decoding bits followed by a pair swap operation. To obtain the
necessary plain text, an XOR operation is performed in the last stage.

The cryptographic symbols used in Sybil Attack Check include: G, —
Group generator of prime order; G, — a bilinear group output; 4 — set of all
features; SK, — secret key; CA — cipher text with access User. Set of integer
integers 4 and Z,. While security typically rises, composite-order group pairing

performance sharply declines. Since the assault, in this case, is selective, there is a
need to utilize a prime-order group since it is less difficult and more affordable.
Prime-order groups can only provide selective security in their respective security
models. Definition: Assume that G, operates on the input variable as a bilinear

prime order group generator. G, 1, and G,2, which have additive and multiplica-

tion properties, are cyclic groups of prime order.
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The output of G, is defined as(p,G,1,G,2,G, Te).

Key generation (PK, M ,S) —SK, : The secret key SK| are produced us-
ing the key generation algorithm using the inputs of the public key PK , master
key My, and set of characteristics S, as illustrated in Fig. 4.

SK, =(S,K,K', {K;} iels), where S=(Is,S) with IscZp and S={S;}

iels, K=g%g“R choose tRZp,R,R',RicRG2,K'=gt R’ and
Ki = (Uisih )tRi.

Data User/ SHR
Data owner [*

SK

Data
Owner

S Health E—
< cloud

Fig. 4. Smart Health Records (SHR) encryption and decryption process in the cloud

Where e:G,1xG,2 —>G,T is a bilinear map with the following property.

» Non-degenerate: e(g,g) has the order p where geG,.

e Bilinear: e(ga,hb)=e (ga,hb) forall a,beZp and geG,l, heG,2.

The following set of algorithms is used in the proposed approach.

Setup (1A)— (PK,M ) : The setup algorithm takes the input parameter A
as input and runs the group generator G(IA) to get (p,G,1,G,2,G,T,e). It out-
puts the Master Key M and Public Key PK of the system. The master key
is  Myg=(h,) where RG2 and the system public key is
PK=(p,g,U},U;,...,U,,ga,Y) where Y is defined as e(g,g), H=
=YZ,g,h,U,,U,,..,.U, and anRZp.

SW. Encryption (PK,M,A)—CA: The message M , the access structure
A, and the system’s public parameters PK are all inputs to the encryption

method (4,P,T). The cipher text CA is produced.
CA=(4,P),C",{TI} ieS},
where
C'=SW.LEA(M).YS and {TI}=g",g",...,g".
SW. Decryption (PK,CA,SKS)— M or L : the decryption algorithm takes

the public key, plain text, and secret key as inputs and produces M if the access
structure is satisfied otherwise. The real SHR is only decrypted if the characteris-
tics match the access structure defined for that specific SHR; otherwise, access is
denied to that particular user. This is done at the initial stage of the decryption
process. From (A4, P) derive /A,P, where I4,P stands for the minimal subset of
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L,...,[ that meets the (4,P). Here, examine the possibility of a [ [A4, P satisfying
Cl=e (SKS,I over (4,P).

Where Zo;4;=(L0,...,0) otherwise it returns L . Here(A4,P,T’) is hidden,
and in which (4, P), is revealed. If i € x satisfied the plain text M is given as out-

put. M =SW.LEA(C))/Y $  where M is in plain text, and C; is M’s encrypted form.

PERFORMANCE ANALYSIS

This section addresses the results of the implementation and the performance of
our proposed system. The proposed system is implemented using the Cloud Sim
framework. The fundamental goal of the suggested technique is to ensure security
and privacy. Novel algorithms are employed to accomplish this goal of policy
concealing and the performance of the model is discussed here (Fig. 5).

Data Relrieval and Recovery Time ,Tenants=40 Data Retrieval and Recovery Time ,Tenants=30

315 3154

318 318 4
— - 05
£ £
= W T 1
E E
o = 05

Fa ] 9

355 255 -

z 4 [ H » z 4 H H P
No of kenants Mo of kenants
a
Data Refrieval and Recovery Time ,Tenants=20  pata Retrieval and Recovery Time ,Tenants=10
315
)

313
— | i)
" z
o ]
15 €

s F .

21

25
25
z H 5 H n H H M H »
HNo of tenants No of tenants
c d

Fig. 5. Data retrieval and recovery time: a — tenants 40; b — tenants 30; ¢ — tenants 20;
d — tenants 10

The user’s terminal will return and decrypt a variety of matching files using
a data sharing scheme. There are 0 to 10 files that have been matched. Tenants
range in number from 10 to 40. The value of recovery time, which ranges from
100 to 300, is discovered to remain constant for any number of renters.

The amount of time a user must wait after making a keyword token query in
order to receive the retrieved health records must be carefully considered. All the
data are calculated for 10 tenants. The test time of 1800 ms is observed for 10
tenants. The trace of the system is range from 50 to 500 ms. The time for token
generation is observed to be constant at 30 ms. The decryption time for the model
was found as 25 ms. and the encryption time for the model is estimated as 50 mil-
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liseconds. The key generation time for the model is nearly 25 ms and it increases

to 140 ms for 10 tenants (Fig. 6).
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Fig. 6. Computation efficiency

To evaluate the storage and transmission overhead, there is a need to identify
the performance based on public and private keys and the token size in Fig. 7.
The research found that for the public parameter 7, a requires substantially limited
space and communication expenses. The key parameter size is 5000 bits, regard-
less of how many tenants are allowed in the system. For b secret key size is in-
creasing from 1000 to 10000 bits with an increase in the number of tenants.

It is shown that 7, ¢ requires the least amount of cipher text storage, which is
especially useful for saving money under the pay-for-use cloud model. Addi-
tionally, by transferring the ciphertext to the public cloud using less battery
power, the data owner may increase the lifespan of the user’s mobile devices. The

token size obtained in 7, d illustrates that the size remains constant as still figure
of tenants rises.
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Fig. 7. Storage and transmission efficiency

The performance of the scheme in terms of accuracy, similarity, sensitivity,
error, and false positive rate is depicted in the above graph. A heterogeneous,
time-series set of data with ten classes of data was utilized. It is observed that the
accuracy is obtained to be 90 %. The similarity range is obtained as 21%. The
sensitivity of the system for any input change is depicted to be 98% for any given
number of attributes. The calculation of the false positive rate (FPR) with the fol-
lowing formulae. The error is determined to be low as 10% and the FPR was
found to be 1% for the proposed system (Fig. 8).
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Comparison Metrics

In this part, the validity of the recommended methodology is assessed with the
working of various traditional methodologies (Fig. 9).
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Fig. 9. Comparison of data retrieval and recovery time: a — Tenants=40; b —

Tenants = 30; ¢ — Tenants=20; d — Tenants=10

The data retrieval and recovery time of the proposed method is evaluated
with other existing methods like LIST [30] and SABPRE [27]. For all the other
methods the value of time with respect to the increase in tenants is observed to be
comparatively high. The maximum time observed for 10 tenants is 710 ms for the
LIST model whereas for the proposed model it is 100. The recovery time for
20 tenants is found to range from 500 to 1000 ms for the other methods and for
the proposed method it is found to be 300 ms. The time is constant for 30 tenants
for LIST as 700 and for SABPRE it is ranging from 500 to 1500 ms. For 40 ten-
ants also the proposed method achieved less recovery time comparatively which
is 350 ms.

The computation time for the model is compared for test time, trace time, to-
ken generation time, decryption time, encryption time and key generation time
with existing models like LIST [30], SABPRE [27], ABKS [26], TCPABE [29]
and LUCP ABE [28] etc.

For test and trace time the comparison is with LIST, SABPRE and ABKS. It
is observed that the test duration from 1 to 1750 ms and trace duration from 1 to
200 ms which is minimum for the proposed model. The maximum values for the
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test time ranges from 1 to 2500 for the ABKS method and for trace the value
ranges from 1 to 5000 ms for LUCPABE (Fig. 10).
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Fig. 10. Comparison of computation time

The token generation time for the proposed method is minimum when com-
pared with others. The maximum values for the same with 10 tenants are found to
be 50000 ms for the SABPRE method whereas for the proposed method it is
1 ms. The encryption and decryption times are compared in which the encryption
and decryption time for the proposed method is constant for any number of ten-
ants for other methods it linearly varies. The maximum value is obtained as
30000ms whereas for the proposed method it is 1 ms. For the key generation time,
the value is 1 ms for any tenant value. But for other methods, it is constantly in-
creasing with the increase in tenant number. The maximum value is 4500 ms for
the ABKS method.

Storage and transmission overhead is compared with existing models in
which the proposed model makes constant size irrespective of the tenant number,
whereas all other methods vary with tenant size. The proposed method has the
least size for all the storage and transmission sizes. All the size values range from
1 to 300000 bits with the proposed system (Fig. 11).
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CONCLUSION

This study presented a data-sharing and revocation system based on ciphertext
and ECC. Without giving any personal information to the cloud service provider,
the majority of the decryption computational burden was transferred. Each author-
ized user employs a one-time password to decode the cipher text and a private
secret key to decode the original cipher text. Thus, only an authorized user’s se-
cret key and session key may be used to view the plaintext communication. To
tackle Sybil and resource depletion threats in a cloud context, another novel
methodology was presented. This method not only prevents Sybil attacks within
the planes of control and data from overwhelming cloud infrastructure, but it in
turn enhances the level of service delivered to cloud users. Identification of Sybil
nodes created as a result of the Sybil attack is done, and all authorized entities
detected in the smart health system are informed of the updated revocation list.
The system performed 90% accurately, according to the results with 21% of simi-
larity found. The sensitivity of the system for any input change is depicted to be
98% for any given number of attributes. The error is determined to be low as 10%
and the false positive rate is found to be 2% for the system and the system per-
formance was compared with other existing techniques.
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PO3SIIUPEHA CXEMA BE3INEKHU JJIs1 CHIVIBHUX JUHAMIYHHUX JAHUX
3 EOEKTUBHOIO JIETKOIO EJINTHUYHOIO KPUITOI'PA®IEIO / [lina
. Oxapmanxikapi, [llapsapi Yanapamekxap Tamane

AHorauisi. TexHonoris xmMapHuX obuucieHb nporpecye, Tomy Cloud Computing
(CC) crBoproe pizHOMaHiTHI XMapHi cepBicu (CS). KopuctyBadi MOXYTb OTpUMATH
mpocTip s 30epiraHHs Bill MOCTAa4albHUKA, OCKUIBKH IMOCIYTH XMapHOTo 30epi-
TaHHS JOCUTH IPAKTHUYHI; OaraTo KOpUCTyBadiB i KOMIIaHii 30epiraloTh cBOi JaHi y
XMapHOMy cxoBuIli. KoH(ifeHIiHICTE TaHUX cTae OUIBIIMM PH3UKOM JJIS OCTa-
YaJbHUKIB TIOCIYT, KOJIK Oinbiie iHpopmarlii nepenaerbes CS. Y poboTi miaxin mo
mmdpyBaHHs TekcTy Ta enintuaHoi kpusoi (ECC) i3 mudpyBaHHsIM Ha OCHOBI i1e-
urudikauii (CP-IBE) BUKOPHCTOBY€ETBCS Y XMapHOMY CepeJOBHILI [yis 3a0e3medeH-
Hs1 O€3MeKH JaHNUX Yy CepeOBUII OXOpOoHH 3710poB’s. [IpobieMa BiAKIMKaHHS cTae
CKJIAJIHOI0, OCKIJIBKU XapaKTEPHCTUKH BHKOPHUCTOBYIOTHCS JUISi CTBOPEHHS MIM(po-
BaHMX TEKCTIiB 1 CEKPETHUX KITIOUiB, OTXKE, BBOIUTHCS aAJITOPUTM BiJKIMKaHHS KOPH-
CTyBaya, JUIS SIKOTO CEKPETHUH KIIF0Y MapKepa YHIKaJIbHO CTBOPIOETHCS JUIS KOXKHO-
ro piBHA, mo 3abe3neuye Oesmeky. [louaTkoBa ormeparisi, BKJIIOYAOYH ITiJIIHC,
myOJIiyHi epeBipKy, AUHAMIYHI JaHi, 4yTauBi 1o atak Sybil, 1uis mogonanHs uboro
BBOJUTBCS QJTOPUTM HepeBipku atak Sybil, skuil epeKTHBHO 3aXHUIAe CHUCTEMY.
KpiM TOTO0, yMOBH JUIsl yOJIIYHOTO ayANUTY 3 BUKOPUCTAHHSM CIIJIBHUX JQHUX 1 TH-
MOBHUX CTPATETii, BKIIOYAIOUN aHATITHYHY (QyHKIII0, O€3MeKy Ta YMOBH MPOLYKTH-
BHOCTI, aHaJIi3YIOTCSI II0JJ0 TOYHOCTI, Yy TJIMBOCTI Ta MO/iOGHOCTI.

KonrouoBi cioBa: 3ammdpoBanuii TEKCT, BiIKIMKaHHSI KOPUCTyBada, OOMiH JaHU-
mu, CC, ECC, nutanHs 0e3reKHu.
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RESEARCH ON HYBRID TRANSFORMER-BASED
AUTOENCODERS FOR USER BIOMETRIC VERIFICATION
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Abstract. Our current study extends previous work on motion-based biometric veri-
fication using sensory data by exploring new architectures and more complex input
from various sensors. Biometric verification offers advantages like uniqueness and
protection against fraud. The state-of-the-art transformer architecture in Al is known
for its attention block and applications in various fields, including NLP and CV. We
investigated its potential value for applications involving sensory data. The research
proposes a hybrid architecture, integrating transformer attention blocks with differ-
ent autoencoders, to evaluate its efficacy for biometric verification and user authen-
tication. Various configurations were compared, including LSTM autoencoder,
transformer autoencoder, LSTM VAE, and transformer VAE. Results showed that
combining transformer blocks with an undercomplete deterministic autoencoder
yields the best performance, but model performance is significantly influenced by
data preprocessing and configuration parameters. The application of transformers for
biometric verification and sensory data appears promising, performing on par with
or surpassing LSTM-based models but with lower inference and training time.

Keywords: biometric verification, transformers, variational autoencoder, trans-
former autoencoder.

INTRODUCTION

The usage of various deep learning algorithms boosted and enabled various Al
and machine learning fields and applications. The biometric field was no excep-
tion, specifically with the growth and significant adoption of various electronic
devices such as smartphones, bracelets, watches, etc. One of the important areas
where biometric data is utilised is security, verification and authentication. Much
research was conducted in this field to discover and provide deep learning archi-
tectures that will be able to build efficient and reliable systems feasible for usage
in real life.

Traditional methods, such as passwords and PINs, are prone to breaches and
hacking, as well as are challenging to manage, which lead us to the exploration of
more secure and user-friendly alternatives. However, the effectiveness of biomet-
ric verification is contingent on the ability to process and interpret complex bio-
metric data accurately. Deep learning approached, which can generalize over
large data samples and be high-performant, is a solution to solve the problem.
Specifically, combining autoencoders and transformer attention layers, a novel
deep learning approach, has shown promise in enhancing the performance of bi-
ometric verification systems. However, this approach is still not widely presented
in biometric verification and continuous authentication research.

The relevance of this research lies in developing more secure and efficient
user authentication methods. By enhancing the performance of biometric verifica-
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tion systems, we can provide a more secure and convenient alternative to tradi-
tional authentication methods.

The object of this research is the application of autoencoders combined with
transformer attention layers in biometric verification and continuous authentica-
tion.

This study investigates the effectiveness of autoencoders combined with
transformer attention layers for biometric verification and continuous authentica-
tion. We aim to assess whether this novel approach can improve the performance
and efficiency of biometric verification systems, thereby contributing to the de-
velopment of more secure and user-friendly authentication methods.

LITERATURE REVIEW

In [1], the authors convey an in-depth survey on which deep learning and machine
learning models are used for biometric verification. There is extensive research on
hybrid models, such as extracting features with the CNN model and conducting
authentication with some machine learning models, such as SVM or One-Class
SVM or LSTM block with further Stochastic Gradient Descent (SGD) classifier.
Another quite popular solution is using LSTM model architecture, which is self-
explainable as biometric in many cases is sensory data with a sequential structure.
Specifically for the motion or gait patterns, the hybrid architecture LSTM + CNN
is popular, which outperforms the LSTM or CNN separately [1; 2]. Overall it is
noticed that hybrid architectures provide a boost in performance and are widely
adopted in biometric authentication. It is worth noting that there is no clear dis-
tinction between supervised and unsupervised approaches in the paper, and all of
them are compared altogether, which is essential for the context of the constraints
and limitations of the implemented verification system. Our interest is in unsu-
pervised approaches as they provide a solution in real cases when there is no ac-
cess to other users’ data (as it will be due to data privacy), contrary to supervised
models.

The data nature causes the popularity of LSTM applications for sensory data,
but not only recurrent architectures can handle sequences. The transformer archi-
tecture [3] was initially adopted in natural language processing (NLP) tasks and
almost replaced the recurrent neural networks in that field [4].

Transformers’ way of consuming sequences provided faster training and in-
ference and better generalization capabilities for sequences as it does not have an
issue of forgetting input in case of long input, as the sequence was consumed as a
whole instantly and not chunk by chunk. On the other hand, the architecture re-
quires fixed sequence length and sequences with lengths higher than the model
support will not be processed. As the transformers were great with sequence data
— they slowly started being used in other fields, such as CV and time series. In
the [5; 6], authors review the effectiveness of transformers for time series data
and compare various transformer types, which show pretty decent results.

Nevertheless, RNNs are still holding their place in the time series field, as
they are better at capturing the autoregressive nature of time series signals. Both
models have pros and cons, and at the end of the day, each can bring something to
the table. In [7], authors show that LSTM with attention layer outperforms the
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transformer-based model for time series tasks, which supports the idea that hybrid
models create more performant and robust deep learning systems.

In biometric fields, transformers were used for human activity recognition
(HAR) problems [8; 9]. The authors proposed a HAR transformer, which solves
the time series classification problem.

The choice of the approach and model architecture for biometric verification
depends on which type of authentication system we want to build. Authentication
can be implicit and explicit, as well as continuous or more discrete. We are inter-
ested in implicit continuous authentication, generally the unsupervised approach.
The overall model architecture used for such tasks is autoencoder. We have re-
viewed and experimented with the usage of autoencoders for biometric verifica-
tion tasks in our previous research [10]. In another paper, we reviewed which sen-
sor data signal contributes the most to creating a distinctive user pattern [11].

In [12], the VAE-based system was proposed to solve the text keystroke au-
thentication when the training is done on the English typing data and evaluating
the Korean typing data from the same users. This may show that the model learns
the pattern of the user uniqueness and not the different patterns related to activi-
ties. A deep LSTM-based autoencoder is proposed in [13] for anomaly detection
in ECG signals. In contrast, in [14], adversarial autoencoder [15], which is the
combination of autoencoder with generative adversarial networks (GAN), was
used for the health monitoring of ECG and for detecting abnormal data points,
which by the authors outperformed LSTM and VAE architectures. The autoen-
coder with attention mechanism, placed between encoder and decoder blocks to
learn relations on the latent space feature representations, is proposed in [16] for
ECG data anomaly detection.

However, the LSTM-based architecture still was more performant and better
at capturing time series data. In [17], the authors proposed the attentive adversar-
ial autoencoder for user authentication. Compared to approaches like one-class
SVM, LSTM and HMM, the autoencoder-based solution achieved the highest
performance in terms of qualitative metrics and time performance. In [18], the
purely transformer-based architecture is used for detecting anomalies in ECG se-
ries, which is also shown to be a viable option.

Autoencoder and its various modification of it are widely used and re-
searched in the area of intelligent fault diagnosis and prognosis for industrial sys-
tems [19]. In this area, autoencoders help to prevent system failure processing,
like wind turbine equipment or other complex systems, processing the multiple
modality data, such as acoustic and vibration signals [20]. Stacked autoencoder
architecture is quite famous for fault diagnosis, where multiple encoders and de-
coders are stacked on top of each other, which may help the neural network to
recognize data trends and patterns better.

We want further review and experiment with various autoencoder-based ar-
chitecture sand specifically review the possibility of incorporating elements from
other architecture to see whether it will impact the performance. As the trans-
former-based architecture is still state-of-the-art in many fields, though it was
proposed some time ago, and multiple other research incorporate it for various
biometric-related tasks, such as health monitoring — we would like to experiment
with how it will impact metrics in biometric verification tasks, and whether it will
reduce the inference time, as a transformer, due to the way how they process se-
quence should be faster than RNN.
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MATERIALS AND METHODS

As a baseline model with which we will compare other experiments, an LSTM
autoencoder will be used. The autoencoder is an artificial neural network for
learning hidden internal representations and features of input data. It consists of
two main parts: an encoder that compresses the input into a latent-space represen-
tation and a decoder which reconstructs the input from the latent space. During
training autoencoder learns to minimize the difference between the input and the
reconstructed output. The optimization task objective is to minimize this differ-
ence, called the reconstruction error:

E= \/iuxi ~dg(ep(x,))
i=1

where xj,...,x, is data rows, and the functions d,, and e, represent the encoder

b

and decoder, respectively, with some parameters ¢ and 6.

Autoencoder can be considered as a high-level neural network architecture,
as it does not limit what architectural elements should or should not be in the en-
coder and decoder. However, there are some types of autoencoders that specify
some limitations on the architecture of the autoencoder or some of its configura-
tions. For example, a sparse autoencoder should have a dimension of latent space
higher than the input dimension; the denoising autoencoder puts the requirement
for adding noise to the input data; the contractive autoencoder specifies the opti-
mization loss.

Variational Autoencoder (VAE) is somewhat different from other autoen-
coder types, as it maps the input data not to the fixed latent space representation,
but the Gaussian distribution with some parameters (mean and variance). Thus, it
allows us to present our input data points in probabilistic manner. This model ar-
chitecture is close to the generative Al algorithms we reconstruct our data sam-
pling it from out latent distribution, so in fact generating it [21].

The encoder part of the VAE is defined as:

1. Encoder:

w=Ww,*h+b,;
log(c?) =W, *h+b, .
2. Reparameterization Trick:
z=u+0 O g, where e~ N(0,]).
3. Decoder:
P(x[2) = fhec(2)-

4. Loss Function:
L = Eflog p(x/z)]— Dg; (Q(z/ x)[| P(2)),
where / is the output of the encoder’s hidden layer; Wu’ Ws, bu ,and by are the

weights and biases for the mean and log-variance, respectively; pu and o are the
mean and standard deviation of the latent variable z; ¢ is a random variable sam-
pled from a standard normal distribution; © denotes element-wise multiplication;
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fdec 18 the decoder function; p(x/z) is the probability of the data given the la-
tent variable; Q(z/x) is the approximate posterior distribution; P(z) is the prior
distribution (standard normal distribution in the case of VAEs); Dy, (...) is the
Kullback-Leibler divergence, which measures the difference between two prob-
ability distributions; E[...] denotes the expectation; L is the loss function that the
VAE aims to minimize.

These formulas represent the core of the VAE. The encoder generates the pa-
rameters of the latent variable’s distribution, the reparameterization trick is used
to sample from this distribution, and the decoder generates the data from the sam-
pled latent variable. The loss function consists of the reconstruction loss (the first
term) and the regularization term (the second term).

Neural network building blocks. As autoencoder is a high-level architec-
ture — it may be constructed from any neural network units which are suitable for
the given problem and data input.

Long Short-Term Memory (LSTM). LSTM is a type of recurrent neural
network (RNN) that can learn and remember over long sequences and is not that
by the vanishing gradient problem, as just RNN. It achieves this by using a series
of “gates”. These blocks collectively decide what information should be kept or
discarded.

The LSTM cell can be defined by the following set of equations:

Forget gate:

Ji=oWp*(h_1,x,)+by).

Input gate:
i =c(W;*(h_1,x,)+b,) .
Cell update:
C, = tanh(W, *(h,_;,x,)+b,) .
New cell:
C,=f*C +i*C,.
Output gate:

o, =W, *(h_,x)+b,).
New hidden state:
h, = o, *tanh(C,).
Where o is the sigmoid function, (4,_;,x,) denotes the concatenation of the
input vector x, and the previous hidden state /,_; , and W and b are the weight

matrices and bias vectors.

Transformers (attention unit). Transformers are a type of model that uses
self-attention mechanisms and are particularly effective for tasks involving se-
quential data. Unlike RNNSs, transformers do not require that the sequence data be
processed in order, thus allowing for parallel processing of the data.

The self-attention mechanism in transformers can be defined as:

Q=Wq*X,K=Wk*X,V=Wv*X.
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x T

A

Where O, K, and V are the query, key, and value vectors, and d, is the di-

mension of the key vector. The softmax function ensures that the weights of the
different positions sum to 1.

Attention(Q, K ,V') = soft max *V.

EXPERIMENTS

Dataset. Open-source dataset [22—24], a large-scale user study with 100 volun-
teers to collect a wide spectrum of signals about smartphone user behaviors, in-
cluding touch, gesture, and pausality of the user, as well as movement and orien-
tation of the phone. Data from three usage scenarios on smartphones were
recorded: 1) document reading; 2) text production; 3) navigation on a map to lo-
cate a destination.

The dataset contains multiple modalities input from various sensors. For our
experimentation, we selected the accelerometer, gyroscope and magnetometer
inputs in the dataset.

The dataset contains multiple activities, such as read and walking, read and
sitting, write and walking, write and sitting, navigate the map and walking and
navigate the map and sitting — overall 6 activity types. We have trained our models
on some selected activity type, as well as on activity pair, like reading, navigating
the map or writing and activity triplet, like sitting or walking.

For deep learning models, we split data in overlapping on 50 percent win-
dows with a sampling of 100Hz and a length of 1s.

The original dataset is split into a 20% share for the test set and the rest for
the train.

We preprocessed data in 2 ways: standart dcaling and min-max normalizing.

Sensors description. An accelerometer measures changes in velocity along
one axis. The values reported by the accelerometers are measured in increments
of the gravitational acceleration, with the value 1.0 representing an acceleration of
9.8 meters per second in the given direction. Depending on the direction of the
acceleration, the sensor values may be positive or negative. A gyroscope meas-
ures the rate at which a device rotates around a spatial axis and is used to detect or
measure direction. The magnetometer measures the strength of the magnetic field
surrounding the device, allowing us to detect the device’s orientation correctly
[25; 26].

Metrics. The threshold formula was used as in [10]:

N
T- ZMAE%V +std(MAE,) ,
i=1

where MAE is the mean absolute error between ground truth and predicted
sample; std — standard deviation; and N is the number of samples in the training
dataset.

As model evaluation metrics [27], the EER (equal error rate); FAR (false ac-
cept rate) and FRR (false reject rate) were chosen, which are typical for assessing
the biometric system quality:
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FAR =FPR =FP/FP+TN;
FRR =FNR =FN/TP +FN.

Equal error rate is obtained by adjusting the system’s detection threshold to
equalize FAR and FRR. The EER is calculated using the following formula:

EER =FAR+FRR/2,

where | FAR + FRR | is the smallest value [27].

The models were coded and trained in Python using Keras library with Ten-
sorflow backend.

All models were trained in 20 epochs with Adam optimiser on the GeForce
RTX 2070 GPU.

The architecture of transformer-based hybrid autoencoder used for experi-
ments illustrated in Fig. 1.

Layer Normalization

Input Layer: Shape = (None, 100, 9) Multi-Head Attention

Transformer Block (x2) Dropout
. Addition (Dropout output + Previous
Global Average Pooling : DL':’tpuﬂln;flt}

Layer Normalization

Dense: Units = 32

Conv1D: Filters = 12, Kernel size =1

Dropout

Dropout

Dense: Units =9 _ ]
ConviD: Filters =9, Kernel size =1

output from the start of the block)

a b
Fig. 1. Architecture of transformer-based hybrid autoencoder: a — the high-level
autoencoder architecture with transformer encoder; b — the internal structure of
transformer-based encoder with attention units

The LSTM autoencoder architecture with which the transformer-based auto-
encoder was compared is illustrated on Fig. 2.

Input Layer: Shape = (Mone, 100, 8)

LSTM Layer: 50 units ("tanh")

Repeat Vector: n = 100

Dropout: 0.2

LSTM Layer: 25 units ("tanh")

LSTM Layer: 50 units ("tanh")

TimeDistributed Dense: 9 units

Fig. 2. LSTM autoencoder architecture
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RESULTS

The experimentation results can be reviewed in the tables below.

The results for the single activity with standart scaling data preprocessing
and variational-based autoencoders can be reviewed in Table 1. In Table 2 we can
view the model performance for activity pairs, and results for acitivy triplet in
Table 3. For the deterministic models the data was processed with min-max nor-
malization.

As well we can view the performance time for training and inference for
models in Table 4. Overall in each exeperiment for each chosen activity set data
100 model were trained.

Table 1. Average EER, FAR, FRR for 100 users for single activity

Model architecture Average EER Average FAR Average FRR
Single activity — write and sitting
LSTM VAE 5.10% 14.25% 3.28%
Transformer-VAE 4.20% 12.95% 1.72%

Table 2. Average EER, FAR, FRR for 100 users for activity pairs

Model architecture Average EER Average FAR Average FRR
Activity Pair — write and walking, write and sitting
LSTM AE 5.21% 13.30% 3.37%
Transformer AE 4.22% 13.93% 1.76%
Activity Pair — map and walking, map and sitting
LSTM AE 6.74% 14.39% 5.00%
Transformer AE 5.87% 13.24% 3.42%

Table 3. Average EER, FAR, FRR for 100 users for activity triplet

Model architecture Average EER Average FAR Average FRR
Activity Triplet — read and sitting, write and sitting, map and sitting
LSTM AE 1.26% 12.38% 0.06%
Transformer AE 1.61% 10.97% 0.14%
Activity Triplet — read and walking, write and walking, map and walking
LSTM AE 9.10% 12.66% 9.51%
Transformer AE 6.47% 12.37% 4.81%

Table 4. Average training and inference time for 100 users for sitting activity
triplet

Model architecture Training Time (S) Inference Time (S)
LSTM AE (MSE loss) 90.67 43.32
Transformer-AE (MSE loss) 82.22 29.61
Difference 9.32% 31.65%
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DISCUSSION

The obtained experiments results showed us that transformer architecture, specifi-
cally its central architectural unit as attention, provides performance improvement
for the biometric verification task in the case of deterministic model version or
generative (variational). The transformer-based autoencoder outperformed the
LSTM based one in the case of training on single activity and activity pairs,
which confirmed that the model performance is stable over different data inputs.

Though on sitting activity triplet, the LSTM AE slightly outperformed the
Transformer AE in terms of EER and FRR but had a higher FAR rate. It shows us
that the LSTM can generalize better with a larger train data sample. However, as
well showing us that transformer-based autoencoders can generalize on smaller
amounts of data.

It is worth noting that the transformer is significantly faster than the LSTM
based model in terms of training and inference time; therefore, it is a much better
fit for the edge devices like smartphones or smartwatches, where such models will
be applied.

During the experimentation, we were also trying different losses and data
preprocessing approaches and figured out that models are susceptible to the scale
of the data input. The insightful observation was that deterministic models are
great for generalization in the case of data normalization with min-max. However,
in the case of standard scaling, the variational version generalizes better, which
can happen due to multiple factors. First, min-max transformation can distort the
data distribution in case of significant outliers in data; therefore, variational auto-
encoder that samples from Gaussian distribution with mean and variance will not
be able to learn on the data that do not follow Gaussian distribution. On the other
hand, the reason why deterministic models could not generalize well on standard
scaled data was due to using as input multiple sensor signals, which may have
different ranges and make it harder for neural networks that are sensitive to the
range caused by the tanh activation function. Though this observation should be
rigorously tested, it provides insights into how the data should be preprocessed for
different architectures and how strongly the data format is coupled with the neural
network.

CONCLUSIONS

We have conducted various experiments in this research and proposed and ana-
lysed the hybrid transformer-based autoencoder model architecture. The model
was high-performant compared to the LSTM-based architecture and robust with
different data inputs regarding amount and activity types.

Overall more than 800 neural networks were trained during the experi-
mentation.

We have noticed that although the model architecture plays a significant part
in the final metrics, the data pre-processing step is critical, and we cannot expect
from deep learning model to generalise without preliminary steps. Depending on
model internals, we should keep an eye on the validity of data distribution and the
presence of noise and outliers in the dataset. Model type and data may also impact
the selection of optimised losses, such as the used in our models’ mean squared
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error or mean absolute error, which is more robust to the outliers, or the combina-
tion of both losses like Huber loss. During experimentation, we noticed that opti-
mised loss may significantly add to the model’s generalisation ability. However,
this observation should be researched further to understand how model architec-
ture connects with the different loss functions.

As further steps — we may consider creating the ensemble of the models in
order to achieve the highest possible metric value. We can see that treating a neu-
ral network as a weak learner is possible. Though, it has a considerable amount of
parameters — the discussion in the machine learning community makes us believe
that it should be the auspicious direction in further neural network architecture
development.
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AOC/IUKEHHS I'IBPUIHUX ABTOKOAYBAJIbHUKIB 3 BUKOPUCTAHHSM
TPAHC®OPMEPIB JJIsI BIOMETPUYHOI BEPU®IKAILII KOPUCTYBAYA /
MLIIL. I'aBpuiioBuy, B.4. Janmios

AHoTamisi. Y IDOCIIDKEHHI PO3MIUPEHO HOIEPEAHIO Mpamio 3 6ioMeTpHYHOI BepH-
¢ikaxuii Ha OCHOBI PyXy 3 BUKOPHCTaHHSIM CEHCOPHHUX HAaHHX IIUIIXOM JOCIIJKEH-
Hsl HOBUX apXITEKTyp Ta OUIBII CKJIaIHUX JAQHUX BijJ Pi3HUX JaT4MKiB. biomerpruna
Bepudikalist Jae Taki IepeBary, K YHIKaJIbHICTh Ui KOXKHOTO KOPHCTyBaya i 3a-
XHCT Bij maxpaiictBa. ApxitekTypa Tpanchopmepa, ofHa 3 HalcydacHIuxX y cdepi
LITyYHOTO 1HTEJIEKTY, BiZIOMa CBOIM IOHITOM yBard Ta 3aCTOCYBaHHSIM y pi3HHX cde-
pax, Bkmtodaroud NLP ta CV. V mpani mocnimkeHo i mOTeHUiHHY WiHHICTH A
JOJATKIB, sIKi 0OpOOJAIOTE CEeHCOpHI JAaHi. JloCHimkeHHs NPONOHYyE TiOpHIHY
apxIiTEeKTypy, o 00’ €aHye OIOKH yBaru Bix TpaHC(opMepa 3 Pi3HUMH aBTOKOIyBa-
JIbHUKAaMH, 00 OLiHKUTH 11 eheKTUBHICTH Ui OioMeTpHYHOI Bepudikarii Ta ayTeH-
Tudikamii kopucrysaya. [TopiBHSIHO pi3Hi KOH(DIrypamii, BKIIOYHO 3 aBTOKOIyBallb-
nukom LSTM, aBTokomyBanpHHKOM Ha 6a3i Tpanchopmepa, LSTM VAE i VAE na
ocHOBI TpaHcgopmepa. Pe3ysbpraTi nokasaiH, 0 MOoeAHAHHS OJI0KIB TpaHchopMme-
pa i3 HeTIOBHUM JETEPMiHOBAaHUM aBTOKOIYBaJIbHUKOM J[a€ HAMKpAaIlli MCTPHKH, aje
Ha TIOKa3HUKH MOJEJI TakoX 3HAYHO BIUIMBAIOTH TOIEpenHe O0OpoOIeHHs DaHHX i
napameTpy KoHQiryparii anroput™y. 3acTocyBaHHs TpaHCGopMepiB ais GiomMeTpH-
9HOT BepHdiKalii Ta CCHCOPHUX JTaHUX BUTIIANAE 0araToOoOIlSsIIBHAM, 32 METPH-
KaMH HapiBHI 3 MojeasiMu Ha ocHoBI LSTM abo mepeBepinyroun ix, mpoTe 3 MCH-
HIMMH YacOM O0OpOOJICHHSIM CHTHAITY | HABUQHHS MOZETI.

KunrodoBi cioBa: Giomerpuuna Bepudikamnis, TpanGopMepH, BapialiifHUI aBTOKO-
IyBaJILHUK, aBTOKO/yBaJIbHUK Ha OCHOBI TpaHC(oMepa.
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INVESTIGATION OF COMPUTATIONAL INTELLIGENCE
METHODS IN FORECASTING AT FINANCIAL MARKETS

Yu. ZAYCHENKO, He. ZAICHENKO, O. KUZMENKO

Abstract. The work considers intelligent methods for solving the problem of short-
and middle-term forecasting in the financial sphere. LSTM DL networks, GMDH,
and hybrid GMDH-neo-fuzzy networks were studied. Neo-fuzzy neurons were cho-
sen as nodes of the hybrid network, which allows to reduce computational costs. The
optimal network parameters were found. The synthesis of the optimal structure of
hybrid networks was performed. Experimental studies of LSTM, GMDH, and hy-
brid GMDH-neo-fuzzy networks with optimal parameters for short- and middle-
term forecasting have been conducted. The accuracy of the obtained experimental
predictions is compared. The forecasting intervals for which the application of the
researched artificial intelligence methods is the most expedient have been deter-
mined.

Keywords: optimization, GMDH, hybrid GMDH-neo-fuzzy network, LSTM, short-
and middle-term forecasting.

INTRODUCTION

Problems of forecasting share prices and market indexes at stock exchanges pay
great attention of investors and various money funds. For its solution were devel-
oped and for a long time applied powerful statistical methods, first of all ARIMA
[1; 2]. Last years different intelligent methods and technologies were also sug-
gested and widely used for forecasting in financial sphere, in particular among
them neural networks and fuzzy logic systems.

The efficient tool of modelling and forecasting of non-stationary time series
is Group method of data Handling (GMDH) suggested and developed by acad.
Alexey Ivakhnenko [3; 4]. This method is based on self-organization and enables
to construct optimal structure of forecasting model automatically in the process of
algorithm run. Methods GMDH and fuzzy GMDH were successfully applied for
forecasting at stock exchanges for long time.

As alternative approach for forecasting in finance is application of various
types of neural network: MLP [5], fuzzy neural networks [6; 7], neo-fuzzy net-
works [8] and Deep learning (DL) networks [9].

New trend in sphere DL networks is a new class of neural networks — hybrid
DL networks based on GMDH method [10]. The application of self-organization

© Yu. Zaychenko, He. Zaichenko, O. Kuzmenko, 2023
54 SSN 1681-6048 System Research & Information Technologies, 2023, Ne 3



Investigation of computational intelligence methods in forecasting at financial markets

in these networks enables to train not only neuron weights but to construct opti-
mal structure of a network. Due to a method of training in these networks weights
are adjusted not simultaneously but layer after layer. That prevents the phenome-
non of vanishing or explosion of gradient. It’s very important for networks with
many layers.

The first works in this field used as nodes of the hybrid network Wang-
Mendel neurons with two inputs [10]. But drawback of such neurons is the neces-
sity to train not only neural weights but the parameters of fuzzy sets in antece-
dents of rules as well. That needs a lot of calculation expenses and large training
time as well. Therefore, later DL neo-fuzzy networks were developed in which as
nodes were used neo-fuzzy neurons by Yamakawa [8; 11; 12]. The main property
of such neurons is that it’s necessary to train only neuron weights but not fuzzy
sets. That demands less computation in comparison to Wang-Mendel neurons and
significantly cuts training time as a whole. The investigation of both classes of
hybrid DL networks was performed and their efficiency at forecasting in financial
sphere was compared in [13].

At the same time for long term forecasting LSTM networks were developed
[14—-16] and successfully applied for forecasting in economy and financial sphere.
LSTM networks have long memory where the information about preceding values
of forecasted time series is stored and they are enabled to forecast at middle term
and long term forecasting intervals. Therefore, it presents great interest to com-
pare the efficiency of hybrid DL networks, GMDH and LSTM at the problems of
short-term and middle-term forecasting at financial sphere.

The goal of this paper is to investigate the accuracy of intelligent methods —
hybrid DL networks, GMDH and LSTM at the problem of forecasting market in-
dices at the stock exchange at the different forecasting intervals (short-term and
middle-term), compare their efficiency and to determine the classes of forecasting
problems for which the application of corresponding computational intelligence
methods is the most perspective.

THE DESCRIPTION OF THE EVOLVING HYBRID GMDH-NEO-FUZZY
NETWORK

The evolving hybrid DL-network architecture is presented in Fig. 1. To the sys-
tem’s input layer a nx1-dimensional vector of input signals is fed. After that

ol1l

¥

=[]+ s12] ~l12]+
1 M 1

L > - o —p

j;,l:‘l

X .Lb—; Lb—; —» + « —»
" @ =111 sglil 1] @ ~12] SBIEL | 2. spls—1l
¥ ¥ ¥ ¥

fq g ng nz
|

Fig. 1. Evolving GMDH-network
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this signal is transferred to the first hidden layer. This layer contains n, = cs
nodes, and each of these neurons has only two inputs.

At the outputs N U1 of the first hidden layer the output signals are formed.
Then these signals are fed to the selection block of the first hidden layer.

It selects among the output signals )?,[1] n* (where n*=F is so-called
freedom of choice) most precise signals by some chosen criterion (mostly by the

mean squared error o’ n])- Among these n * best outputs of the first hidden
Vi

layer $!Y*n, pairwise combinations 3'"*, )A/E] * are formed. These signals are

fed to the second hidden layer, that is formed by neurons N'’!. After training
these neurons output signals of this layer f/lm are transferred to the selection

block SB'™ which choses F best neurons by accuracy (e.g. by the value of 0'2[2] )
i

if the best signal of the second layer is better than the best signal of the first hid-

den layer f/l“] * . Other hidden layers work similarly. The system evolution proc-

ess continues until the best signal of the selection block SBU*'! appears to be

worse than the best signal of the previous s-4 layer. Then it’s necessary to return
to the previous layer and choose its best node neuron N with output signal
j/[sl. And moving from this neuron (node) along its connections backwards and
sequentially passing all previous layers the final structure of the GMDH-neo-
fuzzy network is constructed.

It should be noted that in such a way not only the optimal structure of the
network may be constructed but also well-trained network due to the GMDH al-
gorithm. Besides, since the training is performed sequentially layer by layer the
problems of high dimensionality as well as vanishing or exploding gradient are
avoided.

NEO-FUZZY NEURON AS A NODE OF HYBRID GMDH-SYSTEM

Let’s consider the architecture of the node that is presented in Fig. 2 and is sug-
gested as a neuron of the proposed GMDH-system. As a node of this structure a
neo-fuzzy neuron (NFN) developed by Takeshi Yamakawa and co-authors in [9]
is used. The neo-fuzzy neuron is a nonlinear multi-input single-output system
shown in Fig. 2. The main difference of this node from the general neo-fuzzy neu-
ron structure is that each node uses only two inputs.

It realizes the following mapping:

2
EDWACAHN
i=1

where x, is the input i (i=1,2,...,n), J is a system output. Structural blocks of
neo- fuzzy neuron are nonlinear synapses NS, which perform transformation of

input signal in the form
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h
Jilx) = z Wikt j; (x;)
j=1

and realize fuzzy inference: if x, is X, then the output is w; where X is a fuzzy

set which membership function is 1 ;, W, is a synaptic weight in consequent [11].

o S ACh

Fig. 2. Architecture of neo-fuzzy neuron with two inputs

THE NEO-FUZZY NEURON LEARNING ALGORITHM

The learning criterion (goal function) is the standard local quadratic error function:

2
1 . 1 1 2 &
E(k) =~ (y(k) = 3(k)* = e(k)” =~ | y(k) = 2 3 wiibt o (x;(K)) | -
2 2 2 i=1j=1
It is minimized via the conventional stochastic gradient descent algorithm.
In case we have a priori defined data set the training process can be performed

in a batch mode at one epoch using conventional least squares method [12]

k=1 k=1 k=1
where (*)" means pseudo inverse of Moore—Penrose (here y(k) denotes external
reference signal (real value).

wl(v) = {ﬁ u“](km“”(k)] % wH k) y(k) = PH (V) % w )k,
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If training observations are fed sequentially in on-line mode, the recurrent
form of the LSM can be used in the form:

PY (k= D(y(k) = (w] (k= 1) ¢” (x(k))g” (x(k))
T (@ (k)" PY (k=" (x(K))
P (k) = P — 1)~ P2 Dol ()@ () P’ (k-1)
L (@ ()" P (k= Do (x(K))

wi (k) =w/ (k-1)+

DATASET

As the data set for forecasting were taken close values of market index NASDAQ
Composite in the period since 01.01.22 till 01.01.23. The whole sample consisted
of 251 instances included Open values, minimal, maximal and Close values and
volume in each day. The sample was divided into training and test subsamples.
The dynamics of NASDAQ Close values is shown in the Fig. 3.
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Fig. 3. Dynamics of the index Close
The correlogram of NASDAQ index is presented in the Fig. 4.
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Fig. 4. Correlogram
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Analyzing the presented curve, one may conclude that there is strong corre-
lation between preceding and conceding values and even for lag 50 days the cor-
relation is more than 0.5.

EXPERIMENTAL INVESTIGATIONS

In the investigations was explored the forecasting accuracy of hybrid DL neo-
fuzzy networks at various forecasting intervals: short-term forecasting with inter-
vals 1, 3, 5 and 7 days and middle-term forecasting with intervals 20 and 30 days.
At the first step the variable experimental parameters of hybrid network were
chosen which are presented in the Table 1.

Table 1. Experimental parameters

Parameter Value
Membership functions Gaussian
Number of inputs 3:4;5
Number of linguistic variables 3;4;5
Ratio (percentage of the training sample) 0.6 (60%); 0.7 (70%); 0.8 (80%)
Criterion MSE; MAPE
Forecast interval 1;3;5;7;20; 30

The optimization of these parameters was performed in result the following
optimal values were determined inputs: 3; linguistic variables: 3; ratio: 0.7.

After that the structure optimization of hybrid DL neo-fuzzy network was
performed using GMDH method. The process of structure generation is presented
in the Table 2.

Table 2. Structure generation (inputs: 3; variables: 3; ratio: 0.7)

Nodes
0, 1)

SB1
2.6152319

SB2 SB3

(0,2

5.6112545

(1,2)

3.8828252

((0, 1), (0,2))

0.03519317

((0, 1), (1,2))

0.0357832

((0,2), (1, 2))

0.05844182

((€0, 1), (0, 2)), (0, 1), (1, 2)))

0.09281185

(((0, 1), (0, 2)), ((0, 2), (1, 2)))

0.11276198

(((0, 1), (1, 2)), ((0, 2), (1, 2)))

0.08893768

In result the optimal structure of three layers: at the first layer 3 inputs, sec-
ond layer — two neurons, third layer — one output neuron.

Further the training of the best hybrid network was carried out using method
SGD (stochastic gradient descent) with variable step. Flow chart of forecasting
results for interval 20 in presented in the Fig. 5. The values of MSE and MAPE
for this experiment are shown in the Table 3.
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Fig. 5. The best forecast (inputs: 3; variables: 3; ratio: 0.7)

Table 3. Forecasting accuracy of hybrid neo-fuzzy network at forecasting
interval 20 days

Criterion MSE MAPE
min 30.68518 0.049986
average 158515.7 3.024738
maximal 811272.4 8.818966

In the Fig. 6. flow chart of MAPE values for the best model of hybrid net-
work is shown.
MAPE

(IJ lIO 2‘0 3‘0 4‘0 5‘0
Fig. 6. MAPE for the best forecast (inputs: 3; variables: 3; ratio: 0.7)

Further the similar experiments of hybrid network were performed with
forecasting interval 30 days. After optimization the parameters and structure of

hybrid network it was trained using training subsample. The forecasting accuracy
y at the test sample is presented at the Table 4.
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Table 4. Forecasting accuracy of hybrid neo-fuzzy network at interval 30 days

Criterion MSE MAPE
min 177.865 0.120699
average 164611 3.07087
maximal 840641.8 8.977178

For estimating forecasting accuracy of hybrid DL network, it was compared
with alternative methods: GMDH and LSTM. For GMDH algorithm the follow-
ing parameters values were set after preliminary explorations: linear partial de-
scriptions, number of inputs 5, ratio training/test 0.6. Flow chart of the best fore-
cast is shown in the Fig. 7 and Fig. 8.
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Fig. 7. The best forecast (inputs: 3; variables: 3; ratio: 0.8) for interval 30 days

— Real

14004 " Forecast -

11200 A

11000 4

Index

10800 -

10600 1

10400

10200

T T T T T
2022-10-20 2022-11-03 2022-11-17 2022-12-02 2022-12-16
Date

Fig. 8. The best forecast by GMDH (function: linear; inputs: 5; ratio: 0.6) 20 days

After that the experiments were performed with LSTM network. LSTM was
trained and tested at the different forecasting intervals 1, 3, 5, 7, 20 and 30 days.
The goal of experiments was to find the optimal parameters. The following pa-
rameters varied: number of inputs 3-5, ratio training/test 0.6, 0.7, 0.8. After that
the LSTM with optimal parameters was applied for forecasting.
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In the Table 5 forecasting accuracy of LSTM network at interval 3 days and
in the Fig. 9 forecasting results are presented. The optimal parameters values were
found number of inputs 5, ratio training/test 0.6.

Table 5. Forecasting accuracy of LSTM network at forecasting interval 3 days

Criterion MSE MAPE
min 113.4100292 0.098063438
average 117981.36 2.652192244
maximal 517650.7403 6.953914724
. —— Real
[ - -~ Forecast

11400 4

11200

11000

Index

10800

10600 +

10400

10200

T T T T T
2022-10-20 2022-11-03 2022-11-17 2022-12-02 2022-12-16
Date

Fig. 9. The best forecast by LSTM (inputs: 5; ratio: 0.6) 3 days

The values of MSE and MAPE for forecasting with an interval of 20 days
are shown in Table 6. The forecasting results are presented in Fig. 10.

Table 6. Forecasting accuracy of LSTM network at forecasting interval 20 days

Criterion MSE MAPE
min 49.56215352 0.06300144
average 327754.696 4.11679646
maximal 1545745.838 12.17316133
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Fig. 10. The best forecast by LSTM (inputs: 5; ratio: 0.6) 20 days
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The comparative experiments were performed in which the accuracy of fore-
casting by hybrid DL network, GMDH and LSTM at the different forecasting in-
tervals was estimated and compared. The corresponding results are presented in
the Tables 7, 8 and Fig. 11, 12.

Table 7. Average MSE values of the best models for different intervals

Interval GMDH-neo-fuzzy GMDH LSTM
interval 1 97865.41363 44462.69 55461.3459
interval 3 104012.245 122615 117981.36
interval 5 155308.7139 151131.5 220850.108
interval 7 156023.0308 191982.4 241535.576
interval 20 158515.6721 243991.7 327754.7
interval 30 164610.9742 245615.6 327216.9

Table 8. Average MAPE values of the best models for different intervals

Interval GMDH-neo-fuzzy GMDH LSTM
interval 1 2.483877618 1.557535 1.76242389
interval 3 2.544556353 2.623422 2.65219224
interval 5 2.889892779 3.035898 3.56067021
interval 7 2.867433998 3.428108 3.73361624
interval 20 3.02473808 3.710976 4.116796
interval 30 3.070870375 3.870127 4.25219
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Analyzing the presented results in the Fig. 11 one may conclude that GMDH
method appears to be the best at short term forecasting 1, 3 days which complies
the theory.

Hybrid deep learning neo-fuzzy networks are the best at middle-term fore-
casting 7, 20, 30 days. LSTM networks appeared to be the worst by accuracy as
compared with intelligent methods — hybrid DL networks and GMDH.

CONCLUSION

In this paper the investigations of artificial intelligence methods: hybrid Deep
learning networks and GMDH were carried out in the problem of forecasting
NASDAAQ close prices.

During the experiments the optimal structure and optimal parameters: num-
ber of inputs, number of linguistic values, ratio training/test samples of hybrid
neo-fuzzy networks were determined.

After optimization of hybrid neo-fuzzy networks and parameters of GMDH
method the experiments on forecasting NASDAQ Close were performed at different
intervals: 1, 3, 5, 7 (short-term forecast) and 20, 30 days (middle-term forecast).

The accuracy of forecasting by Hybrid DL networks and GMDH was com-
pared with alternative method — LSTM networks.

The analysis of obtained results have shown that GMDH method is the best
at short term forecasting 1, 3 days while hybrid deep learning neo-fuzzy networks
are the best at middle-term forecasting 7, 20, 30 days. LSTM networks appeared
to be the worst by accuracy as compared with intelligent methods — hybrid DL
networks and GMDH.
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JOCIIIXKEHHA METOAIB OBYUCIIOBAJIBHOT'O IHTEJIEKTY VY
IMPOT'HO3YBAHHI HA ®IHAHCOBUX PUHKAX / IO.II. 3aituenko, O.1O. 3aii-
yenko, O.B. Ky3bMeHko

AHoTauisi. Po3risiHyTO iHTENIEKTYalbHI METOIH ULl KOPOTKOCTPOKOBOT'O Ta Cepel-
HBOCTPOKOBOTO TIPOTHO3YBaHH: y (iHaHcoBiH cdepi. HocmimkyBamucs DL mepexi
LSTM, MI'VA Ta riopuaai MI'YA Heodassi Mmepexi. SIk By3nu riOpuaHoi Mepexi
obOpano Heodas3i HEWPOHH, MO MO3BOJSE 3MEHIIUTH OOYUCIIOBAIBHI BUTPATH.
3HaliJieH0 ONTHMaJbHI IapaMeTpH MepeX. BUKOHAHO CHHTE3 ONTHUMANbHOI CTPYyK-
Typu TiOpuaHUX Mepex. I[IpoBeneHO eKCIepUMEHTANIbHI JOCHTIIKEHHS Mepex
LSTM, MI'YA ta MI'VA Heodas3i 3 ONTUMAIBHUMHE MapaMeTpaMH JJIsl KOPOTKO-
CTPOKOBOTO Ta CEPEIHHOCTPOKOBOIO MPOrHO3YBaHHsA. [IOpiBHAHO TOYHICTh OTpUMa-
HHMX EKCIIEPUMEHTAJIbHUX NPOTHO3iB. BU3HAa4YeHO iHTEpBaIM NPOTHO3YBAHHS, IS
SIKMX 3aCTOCYBaHHS JIOCHIIPKCHHX METOMIB IITyYHOTO IHTENEKTY € HalOuIbI
JIOLIJIEHUM.

Kurouosi ciioBa: ontumizauis, MI'YA, ribpuana mepesxxa MI'Y A-neodassi, LSTM,
KOPOTKOCTPOKOBE Ta CEPEAHBOCTPOKOBE IPOrHO3YBAHHSI.
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UNCERTAINTIES IN DATA PROCESSING, FORECASTING
AND DECISION MAKING

L.B. LEVENCHUK, O.L. TYMOSHCHUK, V.H. GUSKOVA, P.I. BIDYUK

Abstract. Forecasting, dynamic planning, and current statistical data processing are
defined as the process of estimating an enterprise’s current state on the market com-
pared to other competing enterprises and determining further goals as well as
sequences of actions and resources necessary for reaching the goals stated. In order
to perform high-quality forecasting, it is proposed to identify and consider possible
uncertainties associated with data and expert estimates. This is one of the system
analysis principles to be hired for achieving high-quality final results. A review of
some uncertainties is given, and an illustrative example showing improvement of the
final result after considering possible stochastic uncertainty is provided.

Keywords: mathematical model, statistical data uncertainties, system analysis prin-
ciples, forecasting, decision support system.

INTRODUCTION

Analysis of dynamic processes in forecasting and planning procedures is an ur-
gent problem not only for financial organizations and companies but for all indus-
trial enterprises, small and medium business, investment and insurance companies
etc. Forecasting, dynamic planning (DP) and current data processing could be de-
fined as the process of estimation by an enterprise of its current state on the mar-
ket in comparison with other competing enterprises, and determining further goals
as well as sequences of actions and resources that are necessary for reaching the
goals stated. The process of forecasting and planning is performed continuously
(or quasi-continuously) with acquiring new information (knowledge) about mar-
ket, technologies, forecast estimates of necessary variables, current and future
situations. All this knowledge is used for correcting actions and activities of an
enterprise and supporting its competitiveness with flow of time.
Formally DP could be presented in the form:

DSP = {X()a Ga R, D(t)a Ka T, FJ AD(t)’ AR(t)} °

where X, is initial state of an enterprise; G are the goals stated by the enterprise

management; R are resources that are necessary for reaching the goals stated.
D(t) is a sequence of actions that should be performed on the interval of plan-

ning; K is a new knowledge about environment; T are new technologies. Sym-
bol F designates possible results of forecasting and foresight; AD(¢) are correc-

tions that are to be performed for reaching the goals; AR(#) are necessary extra

resources. One of the main problems that are to be solved within the DP paradigm
is high quality forecasting of relevant processes.
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Adequate models of the process and the forecasts generated with them are
helpful for taking into consideration a set of various influencing factors and make
based on objective planning managerial decisions. Another purpose of the studies
is in estimating possible risks using forecasts of volatility. There are several types
of processes that could be described with mathematical models in the form of ap-
propriately constructed equations or probability distributions. Among them are
the processes with deterministic and stochastic trends, and heteroscedastic proc-
esses. As of today the following mathematical models are widely used for de-
scribing nonlinear dynamics of processes relevant to planning: linear and nonlin-
ear regression (logit and probit, polynomials, splines), autoregressive integrated
moving average (ARIMA) models, autoregressive conditionally heteroscedastic
models (ARCH), generalized ARCH (GARCH), dynamic Bayesian networks,
support vector machine (SVM) approach, neural networks and neuro-fuzzy tech-
niques as well as combinations of the approaches mentioned [1-5].

All types of mathematical modeling usually need to cope with various kinds
of uncertainties associated with statistical/experimental data, structure of the pro-
cess under study and its model, parameter uncertainty, and uncertainties relevant
to the quality of models and forecasts. Reasoning and decision making are very
often performed with leaving many facts unknown or rather vaguely represented
in processing of data and expert estimates. To avoid or to take into consideration
the uncertainties and improve this way quality of the final result (estimates of
processes forecasts and planning of decisions based upon them) it is necessary to
construct appropriate computer based decision support systems (DSS) for solving
multiple specific problems.

Selection and application of a specific model for process description and
forecasts estimation depends on application area, availability of statisti-
cal/experimental data, qualification of personnel, who work on the data analysis
problems, and availability of appropriate applied software. Better results for esti-
mation of processes forecasts are usually achieved with application of ideologi-
cally different techniques combined in the frames of one specialized computer
system. Such approach to solving the problems of quality forecasts estimation can
be implemented in the frames of modern decision support systems. DSS today
(especially intellectual DSS) create a powerful instrument for supporting user’s
(managerial) decision making as far as it combines a set of appropriately selected
data and expert estimates processing procedures aiming to reach final result of
high quality: objective high quality alternatives for a decision making person
(DMP). Development of a DSS is based on modern theory and techniques of sys-
tem analysis principles, data processing systems, estimation and optimization the-
ories, mathematical and statistical modeling and forecasting, decision making
theory as well as many other results of theory and practice of processing data and
expert estimates [6—8].

The paper considers the problem of adequate models constructing for solv-
ing the problems of modeling and estimating forecasts for selected types of dy-
namic processes with the possibility for application of alternative data processing
techniques, modeling and estimation of parameters and states for the processes
under study in conditions of availability possible uncertainties.

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2023, Ne 3 67



L.B. Levenchuk, O.L. Tymoshchuk, V.H. Guskova, P.1. Bidyuk

PROBLEM FORMULATION

The purpose of the study is as follows: 1) analysis of uncertainty types character-
istic for model building and forecasting dynamic processes; 2) selection of tech-
niques for taking into consideration the uncertainties detected; 3) selection of
mathematical modeling and forecasting techniques for nonstationary and nonlin-
ear heteroscedastic processes; 4) illustration of the methodology application to
solving selected problem of forecasts estimation using appropriate statistical data.

COPING WITH UNCERTAINTIES

All types of mathematical modeling with the use of statistical/experimental data
usually need to consider various kinds of uncertainties associated with data, in-
formational structure of a process under study and its model, parameter estimate
uncertainty, and uncertainties relevant to the quality of models and forecasts. In
many cases a researcher has to cope with the following basic types of uncertain-
ties: structural, statistical and parametric. Structural uncertainties are encountered
in the cases when structure of the process under study (and respectively its model)
is unknown or not clearly enough defined, in other words known partially only.
For example, when the functional approach to model constructing is applied usu-
ally we do not know details of an object (or a process) structure and it is estimated
with appropriate model structure estimation techniques: correlation analysis, es-
timation of mutual information, lags, testing for nonlinearity and nonstationarity,
identification of external disturbances etc. Uncertainty could also be introduced
by an expert who is studying the process and provides its estimates for model
structure, parameter restrictions, selection of computational procedures etc. The
sequence of actions necessary for identification, processing and taking into con-
sideration of uncertainties could be formulated as follows: — identification and
reduction of data uncertainty; — model structure and parameters estimation; — re-
duction of uncertainties related to the model structure and parameters estimation;
— reduction of uncertainties relevant to expert estimates; — estimation of forecasts
and reduction of respective uncertainties; — selection of the best final result using
appropriate set of quality statistics. All the tasks mentioned above are usually
solved sequentially (in an adaptive loop) with appropriately designed and imple-
mented DSS.

Here we consider uncertainties as the factors that influence negatively the
whole process of mathematical model constructing, forecasts and possible risk
estimating and generating of alternative decisions. These factors lead to lower
quality of intermediate and final results of computations performed within se-
lected or designed system. They are inherent to the process being studied due to
incomplete or noise corrupted data, complex stochastic external influences, in-
completeness or inexactness of our knowledge regarding the objects (systems)
structure, incorrect application of computational procedures etc. The uncertainties
very often appear due to incompleteness of data, noisy measurements or they are
invoked by sophisticated stochastic external disturbances with complex unknown
probability distributions, poor estimates of model structure or by a wrong selec-
tion of parameter estimation procedure. The problem of uncertainty identification
is solved with application of special statistical tests, visual studying of available
data, using appropriate expert estimates.
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As far as we usually work with stochastic data, correct application of exist-
ing statistical techniques provides a possibility for approximate estimation of a
system (and its model) structure. To find “the best” model structure it is recom-
mended to apply adaptive estimation schemes that provide automatic search in a
pre-defined range of possible model structures and parameters (model order, time
lags, and possible nonlinearities). It is often possible to perform the search in the
class of regression type models with the use of information criterion of the fol-

lowing type [2]:

Nlog(FPE)leog(VN(é))JrNlog[]]:][erj, (1)

where 0 is a vector of model parameters estimates; N is a power of time series
used; FPE is final prediction error term; Vy (é) can be determined by the sum of
squared errors; p is a number of model parameters. The value of the criteria (1)
is asymptotically equivalent to the Akaike information criterion with N — o . As

the amount of data N may be limited, then an alternative, the minimum descrip-
tion length (MDL) criterion

MDL = log(Vy (6)) + p@
could be hired to find the model that adequately represents available data with the
minimum amount of available information.

There are several possibilities for adaptive model structure estimation:
1) application of statistical criteria for detecting possible nonlinearities and the
type of nonstationarity (integrated or heteroskedastic process); 2) analysis of
partial autocorrelation for determining autoregression order; 3) automatic
estimation of the exogenous variable lag (detection of leading indicators);
4) automatic analysis of residual properties; 5) analysis of data distribution type
and its use for selecting correct model estimation method; 6) adaptive model
parameter estimation with hiring extra data; 7) optimal selection of weighting
coefficients for exponential smoothing, nearest neighbor and other techniques.
The development and use of a specific adaptation scheme depends on the volume and
quality of data, specific problem statement, requirements to forecast estimates etc.

The adaptive estimation schemes also help to cope with the model parameter
uncertainties. New data are used to re-compute model parameter estimates that
correspond to possible changes in the object under study. In the cases when model
is nonlinear, alternative parameter estimation techniques (say, MCMC) could be
hired to compute alternative (though admissible) sets of parameters and to select
the most suitable of them using statistical quality criteria.

Processing some types of possible stochastic uncertainties. While per-
forming practical modeling very often statistical characteristics (covariance ma-
trix) of stochastic external disturbances and measurement noise (errors) are un-
known. To eliminate this uncertainty optimal filtering algorithms are usually
applied that provide for a possibility of simultaneous estimation of object (sys-
tem) states and the covariance matrices. One of the possibilities to solve the prob-
lem is application of optimal Kalman filter. Kalman filter is used to find optimal
estimates of system states on the bases of a system model represented in a widely
used convenient state space form as follows:
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x(k) = A(k,k —D)x(k — 1)+ B(k,k — Du(k —1) + w(k) @)

where x(k) is n-dimensional vector of system states; k& =0,1,2,... is discrete
time; u(k—1) is m- dimensional vector of deterministic control variables; w(k)
is n- dimensional vector of external random disturbances; A(k,k—1) is (nxn)-
matrix of system dynamics; B(k,k—1) is (nxm) matrix of control coefficients.
The double argument (k,k —1) means that the variable or parameter is used at the
time moment k , but its value is based on the former (earlier) data processing in-
cluding moment (k£ —1). Usually the matrices A and B are written with one ar-
gument like A(k) and B(k) to simplify the text. Besides the main task, optimal

state estimation, Kalman filter can be used to solve the following problems: com-
puting of short-term forecasts, estimation of unknown model parameters includ-
ing statistics of external disturbances and measurement errors (adaptive extended
Kalman filter), estimation of state vector components that cannot be measured
directly, and fusion of data coming from various external sources (combining of
available data directed towards enhancement of its information content).
Obviously stationary system model is described with constant parameters
like A and B. As far as matrix A creates a link between two consequent system
states, it is also called state transition matrix. Discrete time & and continuous
time ¢ are linked to each other via data sampling time 7: ¢ =kT7,. In the classic

problem statement for optimal filtering the vector sequence of external distur-
bances w(k) is supposed to be zero mean white Gaussian noise with covariance

matrix Q, i.e. the noise statistics are as follows:
E[w(b)]=0, Yk E[w)w' ()]=Q(k)3;,

0, k#j L
5 Q(k) is positively
1, k=

defined covariance (7 xn) matrix. The diagonal elements of the matrix are vari-
ances for the components of disturbance vector w(k). Initial system state x, is

where §;; is Kronecker delta-function: & ; ={

supposed to be known and the measurement equation for vector z(k) of output
variables is described by the equation:

z(k) = H(k)x(k) + v(k) , 3)
where H(k) is (rxn) observation (coefficients) matrix; v(k) is r-dimensional

vector of measurement noise with statistics: E[v(k)]=0, E[v(k) vl (N]=
=R (k)3;;, where R(k) is (rxr) positively defined measurement noise covari-

ance matrix, the diagonal elements of which represent variances of additive noise
for each measurable variable. The noise of measurements is also supposed to be
zero mean white noise sequence that is not correlated with external disturbance
w(k) and initial system state. For the system (2), (3) with state vector x(k) it is

necessary to find optimal state estimate X(k) at arbitrary moment k£ as a linear
combination of estimate X(k—1) at the previous moment (k—1) and the last
measurement available z(k) . The estimate of state vector X(k) is computed as an
optimal one with minimizing the expectation of the sum of squared errors, i.e.:
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E[(X(k) = x(k)T (k) - x(k))] = min, “

where x(k) is an exact value of state vector that can be found using deterministic
part of the state equation (2); K is optimal matrix gain that is determined as a
result of minimizing quadratic criterion (4).

Thus, the filter is constructed to compute optimal state vector x(k) in condi-
tions of influence of external random system disturbances and measurement
noise. Here one of possible uncertainties arises when we don’t know estimates of
covariance matrices Q and R. To solve the problem an adaptive Kalman filter is
to be constructed that allows for computing estimates of Q and R simultane-
ously with the state vector X(k). Another choice is in constructing separate algo-

rithm for computing the values of Q and R. A convenient statistical algorithm
for estimating the covariance matrices was proposed in [11]:

R =§[ﬁ1+A*1 B,-B,)A )]

Q=B, -R-ARAT,
where
B, = E{[2(k) - Az(k -] [z(k) ~Az(k-1]"} ;

B, = E{[z(k) —A*z(k -2)] [z(k) —-A z(k-2)]"} .

The matrices Q and R are used in the optimal filtering procedure as fol-
lows:

S(k) = AP(k—-DAT +Q; A(k)=S(h)[S(k) + R]";
Pk)y=[1-A(K)IS(k), k=0,1,2,..,
where S(k) and P (k) are prior and posterior covariance matrices of estimate

errors respectively; the symbol “ # ” denotes pseudo-inverse; A T means matrix
transposition; A (k) is a matrix of intermediate covariance results. The algorithm

was successfully applied to the covariance estimating in many practical applica-
tions. The computation experiments showed that the values of A(k) become sta-

tionary after about 20-25 periods of time (sampling periods) in a scalar case,
though this figure is growing substantially with the growth of dimensionality of
the system under study. It was also determined that the parameter estimators are
very sensitive to the initial conditions of the system. The initial conditions should
differ from zero enough to provide stability for the estimates generated.

Other appropriate instruments for taking into consideration possible statisti-
cal uncertainties are fuzzy logic, neuro-fuzzy models, Bayesian networks, appro-
priate types of distributions etc. Some of statistical data uncertainties, such as
missing measurements, extreme values and high level jumps of stochastic origin
could be processed with appropriately selected statistical procedures. There exists
a number of data imputation schemes that help to complete the sets of the data
collected with improving its quality. For example, very often missing measure-
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ments for time series could be generated with appropriately selected distributions
or in the form of short term forecasts. Appropriate processing of jumps and ex-
treme values helps with adjusting data nonstationarity and to estimate correctly
the probability distribution for the stochastic processes under study.

Processing data with missing observations (data are in the form of time se-
ries). As of today for the data in the time series form the most suitable imputation
techniques are as follows: simple averaging when it is possible (when only a few
values are missing); generation of forecast estimates with the model constructed
using available measurements; generation of missing estimates from distributions
the form and parameters of which are again determined using available part of
data and expert estimates; the use of optimization techniques, say appropriate
forms of EM-algorithms (expectation maximization); exponential smoothing etc.
It should also be mentioned that optimal Kalman filter can also be used for impu-
tation of missing data because it contains “internal” forecasting function that pro-
vides a possibility for generating quality short-term forecasts [12]. Besides, it has
a feature of fusion the data coming from various external sources and improving
this way the quality (information content) of state vector and its forecasts.

Further reduction of this uncertainty is possible thanks to application of
several forecasting techniques to the same problem with subsequent combining of
separate forecasts using appropriate weighting coefficients. The best results of
combining the forecasts are achieved when variances of forecasting errors for dif-
ferent forecasting techniques do not differ substantially (at any rate the orders of
the variances should be the same).

Coping with uncertainties of model parameters estimates. Usually uncer-
tainties of model parameter estimates such as bias and inconsistency result from
low informative data or data do not correspond to normal distribution, what is
required in the case of least squares (LS) application for parameter estimation.
This situation may also take place in a case of multi-collinearity of independent
variables and substantial influence of process nonlinearity that for some reason
has not been taken into account when the model structure was estimated. When
power of the data sample is not satisfactory for model construction it could be
expanded by applying special techniques, or simulation can be hired, or special
model building techniques, such as group method for data handling (GMDH), are
applied. Very often GMDH produces results of acceptable quality with rather
short samples. If data do not correspond to normal distribution, then maximum
likelihood technique could be used or appropriate Monte Carlo procedures for
generating Markov Chains (MCMC) [13]. The last techniques could be applied
with quite acceptable computational expenses when the number of parameters is
not very high.

Generally, model structure and parameters estimation problems are at the
core of modeling and they should be paid appropriate attention. Here several
techniques should be applied to generate alternative sets of parameter estimates
and this way to get a possibility for selecting the best alternative. Statistical crite-
ria indicating model adequacy are helpful to select the best estimates. Also pa-
rameter estimates exhibiting the lowest variances are better than others having
higher variance. Usually parameter estimation techniques provide the possibility
for estimating the variances.
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Dealing with model structure uncertainties. When considering mathe-
matical models it is convenient to use proposed here a unified notion (representa-
tion) of a model structure which we define as follows: S = {r, p, m, n, d, w,1},

where r is model dimensionality (number of equations); p is model order
(maximum order of differential or difference equation in a model); m is a num-

ber of independent variables in the right hand side of a model; » is a nonlinearity
and its type (nonlinearity with respect to variables and parameters); d is a lag or
output reaction delay time; w is stochastic external disturbance and its type; / are
possible restrictions imposed on a model variables and/or parameters. When using
DSS, the model structure can practically always be estimated using data. It means
that elements of the model structure accept almost always only approximate values.
When a model is constructed on the purpose of forecasting we build several
candidates and select the best one of them with a set of model quality statistics.
Generally we could define the following techniques to fight structural uncertain-
ties: gradual improvement of model order (AR(p) or ARMA(p, ¢q)) applying adap-
tive approach to modeling and automatic search for the “best” structure using
complex statistical quality criteria; adaptive estimation (improvement) of input
delay time (lag) and data distribution type with its parameters; describing detected
process nonlinearities with alternative analytical forms with subsequent estima-
tion of model adequacy and forecast quality. As another example of complex sta-
tistical model adequacy and forecast quality criterion could be the following:

N
J :‘1 —RZ‘ ta ln[ 3 e (k)] +|2 = DW|+ B In(1+ MAPE) + U — min,,
k=1 0,

where R? is a determination coefficient; DW is Durbin-Watson statistic; MAPE

is mean  absolute  percentage error for  estimated  forecasts;
N N

z e? (k)= Z [y(k)— j/(k)]2 is the sum of squared model errors; U is Theil
k=1 k=1

coefficient that measures forecasting characteristic of a model; o, B are appropri-

ately selected weighting coefficients (their sum should be equal to 1); é,- is pa-

rameter vector for the i -tk candidate model. A criterion of this type is used for
automatic selection of the best candidate model. The criterion also allows opera-
tion of DSS in an automatic adaptive mode. Obviously, other forms of the com-
plex criteria are possible. While constructing the criterion it is important not to
overweigh separate members in the right hand side of the expression. As a general
recommendation for model structure estimation can be application of appropriate
adaptation scheme.

Coping with uncertainties of a level (amplitude) type. The use of random
(i.e. with random amplitude or a level) and/or non-measurable variables results in
necessity of hiring fuzzy sets for describing such situations. The variable with
random amplitude can be described with some probability distribution if the
measurements are available or they come for analysis in acceptable time span.
However, some variables cannot be measured (registered) in principle, say
amount of shadow capital that “disappears” every month in offshore, or amount of
shadow salaries paid at some company, or a technology parameter, relative to
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control system, that cannot be measures on-line due to absence of appropriate
sensor. In such situations we could assign to the variable a set of possible values
in the linguistic form as follows: capital amount = { very low, low, medium, high,
very high }. There exists a complete necessary set of mathematical operations to
be applied to such fuzzy variables. Finally fuzzy value could be transformed into
usual exact form using known techniques.

Appropriately constructed optimal Kalman filter can also be applied for es-
timating non-measurable variables using known covariances between measurable
and non-measurable variables.

Processing probabilistic uncertainties. To fight probabilistic uncertainties
it is possible to hire Bayesian approach that helps to construct models in the form
of conditional distributions for the sets of random variables. Usually such models
represent the process (under study) variables themselves, stochastic disturbances
and measurement errors or noise. The problem of distribution type identification
also arises in regression modeling. Each probability distribution is characterized
by a set of specific values that random variable could take and the probabilities
for these values. The problem is in the distribution type identification and estimat-
ing its parameters. The probabilistic uncertainty (will some event happen or not)
could be solved with various models of Bayesian type. This approach is known as
Bayesian programming or paradigm. The generalized structure of the Bayesian
program application includes the following steps: 1) problem description and
statement with putting the question regarding estimation of conditional probabil-
ity in the form: p(X,;|D,Kn), where X; is the main (goal) variable or event; the

probability p should be found as a result of application of some probabilistic in-

ference procedure; 2) statistical (experimental) data D and knowledge Kn are to
be used for estimating model and parameters of specific type; 3) selected and ap-
plied probabilistic inference technique should give an answer to the question put
above; 4) analysis of quality of the final result using appropriate statistics. The
steps given above are to some extent “standard” regarding model constructing and
computing probabilistic inference using statistical data available. This sequence
of actions is naturally consistent with the methods of cyclic structural and para-
metric model adaptation to the new data and operating modes (and possibly ex-
pert estimates).

One of the most popular Bayesian approaches today is created by the models
in the form of static and dynamic Bayesian networks (BN). Bayesian networks are
probabilistic and statistical models graphically represented in the form of directed
acyclic graphs (DAG) with vertices as variables of an object (system) under
study, and the arcs showing existing causal relations between the variables. Each
variable of BN is characterized with complete finite set of mutually excluding
states. Formally BN could be represented with the four following components:
N=<V, G, P, T>, where V stands for the set of model variables; G represents
directed acyclic graph; P is joint distribution of probabilities for the graph vari-
ables (vertices), V={X,...X,}; and T denotes conditional and unconditional
probability tables for the graphical model variables [14; 15]. The relations be-
tween the variables are established via expert estimates or applying special statis-
tical and probabilistic tests to statistical data (when available) characterizing dy-
namics of the variables hired to construct the model.
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The procedure of constructing BN is generally the same as for models of
other types, say regression models. The set of the model variables should satisfy
the Markov condition that each variable of the network does not depend on all
other variables but for the variable’s parents. In the process of BN constructing
first the problem is solved of computing mutual information values between all
variables of the net. Then an optimal BN structure is searched using acceptable
quality criterion, say well-known minimum description length (MDL) that allows
for analyzing and improving the graph (model) structure on each iteration of
computing of the learning algorithm applied. Bayesian networks provide the fol-
lowing advantages for modeling: the model may include qualitative and quantita-
tive variables simultaneously as well as discrete and continuous ones; number of
the variables could be very large (thousands); the values for conditional probabil-
ity tables could be computed with the use of statistical data and expert estimates;
the methodology of BN constructing is directed towards identification of actual
causal relations between the variables hired what results in high adequacy of the
model; the model is also operable in conditions of missing data.

To reduce an influence of probabilistic and statistical uncertainties on models
quality and the forecasts based upon them it is also possible to use the models in
the form of Bayesian regression based on analysis of actual distributions of model
variables and parameters. Consider a simple two variables regression model:

()| x(k)=B;+B, x(k) + u(k), k=0,l...,n

It is supposed that of random values u,,..., u, are independent and belong,

n
for example, to normal distribution {u (k)} ~ N (0, 05 ) ; here vector of unknown
parameters includes three elements 0=(f3;, f3,, cz ) ' The likelihood function for

dependent variable y=(yy,..., »,,) T and predictor x=(x,..., X, )T without pro-
portion coefficient is determined as follows:

o u k=1

1 1 X
L(y[x, B1,B2,0,) =— CXP{—F Z [y (k) =B —B, x(k)]z}.

Using simplified (non-informative) distributions for the model parameters

g(B1,B2,0,)=21(B1)g.(B2)g3(5,);

g1(By) < const; g,(By) oc const; gi(c,)cl/c,,

and Bayes theorem it is possible to find joint posterior distribution for the parame-
ters in the form [16]:

11 1 X 2
h(B.B,.0, |x»y)°CgG—NeXP[—2— Z(y(k)—ﬁl_ﬁzx(k)) ],

—0<B,B,<+o, 0<0c,<o.

Maximum likelihood estimates for the model parameters are determined as
follows:

Y -FIly (-5
Yo 0-%1 3, [y -51

'@>
II

@>

>

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2023, Ne 3 75



L.B. Levenchuk, O.L. Tymoshchuk, V.H. Guskova, P.1. Bidyuk

where x=N ! 211:/:1 x(k), )7=N_1 25:1 y(k) , with unbiased sample estimate

of variance:

A

2= =ﬁz§=l[y<k)—él—ﬁzx(k)].

Joint posterior density for the model parameters corresponds to two-
dimensional Student distribution:

Iy (BB [y.x) o {(N=2)s2 4+ N(By—B )2 +(Br—P)? > x(k)+
S2B P BaP X x|

This way we get a possibility for using more exact distributions of models
variables and parameters what is necessary to enhance model quality. Using new

observation x* and prior information regarding particular model it is possible to

determine the forecast interval for the dependent variable y* as follows:

p X)) = [[[ LG X", B1.B2.0) h(B1.B2.0) |X,y) dB.dB,.do.

Another useful Bayesian approach is in hierarchical modeling that is based
on a set of simple conditional distributions comprising one model. The approach
is naturally combined with the theory of computing Bayesian probabilistic infer-
ence using modern computational procedures [17]. The hierarchical models be-
long to the class of marginal models where the final result is provided in the form
of a distribution P(y), where y is available data vector. The models are formed

from the sequence of conditional distributions for selected variables including the
hidden ones. The hierarchical representation of parameters usually supposes that
data y is situated at the lower (first) level, model parameters (second level)

0=(0,;,i=L2,.,n), 0,~N(u, 72 ), determine distributions of dependent vari-
ables y,~ N(6;, c? ), i=1,2,..., n, and parameters {0} are determined by the

pair (W, 2 ) of the third level. Supposing the parameters o and ©° accept
known finite values, and parameter p is unknown with the prior m,, then joint

prior density for (8, p) could be presented in the form: 7, (“)Hi ng(0; | 1), and

the prior for parameter vector 6 will be defined by the integral:
IJORIENMY § EXCAMENS

Uncertainties associated with expert estimates. To decrease influence of
the expert estimate uncertainties they are to be processed adequately before prac-
tical use. Possible uncertainties of the expert estimates can be caused by the fol-
lowing reasons: uncertainties associated with input information, and the knowl-
edge and experience of an expert; uncertainties associated with the way of
thinking used by specific expert and the methodology he hires as well as the in-
formation processing “analytic” machine that is functioning in his mind etc. Such
uncertainties require application of special techniques to reduce their influence on
the quality of final result.
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DATA, MODEL AND FORECASTS QUALITY CRITERIA

To achieve reliable high quality final result of risk estimation and forecasting at
each stage of computational hierarchy separate sets of statistical quality criteria
have been used. Data quality control is performed with the following criteria:

— analysis of database for missing values using developed logical rules, and
imputation of missed values with appropriately selected techniques;

— analysis of data for availability of outliers with special statistical tests, and
processing of outliers to reduce their negative influence on statistical properties of
the data available;

—normalizing data in the selected range in a case of necessity;

— application of low-order digital filters (usually low-pass filters) for separa-
tion of observations from measurement noise;

application of optimal (very often Kalman) filters for optimal state estima-
tion and fighting stochastic uncertainties;

— application of principal component method to achieve desirable level of or-
thogonalization between the variables selected;

— computing of extra indicators for the use in regression and other models
(say, moving average processes based upon measurements of dependent vari-
ables).

It is also useful to test how informative is the data collected. Very formal in-
dicator for the data being informative is its sample variance. It is supposed for-
mally that the higher is the variance the richer is the data with information. An-
other criterion is based on computing derivatives with a polynomial that describes
data in the form of a time series. For example, the equation given below can de-
scribe rather complex process with nonlinear trend and short-term variations im-
posed on the trend curve:

p
y(k)=ay+Y. a;y(k—=i) +cik+ey k> +.tc,, k" +e(k),
i=1

where y(k) is basic dependent variable; a;,c; are model parameters;

k=0,1,2,... is discrete time; €(k) is a random process that integrates the influ-

ence of external disturbances to the process being modeled as well as model struc-
ture and parameters errors. The autoregressive part of model (1) describes the de-
viations that are imposed on a trend, and the trend itself is described with the m-th
order polynomial of discrete time £ . In this case maximum number of derivatives
could be m, though in practice actual number of derivatives is defined by the larg-
est number i of parameterc;, that is statistically significant. To select the best

model constructed the following statistical criteria are used: determination coeffi-

cient (R 2 ) ; Durbin-Watson statistic ( DWW ); Fisher F-statistic; Akaike informa-

tion criterion (4/C), residual sum of squares (SSE), and some others. The fore-
casts quality is estimated with hiring the criteria mentioned above in expressions
(1) and (2). To perform automatic model selection the above mentioned combined
criteria (1) could be hired. The power of the criterion was tested experimentally
and proved with a wide set of models and statistical data. Thus, the three sets of
quality criteria are used to insure high quality of final result.
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ILLUSTRATIVE EXAMPLE OF DATA PROCESSING METHODOLOGY
APPLICATION AND REDUCTION OF INFLUENCE UNCERTAINTIES

Consider closing stock prices in USD for IBM company given by the site Yahoo!
Finance. The learning sample was taken in the period from August 8, 2016, to
November 23, 2020. The test sample was taken in the period from November 24,
2020 to May 12, 2021. Short-term forecasting was performed with neural net-
works MLP and LSTM. For the sake of convenience the networks were desig-
nated as follows: MLP (nl, n2, w), where nl is a number of neurons in the first
hidden layer; #n2 number of neurons in the second hidden layer; w is a size of
window for input data, i.e. number of preceding measurements of a time series
that influence current value. The LSTM network has the following representation:
LSTM (n, w), where n is a number of neurons in hidden layer; w is size of data
window. The best forecasting results were achieved with the networks MLP
(32, 16, 5) and LSTM (64, 75). Statistical characteristics of the results are given
in Table 1 below.

Table 1.Results of short-term forecasting with ARIMA, MLP and LSTM

Statistic ARIMA(S,1,5) MLP(32,16,10) LSTM(64,75)
RSME 10.202 5.145 6.123
MAPE 5.702 3.129 4.099

MSE 104.094 26.498 37.621

Better forecasting results were achieved after application of exponential
smoothing to initial data (Table 2). This way we reduced noise uncertainties and
prepared the statistical data to further use by neural networks.

Table 2. Results of short-term forecasting with ARIMA, MLP and LSTM and
preliminary data processing

Statistic ARIMA(S,1,5) MLP(32,16,10) LSTM(64,75)
RSME 8.974 4.320 5.382
MAPE 4.682 2.935 3.116
MSE 95.169 22.806 33.127

It can be seen that MLP again produced the best result of short-term fore-
casting but all statistics are lower (better) than in previous case without prelimi-
nary data processing by exponential smoothing.

CONCLUSIONS

The general methodology was proposed for mathematical modeling and forecast-
ing dynamics of economic and financial processes that is based on the system
analysis principles. One of the main principles is identification and taking into
consideration possible uncertainties associated with data and expert estimates. As
instrumentation for fighting possible structural, statistic and parametric uncertain-
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ties the following techniques are proposed to use: digital filtering, optimal Kal-
man filter, various missing data imputation techniques, multiple methods for
model parameter estimation, and Bayesian programming approach. The computa-
tional experiments carried out by the authors showed that the instrumentation for
fighting uncertainties has always provided better results regarding model ade-
quacy and quality of forecasts than processing data without these instruments.
Thus, it is highly advisable to use these data processing instruments for improving
quality of finale results of statistical and experimental data analysis. The illustra-
tive example, given above, shows that appropriate preliminary data processing
technique results in improvement of model adequacy and short-term forecasts.
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HEBU3HAYEHOCTI B OBPOBJIEHHI JAHUX, INPOIHO3YBAHHS I
NPUUHATTA PIIHNEHD / JLb. Jlesenuyk, O.JI. Tumomryk, B.I'. I'ycekoBa, I1.1. bigrok

Amnoraunisi. [IporHo3yBanHs, TUHAMIYHE IUIAaHYBaHHS Ta 0OPOOIEHHS IIOTOYHUX CTa-
THUCTHYHUX JaHUX BU3HAYAIOTHCS SIK IIPOLIEC OLIHIOBAHHS IIOTOYHOTO CTaHy IiANpHU-
€MCTBA Ha PHHKY ITOPIBHSHO 3 IHIIMMH KOHKYPYIOUMMH ITiIPUEMCTBAMH Ta BH3HA-
YeHHs MOJAJBIINX LiNeH, a TaKoX MOCIITOBHOCTEH il Ta pecypciB, HEOOXiqHHX
JUISL TOCSITHEHHSI BU3HAYEHMX L(iieid. J[yist 3ailiCHeHHs TPOTHO3YBaHHsI BUCOKOI SKOC-
Ti 3aMpPONOHOBAHO BH3HAYMTH Ta BpaxyBaTH MOXJIMBI HEBH3HAYCHOCTI, OB sI3aHi 3
AaHUMH Ta €KCIEPTHUMH OLiHKaMH. lle OOWH 3 MPHHIUIIB CHCTEMHOTO aHawi3y,
SIKMI 3aCTOCOBY€ETBCS ULl AOCSTHEHHS BHCOKOi SKOCTI KiHLIEBOTO pe3ynbsTary. Ha-
BE/ICHUI OTJIAN eIKNX HEBH3HAUCHOCTEH Ta LTIOCTPATHBHHUN NPUKIAN, SKUIl MOKa-
3y€ MOJIMIICHHS KIHIEBOTO Pe3yJIbTaTy Micisl BpaXyBaHHS MOXKIMBOI CTOXaCTHYHOL
HEBHU3HAYEHOCTI.

KuirouoBi ciioBa: maremaTtHyHa MOJENb, HEBH3HAUYCHOCTI CTATHCTUYHUX JAaHHX,
HPUHIAITY CUCTEMHOTO aHalli3y, IPOTHO3YBaHHs, CHCTEMa MiITPUMaHHS NPUHHATTS
pilICHb.
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Abstract. In the present world, due to many factors like environmental changes,
food styles, and living habits, human health is constantly affected by different dis-
eases, which causes a huge amount of data to be managed in health care. Some dis-
eases become life-threatening if they are not cured at the starting stage. Thus, it is a
complex task for the healthcare system to design a well-trained disease prediction
model for accurately identifying diseases. Deep learning models are the most widely
used in disease prediction research, but their performance is inferior to conventional
models. In order to overcome this issue, this work introduces the concatenation of
Inception V3 and Xception deep learning convolutional neural network models. The
proposed model extracts the main features and produces the prediction result more
accurately than traditional predictive models. This work analyses the performance of
the proposed model in terms of accuracy, precision, recall, and fl-score. It compares
the proposed model to existing techniques such as Stacked Denoising Auto-Encoder
(SDAE), Logistic Regression (LR), MLP, MLP with attention mechanism (MLP-A),
Support Vector Machine (SVM), Multi Neural Network (MNN), and Hybrid Convo-
lutional Neural Network (CNN)-Random Forest (RF).

Keywords: feature extraction, disease prediction, deep learning, Inception V3,
Xception.

INTRODUCTION

The World Health Organization defines the health care system as the organization
of people that is mainly constructed to maintain, restore, and monitor the health
details of the public. The health system improves people’s health by providing
personal care given by hospitals and doctors. As a result, the primary goal of the
healthcare system is to keep people healthy by detecting diseases early and treat-
ing them appropriately. Obtaining an efficient health care system provides bene-
fits to maintaining people’s health.

In recent years, the development in the medical field has cured patients of
various diseases, but still, people are affected by some diseases due to their un-
predictable nature, and it causes a severe life-threatening problem for people. The
early prediction of those diseases saves the lives of many people. In the health
care system, doctors who use computer-aided diagnoses to quickly treat different
diseases need to be able to recognize, analyze, and classify data [5]. Thus, the
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healthcare system requires a well-trained disease predictive model to accurately
predict diseases. Based on the predicted disease, doctors can provide the correct
treatment and maintain the patient’s health. So, this proposed work designs a sys-
tem that can efficiently determine the condition to predict the disease based on the
given input data about the patient’s health.

The accuracy of the prediction result depends on the technique used in train-
ing the model, and the training depends on the sample data used for training. So,
the sufficiency of the data sample is very important in training the model to get a
better prediction result. In order to overcome the deficiency of sample data, the
transfer learning technique is used in the deep learning model. Deep learning is a
subtype of the machine learning approach. The rapid growth of deep learning in
various fields proposes various representative techniques. Because of the better
ability to learn the features of input data, deep learning has progressively replaced
traditional machine learning techniques [6]. Deep learning has the capacity to de-
termine features automatically from a given dataset for each specific application.

Transfer Learning is a kind of deep learning technique that uses pre-trained
knowledge from the past to train the new model and deploy the trained features of
a large dataset into a small dataset. Hence, using this pre-trained transfer learning
technique in the deep learning model will reduce the time taken for the classifica-
tion and prediction of disease [5]. However, the deep learning technique used by
the conventional model has several advantages, but the accuracy performance is
not better. So, the main motive of this research work is to improve prediction ac-
curacy by modifying the state-of-the-art method by concatenating networks. This
research work uses a concatenation of two different pretrained Convolutional
Neural Network (CNN) models called Inception V3 and Xception.

The Inception model consists of multiple convolution filters of various sizes,
and hence it can improve the adaptability of the network and extract more copious
features of different scales. Simultaneously, by using the Network in Network
model, the Inception model can significantly reduce the parameters of the model.
Hence, the network can minimize the number of convolution filters as much as
possible without losing model feature representation, thus minimizing the com-
plexity of the model [3]. Whereas, in the exception model, the term “exception”
refers to an extreme. The exception model takes the rule of the Inception model to
an extreme, so it provides the added advantage of feature extraction in a pointwise
manner also. The concatenation of two different models makes the proposed system
stronger due to the capability of multiple feature extraction [16]. The concatenation
model reduces the complexity and provides accurate prediction results based on
the given input data, which could be sustainable and reliable for health care.

The research contribution is summarized as follows:

e Presented a sustainable healthcare prediction system using a concatena-
tion of Inception V3 and Xception to predict the disease based on input data.

e Presented an intense experimental analysis to validate the performance of
the proposed model using standard benchmark data.

e Presented a comparative analysis of the proposed model with existing
prediction models such as MLP, Logistic regression (LR), stacked denoising auto-
encoder (SDAE) and hybrid Convolutional Neural Network (CNN) — Random
Forest (RF) for performance validation.

The further discussions are arranged in the following order: Section two
comprises a detailed literature review and section three presents the proposed
model, experimental analysis and its results comparisons are presented in section
four and the conclusion is presented in the last section.
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RELATED WORKS

In this section, research related to the existing disease prediction system was
enumerated. Various techniques, feature advantages, and disadvantages are re-
viewed for investigation, and finally, the limitations are discussed to structure the
research motivation. The healthcare system is rapidly becoming a necessary tool
for offering a well-rounded chance to meet the requirements of public health. In-
tegration of healthcare with a recommended system to meet the needs of older and
chronically diseased people was reported in [1]. Deep learning is a subfield of
machine learning that is broadly used in healthcare systems for the classification,
identification, and prediction of clinical data. A feature selection algorithm-based
prediction model reported in [3] uses a combination of the FCMIM-SVM ap-
proach to detect heart disease. The features for the prediction model are obtained
using a fast-conditional mutual information feature selection algorithm, and local
learning procedures are followed to remove the redundant and irrelevant features.
Machine learning techniques have been broadly adopted in various fields, particu-
larly in medical diagnosis. Multi-feature extraction using Inception-V3 and
Densnet-201 is achieved to predict the brain tumor [4].

A feature selection algorithm based on Chronic Obstructive Pulmonary
Disease prediction is reported in [6] uses an instance-based and feature-based
transfer learning Balanced Probability Distribution (BPD) and cross-domain
feature filtering algorithm. Various feature selection algorithms like the AdaBoost
algorithm, TCA algorithm, and Multi-Task Learning (MTL) algorithm are
compared with the BPD algorithm, and the result demonstrates the superior
prediction performance of the BPD algorithm. A comparative analysis of machine
learning techniques for disease prediction reported in [8] employs decision trees,
K-nearest neighbor, and logistic regression algorithms to predict kidney disease.
From the findings, it demonstrates that the decision tree approach and logistic
regression give better performance in predicting kidney disease. The article [5]
investigates the viability and effectiveness of various machine learning algorithms
like REP Tree, Random Tree, Linear Regression, M5P Tree, Naive Bayes, J48,
and JRIP to predict cardiovascular disease. And from the analysis, the result
demonstrates the superior prediction performance of the Random Tree
approach.

The computer-aided screening method reported in [17] utilizes a comparison
of 13 pre-trained CNN models like AlexNet, GoogleNet, VGG16, VGG19, etc.
and three deep learning based classifiers, namely K-Nearest Neighbor, Support
Vector Machine, and Naive Bayes for the analysis of Covidl9 X-Ray and CT
Scan images. The result demonstrates that VGG19 with SVM classifier provides
superior performance to other methods. A novel Leaf GAN (Generative
Adversarial Network) method reported in [19] utilizes a data augmentation
method to identify disease-affected grape leaves. Initially, for training the GAN
model, four types of grape leaf disease images are generated using an image
generator model, and secondly, to identify original and duplicate images, an
image discriminator is used. Finally, a deep regret gradient penalty method is
employed for the stabilization of the GAN model.

A combination of convolutional neural networks with recursive neural net-
works reported in [20] utilizes an automatic prediction method for identifying and
categorizing the different kinds of blood cells. Due to a better understanding of
the features of blood cell images, accurate prediction and classification of blood
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cells are attained. The segmentation of breast masses in mammograms reported in
[21] utilizes a comparison of various kinds of deep learning models for the seg-
mentation and classification of breast lesions. The result demonstrates that the
VGG19 and ResNet50V2 models perform better in the classification of breast
lesions than other models.

The identification of the Citrus Disease Severity reported in [19] trains and
compares six different types of deep learning models to predict the Citrus Disease
Severity. From the analysis, it demonstrates that GAN-based data augmentation
with the Inception V3 model provides superior performance. A disease prediction
model reported in [2] utilizes a multi-stage model by the combination of co-
clustering and supervised machine learning methods to predict the intravenous
immunoglobulin resistance in Kawasaki disease. Initially, co-clustering is used to
cluster the missing data pattern blocks. Secondly, the selection of data features is
obtained by group lasso. Finally, the prediction of immunoglobulin resistance in a
patient is obtained using an explainable boosting method. The machine learning
approach reported in the article [7] utilizes a cloud-centric IoT system for the
prediction of skin disease. This research mainly focuses on the evaluation of six
deep learning models, namely VGGI16, Inception, Xception, MobileNet,
ResNet50, and DenseNet161. Based on this evaluation, the article created a two-
phase classification process by the Targeted Ensemble Machine Classification
Model (TEMCM).

Apart from the classification of images, CNN are widely used for the
segmentation of images. The segmentation model reported in [20] utilized a CNN
along with an optimization technique to segment the various types of land in the
Amazon. A deep learning model reported in [8] utilizes the fused outputs of
ResNet50, Xception, and DenseNet in the FC layer of the super learner model for
classifying the type of vehicle. From the above survey, it is observed that the
performance of the prediction model depends on the selection of a suitable
learning algorithm and classifiers. Various types of machine learning algorithms
are mostly used in the research. From the above literature review, it is observed
that the Dense Net and ResNet perform well. However, in some of the articles,
concatenation of convolutional neural network models was utilized, but the
performance can be improved further using novel architectures. In order to extend
the performance of the concatenation-based CNN prediction system, a SoftMax
discriminator algorithm is used along with the concatenation model, and it is
discussed in the following section.

PROPOSED WORK

The proposed predictive model contains a concatenation of Inception V3 and
Xception CNN (Fig. 1). The proposed work consists of three stages. The first
stage involves Normalizing of the given medical input data. The second stage in-
volves features extraction from the input-data using concatenation approach. The
third stage involves the prediction of output using soft max discriminant classi-
fier.

Data Normalizing Stage. This stage starts from the collection of medical
datasets. Since the non-standardized input data’s take more time for learning
process, the data in the dataset are subjected to Normalizing procedure. Based on
the type of input data standardization will be applied to every input data to have
the same dimension/size.
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Fig. 1. Architecture of Proposed Concatenation Model

Feature Extraction from the Concatenation Model. Feature extraction is
an essential step to be done before predicting the output, which is used to
determine knowledge from datasets and it mainly focus on the selection of
representative features from the given dataset, which will make the classifier to
easily diffirentiate between the various classes. Additionally, it also provide
benefit by reducing the computational time for training the classifier. A well-
organized feature extraction method will improve the accuracy of predicted
output. So, in this work, for attaining better feature extraction parallel deep
feature extraction technique based on transfer learning method is applied to the
concatenation of Inception V3 and Xception CNN models. The Normalized input
data is given to the Xception and Inception V3 CNN model for feature extraction.
To improve the quality of resultant feature map, the feature extracted from the
two models are combined. Xception model convolutes the input data by both
depth wise and pointwise manner (Fig. 2) and Inception model convolutes the
input data by depth wise manner (Fig. 3).

Prediction of output using Soft-max Discriminant Classifier (SDC). The
correct prediction of the given input data is done by the process of classification.
The task of the classifier is to approximate a feature map function from input data
to discrete output data. The important function of SDC is to identify the particular
class to which the testing data belongs to. This can be done by using the calcula-
tion of weighing distance between the test data and train data. In the proposed
work, the SDC is used as a binary classifier since it needs only two classes, where
class 1 represents abnormal status and the class 2 represents the normal status. The
following Figs. 2 and 3 show the architecture of Inception V3 Model and Xception
model respectively.

Consider the input medical dataset D ={D,,D,,...,D,}. The normalization

of the input data is given by
D —min (D;
f(D)=x+y D)

max (D;) —min (D;) ’

where D, defines the input medical dataset of D, x and y represents the constant of
normalizer.This standardized input datas are further given as input to the training
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and testing in the model. The standardized input data from the given medical
dataset is given as input to both the Xception and Inception V3 model. The feature
map expression of g, from the pre-trained Inception V3 model is given

q1() =r(c; =c; | & (v, b))

Input
v
1xl
Comy
Output Channels
LR L N L T
1x1 1x1 1xl 1x1 1x1 1x1 1x1
Comw Comw Comw Come Comy Conw Conw
Concatenation
Fig. 2. Architecture of Xception

R
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Fig. 3. Architecture of Inception V3
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The feature map expression of g, from the pre-trained Xception model is

given by
0,(D)=r(c, =¢; | &,(v,,0,))
where v, and v, are the weight vector and b, and b, are the bias vector of the
Inception V3 and Xception model. The final feature map expression of G from
the concatenation model is given by
0() =R(C=¢;|G;(V,B)),

where O=g¢,+¢q,, R=1n+r,, C=¢+c,, G=g+g,, V=v+v, and
B=B =b,+b,. The final feature map output obtained from the concatenation
network is given as input to the FC layer of the proposed mode ,which flattens
the input into a fixed length vector form. Next, the output of FC layer is given as
input to the drop out layer which is used for regularizing the data by avoiding
overfitting in the network. Finally, the output “s” from drop out layer is given to

the SDC for the classification of data.
Training and Testing of Data’s using SDC. Consider the training data set

be S ={5,,5,,5;,....,5,} €K </ is determined from the m distinct classes:

Sw=18",57",85,.....87 }e K/ represents totally f, data from the

m
m™ class, where fhi=r.

i=1

Consider the test data from the drop out layer as as s € K" For represent-

ing the test data “m” class data’s are used and by which a minimum reconstruc-
tion error is attained. The distance in between the m class data and the testing data
helps SDC for classifying the input data. The expression of SDC will be given by
the following equations:

[(s) = argmax T; ;

Ji .
[(s) = argmax log [Z exp (—a|| s — s ||2)] ,

J=1
where T; , /(s) defines the distance between the i class and the test data, from
this s can be identified. o defines the penalty parameter, which can be used when
a>0. If “s” corresponds to the i class, then s and sj. will have the same fea-

tures and hence “s —s;H2 will goes to zero. This indirectly indicates that the fea-

tures of the test data match with the features of the i class. Therefore T " helps

to attain the higher value asymptotically and hence T, f is maximized. By this

way, SDC learns to predict the corresponding class of the given input data.
The prediction output of the SDC will be represented using binary classifica-
tion as follows:
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classl if T, <0,
class2 if T,>0.

Where P defines the decision condition of the SDC, which is predefined dur-
ing the training period of SDC. Class 1 defines the abnormal status and class 2
defines the normal status. The decision condition will get change based on the
type of disease.

Pseudocode for the proposed Concatenation of Inception V3 and Xcep-
tion Model

Input : D= {D1,D2,D3,.....Dn}
class1 if T, <0
class2 if T;>0

Output Z = {

Output : Z = {

Begin
Initialize data normalization for the given input f(D)
Give the normalized data to both Inception V3 and Xception Pre-trained
Model

Obtain the feature map of Inception V3 model as g,

Obtain the feature map of Xception model as g,

Concatenate both pre-trained model and obtain final feature map as O
Flatten the final feature map using FC layer
Regularize the FC output data using drop out layer
Give the regularized data to SDC and obtain the classification

Obtain the classification of SDC from /() = argmaxT, S’
If7,<0

SDC predicts the output as abnormal status
else
SDC predicts the output as normal status
End if
End

RESULTS AND DISCUSSION

The proposed Concatenation of Inception V3-Xception prediction model is
experimentally validated using MatLab 14.1 installed in an intel i3 processor
2.20 GHZ frequency with 8 GB memory. In order to obtain the accurate
prediction of disease, the metrices such as accuracy, precision, recall, and f1-score
are evaluated in the proposed work The first data set is collected from the
Cardiology Department of Chinese PLA General Hospital [25]. The feature
includes demographics, vital signs, lab tests, echocardiography, comorbidities,
length of stay, and medications. Total 105 features are obtained from each patient
and a total of 736 patient data are used in the dataset. The second data set is
collected from the UCI machine learning repository [26]. The dataset includes 76
features which include demographics, vital signs, cholesterol, echocardiography,
and medications. The benefit of using this dataset is that it allows investigating
the classification with multiple features. The simulation parameters used in the
proposed model is listed in Table 1.
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Table 1. Simulation parameters

No Parameter Range/Value
1 Normalizer constant for input x=0.1, y=0.7
2 Learning rate 0.9
3 Number of epochs 500

TP means the actual medical data containing abnormal value is correctly
predicted as abnormal patient, FN means the actual medical data containing
abnormal value is incorrectly predicted as Normal patient, FP means the actual
medical data containing Normal value is incorrectly predicted as abnormal patient
and TN means the actual medical data containing Normal value is correctly
predicted as Normal data. The performance of the proposed work is determined in
terms of the following metrices:

Recallzl ;
TP + FN
Precision =L ;
TP+ FP
TP + TN
Accuracy = ;
TP +TN + FP+ FN
Fl-score = L .
2TP+ FP+ FN

The Performance metrics of the proposed model is presented in the form of
the following Table 2.

Table 2. Performance metrics of proposed model

No Performance metrics Dataset 1 Dataset 2
1 Recall 0.993 0.991
2 Precision 0.990 0.987
3 Fl-score 0.991 0.914
4 Accuracy 0.985 0.983

Further the performance of the proposed concatenation model has been
compared with existing techniques evaluated in Chen et al. [21] research work for
dataset 1 and Sudarshan et al. [26] research work for dataset 2. For the data set 1,
techniques like stacked denoising auto-encoder (SDAE), logistic regression (LR),
MLP, MLP with attention mechanism (MLP-A) and Multi neural networks
(MNN) are used to compare with proposed model. For the dataset 2 techniques
like support vector machine (SVM), logistic regression (LR), Random Forest
(RF), swarm artificial neural network (S-ANN) and multi neural networks are
used to compared with proposed concatenation model.

Figs. 4 and 5 presents the precision analysis of proposed model and
conventional models for dataset 1 and dataset 2 respectively. From the results, it
is clear that the proposed concatenation model exhibits maximum precision which
indicates the classification performance of proposed concatenation model has
been increased due to the multi feature selection and processing using soft-max
Discriminant classifier. Similarly, for dataset 2 the maximum performance is
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obtained by the proposed concatenation model whereas conventional methods
obtain minimum precision values compared to proposed concatenation model.
The average precision value attained by the proposed concatenation model for
dataset 1 is 0.990 and for dataset 2 the obtained precision is 0.987 which is much
better than the conventional methods.

The recall metrics of the proposed model and conventional models for

dataset 1 and dataset 2 has been presented in Figs. 4 and 5 respectively.
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Fig. 4. Recall analysis for dataset 1
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Fig. 5. Recall analysis for dataset 2

Results shows that the maximum recall obtained by the proposed model for both
datasets. Though the performance of MNN is much better than other conventional
techniques however it is lesser than the CNN-RF model and proposed
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concatenation model. The average recall value obtained by the proposed model
for dataset 1 is 0.993 and for dataset 2 the obtained recall value is 0.991. The F1-
score analysis for the proposed model and existing models are comparatively
presented in Figs. 6 and 7 for dataset 1 and dataset 2 respectively. Based on the
recall and precision values, the fl-score has been obtained and presented. From
the results it clear that the maximum score is obtained by the proposed
concatenation model when compared to other conventional techniques. The
average fl-score obtained by the proposed concatenation model for dataset 1 is
0.991 and 0.914 for dataset 2.
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Fig. 6. Fl-score analysis for dataset 1
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Fig. 7. Fl-score analysis for dataset 2

The accuracy of the proposed concatenation model and conventional models
are comparatively analyzed and depicted in Figs. 8 and 9 for dataset 1 and dataset
2 respectively. It can be analyzed from the results; the maximum accuracy is
determined by the proposed concatenation model for both datasets whereas the
performances of conventional models are lesser than the proposed model accu-
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racy values. The maximum accuracy obtained by the proposed model is 0.985 for
dataset 1 and 0.983 for dataset 2. The accuracy obtained by MNN for dataset 1 is
0.966 and dataset 2 is 0.968 which is nearly 2% lesser than the proposed concate-
nation model. The accuracy obtained by CNN-RF for dataset 1 is 0.973 and data-
set 2 is 0.978 which is also nearly 1% lesser than the proposed concatenation
model. The multi feature selection using concatenation model and prediction us-
ing SDC increases the prediction accuracy of the proposed model. Whereas con-
ventional model performs less due to the improper feature selection and classifi-
cation process.

Table 3 shows the performance comparative analysis of proposed concatena-
tion model and conventional models in terms of accuracy, recall and precision.
The average values from the results of dataset 1 and dataset 2 are presented in the
tabulation. It can be observed from the results the performance of proposed con-
catenation model is much better than the conventional techniques. Thus, it is clear
that the proposed concatenation model can be used for predicting disease in health
cares to attain sustainable development.
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Fig. 9. Accuracy analysis for dataset 2
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Table 3. Performance comparative analysis

No Method Accuracy|Precision| Recall
1 Stacked denoising auto-encoder (SDAE) 0.623 0.670 0.782
2 Logistic regression (LR) 0.655 0.700 0.792
3 MLP 0.651 0.692 0.799
4 MLP with attention mechanism 0.667 0.710 0.795
5 SVM 0.87 0.85 0.85
6 Logistic regression 0.86 0.84 0.85
7 Random forest 0.89 0.88 0.88
8 Swarm-ANN 0.957 0.952 0.952
9 MNN 0.966 0.962 0.97
10 CNN-RF 0.973 0.982 0.987
11 Proposed Inception V3 — Xception -SDC 0.985 0.988 0.992

CONCLUSION

A concatenation model for disease prediction in healthcare system is presented in
this research work using InceptionV3-Xception model and Soft-max Discriminant
Classifier. The proposed architecture utilizes the multi-features extracted from
concatenation model and classify the data using Soft-max Discriminant Classifier.
The novelty in the architecture enhances the classification performance of data
analysis system compared to conventional CNN model. Standard healthcare data-
sets are used for experimentation and verified through performance metrics like
accuracy, recall, precision and fl-score.To demonstrate the better performance,
conventional techniques like stacked denoising auto-encoder (SDAE), logistic
regression (LR), MLP, MLP with attention mechanism (MLP-A), support vector
machine (SVM), Random Forest (RF), swarm artificial neural network (S-ANN)
,multi neural networks and Convolutional Neural Network-Random forest (CNN-
RF) are compared with proposed concatenation model. Experimental results de-
picts that the performance of proposed model is much better than the conventional
approaches. However, the performance of proposed concatenation model has sev-
eral benefits, the prediction result is possible only for binary classes whether the
data is normal or abnormal, that is considered as a minor limitation of this work.
Further this research work can be extended using multi classification to identify
the particular stage of the disease.
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MOJEJIb NMTPOTHO3YBAHHS1 3AXBOPIOBAHHSI HA OCHOBI MIAXOAY
KOHKATEHALUI AJI51 CTIMKOI CUCTEMHA OXOPOHMU 3/1I0POB’S / K. Tapa-
recapi, H. Moxana Cynmapam, P. CarTom

AHoTamisi. Y cygacHOMy CBITi BHACNIiZOK 6aratboX (hakTopiB, TAKHX SK 3MIHM Ha-
BKOJIMIIIHBOTO CEPEIOBHUINA, CTHJII XapuyBaHHS Ta XXUTTEBI 3BHYKH, Ha 310pOB’S
JIOJIeH MOCTIHO BIUIMBAIOTH Pi3HI 3aXBOPIOBAHHS, 110 MPU3BOAUTH A0 TOTO, LIO B
CHCTEMi OXOPOHH 3/0POB’sl MOTPIOHO KepyBaTH BEIMYE3HOIO KiNBKICTIO naHux. Jle-
SKi 3aXBOPIOBAHHS CTBOPIOIOTH HEOE3MEKy JUIS JKMTTS, SKIIO IX HE BHIIIKYBaTH Ha
MoYyaTkoBiil cranii. [y cucTeMu OXOpOHHU 370pPOB’S e POOUTH CKIaTHUM 3aBIaH-
HSIM PO3pOOUTH 100pe HaBUCHY MOZEIb IPOTHO3YBAHHS 3aXBOPIOBAHb JUIS TOYHOI iX
ineHTHdiKanii. Moaemni rIMO0KOro HaBYaHHS HAHOUIBII MIMPOKO BUKOPUCTOBYIOTh-
s B JOCIIJUKEHHSIX IIPOTHO3YBAHHS 3aXBOPIOBAaHb, ajle IX MPOXYyKTUBHICTh HOCTYTIa-
€ThCsl 3BUYaiiHiM MozeisiM. 1106 BupimmTH 10 npobieMy, y poOOTi MOJaHO KOH-
KaTeHaLI0 MoJieliel 3rOPTKOBUX HEHPOHHUX MEpeX IIIMOOoKoro HaBuaHHs Inception
V3 i Xception. 3anpornoHoBaHa MOJIeb BUAIISAE OCHOBHI O3HAKH Ta CTBOPIOE pe-
3yJbTAT MPOTHO3Y TOYHIIIIE, HDK IHIINI TpaauuiitHi Mojesni nporHo3yBaHHs. Y poboti
aHaJ3yeThCcAd MPOAYKTHBHICTD 3alPOIIOHOBAHOI MOJENi 3 TOYKH 30pY TOYHOCTI,
Mpenu3iifHoCTi, 3amam’ aToByBaHHs Ta F1-Mipa, HOpiBHIOIOTECA MO 3 iCHYIOUHMH
METOJ]aMH, TaKHUMH SIK CTEKOBUH aBTOMaTH4YHMI KomyBaitbHUK (SDAE), morictiuna
perpecis (LR), MLP, MLP 3 mexanizmom yBaru (MLP-A), onopHa BekTopHa Ma-
mmHa (SVM), mynsruHeliponHa mepexxa (MNN), ribpuana 3ropTkoBa HeHpOHHA
mepexa (CNN), Bunagkosuii iic (RF).

KnarouoBi cioBa: BurydeHHS QYHKIIH, IPOTHO3YBAaHHS 3aXBOPIOBAaHb, ININOOKE
HaBuaHHs, Inception V3, Xception.

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2023, Ne 3 95



UDC 62-50
DOI: 10.20535/SRIT.2308-8893.2023.3.07

IDENTIFICATION OF LUNG DISEASE TYPES USING
CONVOLUTIONAL NEURAL NETWORK
AND VGG-16 ARCHITECTURE
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Abstract. Pneumonia, tuberculosis, and Covid-19 are different lung diseases but
have similar characteristics. One of the reasons for the worsening of disease in lung
sufferers is a diagnosis that takes a long time. Another factor, the results of the
X-ray photos look blurry and lack contracture, causing different diagnostic results of
X-ray photos. This research classifies lung images into four categories: normal
lungs, tuberculosis, pneumonia, and Covid-19 using the Convolutional Neural Net-
work method and VGG-16 architecture. The results of the research with models and
scenarios without pre-trained use data with a ratio of 9:1 at epoch 50, anaccuracy of
94%, while the lowest results are in scenarios using data with a ratio of 8:2 at epoch
50, non-pre-trained models, accuracy by 87%.

Keywords: tuberculosis, pneumonia, Covid-19, VGG-16, convolutional neural net-
work.

INTRODUCTION

Human internal organs that are often associated with external environmental fac-
tors, one of which is the lungs [1; 2]. The human lungs consist of two organs or a
pair, namely the right and left. The lungs are located in the thoracic region of the
human body, one of two large respiratory organs located in the chest cavityand
are responsible for adding oxygen and removing carbon dioxide from the blood.
The lungs have a rubbery texture and are pinkish-gray in colour. The lungs con-
sist of other tissues inside which function to exchange oxygen and carbon dioxide
[3]. Because of the process of exchanging oxygen and carbon dioxide, thelungs
are in contact with external environmental factors such as smoke, microbes, dust
and also chemicals in the environment as pollutants. The relationship with these
environmental factors increases the risk of lung disease [4].

Several diseases can attack the lungs. Common symptoms are shortness of
breath and coughing. Lung disorders can be acute or chronic. Several diseases
that can attack the lungs and related respiratory systems include bronchitis,
pneumonia, asthma, tuberculosis and Covid-19 [5]. Bronchitis is a respiratory dis-
ease that occurs as a result of an upper respiratory infection and is usually caused
by a virus [6]. Pneumonia is a respiratory disorder that causes inflammation of the
smallest parts of the lungs, namely the bronchioles and alveolar tissue. Asthma is
a disease caused by inflammation of the respiratory tract. This inflammation will
cause swelling and narrowing of the airways. Air that should flow into the lungs
becomes obstructed [7]. Tuberculosis is a bacterial infection caused by Mycobac-
terium tuberculosis which attacks and damages body tissues. Bacteria can be
transmitted through the airways. Tuberculosis generally attacks the lungs, but also
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has the risk of spreading to the lymph nodes, bones, central nervous system, heart
and other organs [8]. Covid-19 is an infectious disease caused by SARS-CoV-2,
a type of coronavirus [9]. Typical symptoms are fever, cough, flu and shortness of
breath. Covid-19 spreads from one person to another through droplets from the
respiratory tract which are often produced when coughing or sneezing. Droplet
range is usually up to 1 meter [10]. Droplets can stick to objects, but won't last
long in the air. The time from transmission of the virus to the onset of clinical
symptoms is between 1-14 days with an average of 5 days. Bronchitis, pneumo-
nia, asthma, tuberculosis and Covid-19 if not handled properly in a short time can
cause health complications [11].

Lung disease problems tend to increase due to delays in diagnosis. Diagnosis
takes a long time because of the similarities in the symptoms of lung disease. Ac-
cording to WHO, various lung diseases including pneumonia, tuberculosis and
Covid-19 have almost the same symptoms [12]. One of the main reasons for the
increase in lung disease problems during the Covid-19 pandemic is the long proc-
ess of diagnosis. Another factor is that X-Rays often appear blurry and have no
contractures, leading to a different diagnosis [13]. Additional laboratory test re-
sults are needed to identify whether it is classified as tuberculosis, pneumonia, or
Covid-19. One of the reasons for the unfavourable radiographic results is the dif-
ference in X-Ray intensity in photos of normal tissue and photos of glandular tis-
sue affected by lung disease [14]. To overcome this problem, image processing is
needed so that it can increase and improve image quality. A lung disease classifi-
cation system is needed to help diagnose lung disease quickly. Alternative
technologies that can be used to overcome this problem are the use of computer
vision and deep learning.

Computer vision is one part of artificial intelligence [15]. Computer Vision
is a technology that allows computers to recognize objects around them [16]. Sci-
ence and technology are developing very fast, especially in the development of
computer vision combined with deep learning. Deep learning can be used for de-
cision making, detecting diseases based on their symptoms and early detection
[17]. This research develops identification of lung disease types using Convolu-
tional Neural Network and VGG-16 architecture.

Several research have identified lung disease from chest X-Rays using small
volume datasets and applying machine learning [15; 18]. The results of applying
this technology are quite important for medical progress. Research related to the
early diagnosis and treatment of lung diseases using deep learning has also been
researched and the results are quite important in clinical treatment [19; 20; 21].
This research develops lung disease identification using Convolutional Neural
Network (CNN) and VGG-16 architecture. CNN with VGG-16 architecture has
higher accuracy than other network architectures in processing ImageNet datasets
[22]. In similar cases, classification of pneumonia from X-Ray images using
VGG-16 results 97.93 % accuracy, while classification of pneumonia from X-Ray
images using inception-V3 results 96.58% accuracy [23]. The inception-V3 is the
latest version developed from the inception-V1 and V2 models. The inception-V3
model is a CNN trained directly on a low-configuration computer. The training is
quite difficult, and takes much longer. This problem is solved through transfer
learning which saves the last layer of the model for the new category. The pa-
rameters of the previous layer are stored, and the inception-V3 model is decon-
structed when the last layer is removed using transfer learning techniques. CNNs
inception is a network in the form of a repeated convolution design configuration
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pattern. The components in CNNs inception are input layer, 1x1 convolution
layer, 3x3 convolution layer, 5x5 convolution layer, max pooling layer, and con-
catenation layer [24].

Test results on the diagnosis of pneumonia showed that VGG-16 architecture
exceed Xception network at the accuracy with 87% and 82% respectively [25].
Xception is a development of inception. The inception model was developed with
depth wise separable convolution. The number of parameters is almost the same
as inception. Xception brings the inception hypothesis to eXtreme. First, the
cross-feature map is captured by a 1x1 convolution. Consequently, the correlation
of each channel is captured via a regular 3%3 or 5x5 convolution. This idea goes
to the extreme of doing 1x1 to each channel, then doing 3x3 to each output [26].
This is identical to replacing the inception module with depth wise separable
convolutions. With a higher level of accuracy, the VGG-16 architecture can
increase the value of lung disease classification based on CT-scan images. This
research also developed a classification of lung images into four classes, namely
normal lungs, tuberculosis, pneumonia, and Covid-19.

The rest of this paper is organized as follows: The proposed model for iden-
tification of lung disease types using CNN and VGG-16 architecture is discussed
in section 2. Section 3 provides a system design for identification of lung disease
types using CNN and VGG-16 architecture. Section 4 discusses the results and
analysis of CNN model and integrated system applications. Finally, conclusions
are given in section 5.

RESEARCH PROPOSED

CNN architecture developed using VGG-16. The proposed architecture has 13
convolution layers and 3 fully connected layers so that a total of 16 layers are
used, there are 5 max-polling layers which are forwarded to several convolution
layers. Each layer has a different image size, on the first layer the image will be
resized to 224 x224, then on the next layer the image size will be reduced to
112x112, 56x56, 28x28, 14x14 as shown in Fig. 1.

224 x 224 x 64

224 x 224 x 3
1H2x |12 x 128

I 56]x 56 x 256
X512
28 x 28 x 512 el
I A Al4x 14x512 Ix1x4096 1x1x

3 convolution + ReLU

=7 max pooling
fullynected + RelLU
softmax

L)

Fig. 1. The Proposed Model

Fig. 1 shows that the first layer is a fully connected layer which has 4096
neurons, the second layer has 4096 neurons, and the third layer has 4 neurons. In
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the last layer there are 4 layers according to the number of classifications, namely
normal, pneumonia, tuberculosis, and Covid-19. There are several layers in the
CNN architecture (Fig. 1) which are used in the training and testing process. This
architecture is designed to produce models with better accuracy.

Input image is the process of entering an input file in the form of a chest
X-Ray image. Before the data is entered into the training process, to prevent er-
rors in classification, the dataset is adjusted specifically for biased data or trun-
cated data. Inappropriate data will be discarded and appropriate data will be in-
cluded in a dataset that is ready to be classified. This process includes 3 stages,
namely changing the size of the photo with a target of 224 x 224 pixels, the photo
data is separated into two parts, namely training data and testing data with a com-
parison ratio of 7 : 3, 8 : 2, and 9 : 1. Then the photo is converted from RGB to
grayscale.

The convolutional layer includes filter, kernel, stride, Relu activation, and
poolingoperations. The convolution layer used in this research uses a kernel with
a size of 3x3 pixels and the number of strides is 1, and uses a padding
configuration. There are thirteen convolution layers, the first convolution layer
uses 64 filters,the kernel is 3x 3 pixels. The size of the chest X-Ray is 224 x 224
pixels which then uses the ReLu activation function. The second convolution
layer is similar to the first convolution process but continues with a pooling
operation with a strides size of 2x2 and a pooling size of 2x2. The pooling
operation will produce an image measuring 112x112 pixels and a total of 64
feature maps. This feature map will be included into the third convolution
process. The third convlution layer has different parameters from the previous
layer. The filter used in the third layer is 128 with a data input size of 112x112
pixels. With a total of 128 filters, the third convolution feature map obtained is
128. The fourth convolution layer is similar to the third convolution process, but
the pooling operation is continued with a strides size of 2x2 and a pooling size
of 2x2. The pooling operation will produce an image measuring 56 x 56 pixels
and a total of 128 feature maps. This feature map will be included in the in the
fifth convolution process. The fifth convolution layer has different parameters
from the fourth layer. There are 256 filters used in this fifth layer with an input
data size of 56 x 56 pixels. With a total of 256 filters, the convolution of the five
feature maps obtained is 256. The sixth convolution layer is similar to the fifth
convolution layer without changing any parameters. The filters used in the sixth
layer are 256 with a data input size of 56 x 56 pixels. The seventh convolution
layer has similarities with the fifth and sixth convolution layers without changing
any parameters. The filters used in the seventh layer are 256 with a data input
size of 56x56 pixels. In this layer,pooling operations are continued with a
strides size of 2x2 and a pooling size of 2x2. The pooling operation will
produce an image measuring 28x 28 pixels anda total of 256 feature maps. The
eighth convolution layer has different parameters from the previous layer. The
filter used in this eighth layer is 512 with a data inputsize of 28x28 pixels.
Because there are 512 filters, the eighth convolution produces 512 feature maps.
The ninth convolution layer has the same parameters as the eighth convolution
layer. The filter used in the ninth layer is 512 and the input data is 28 x 28 pixels.
Filters with a total of 512 in the ninth convolution produce a feature map totaling
512. The tenth convolution layer has the same parameters as the eighth and ninth
convolution layers. The filter used in the tenth layer is 512 and the input data is
28x 28 pixels. This process is followed by a pooling operation with strides size
of 2x2 and a pooling size of 2x2. Thepooling operation will produce an
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image size of 14x14 pixels and a total of 512 feature maps. The eleventh
convolution layer has similarities with the tenth layer, but has a different input
data size. The filter used in the eleventh layer is 512 with a data input size of
14x14 pixels. There are 512 filters and in the eleventh convolution, the resulting
feature maps are 512. The twelfth convolution layer has the same parameters as
the eleventh convolution layer. The filter used is 512 with a data input size of
14x14 pixels. These 512 filters will produce a feature map of 512. The thirteenth
convolution layer has the same parameters as the eleventh and twelfth layers. The
filter used is 512 with input data of 14x14 pixels. Then the process is continued
with a pooling operation with a size of 2x2 strides and a pooling size of 2x2.
The pooling operation will produce an image measuring ¢ pixels and a total of
512 feature maps.

The flatten layer is the layer that converts the multidimensional array output
in the feature extraction process into a one-dimensional matrix which is then
followed by the fully connected layer process. While the fully connected layer
will be used as many as three fully connected layers. The first layer is 4096, the
second layer is 4096, and the last layer is 4 according to the classification de-
signed.

SYSTEM DESIGN

The system is designed using the CNN architecture with 16 layers according to
the VGG-16 architectural concept. The architectural design uses 13 convolution
layers and 3 fully connected layers so that the total layers used are 16 layers. This
research uses 5 layers of max-polling, which adjusts to several convolution layers.
Each layer has a different image size. The first layer will resize the image to
224 x 224 , then the next layer will reduce the size of the image to a configuration
of 112x112, 56x56, 28x28, 14x14, and 7x 7, as shown in Table 1.

Table 1. Configuration VGG-16 After modeling, it is continued

No. Layer Output Shape glth testing of the CNN model that
T ConvaD 224.224.64 as been designed to analyze .the
5 Conv2D 224,204, 64 accuracy of the model by changing
3 MaxPooling2D 112, 112, 64 the data scenario, epoch and using
4 Conv2D 112,112, 128 pre-trained models. This process
S Conv2D 112,112,128 | aims to select a model that has the
6 MaxPooling2D 36, 56, 128 highest accuracy so that it can be
7 Conv2D 56, 56, 256 . .

3 ConvaD 56, 56, 256 used for classification. Befo.re
9 Conv2D 56, 56, 256 comparing accuracy, the model will

10 MaxPooling2D 28,28, 256 conduct data training and data
11 Conv2D 28,283,512 testing with a ratio of 7 : 3, 8 : 2
B comop | awawsn | ML

onv , 28, .

14 | MaxPooling2D | 14, 14,512 The test was carried out by
15 Conv2D 14.14.512 changing _the parameters to get
16 Conv2D 1414 512 the best image results for the
17 Conv2D 14, 14,512 classification of normal lungs, lungs
18 MaxPooling2D 7.7.512 with  tuberculosis, lungs with
19 Flatten 25088 pneumonia, and lungs with Covid-
20 Dense 4096 19. This research was conducted
21 Dense 4096 using three different epochs,
22 Dense 4 namely: epoch 20, epoch 50, and
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epoch 100.While the data scenario uses three different data scenarios from each
epoch that are used, namely scenario data 7 : 3, 8: 2 and 9: 1, and uses a
comparison between using the pre- training and without using the pre-training
model. Then the model will be compared for its level of accuracy and will be se-
lected through the model with thehighest accuracy.

RESULTS AND ANALYSIS

The model that has been designed is tested to get the best scenario. Scenarios are
made based on the number of epochs and the amount of data. The number of ep-
ochs tested were 20, 50, and 100, while the amount of data used was a ratio of 7 :
3,8:2,and 9 : 1. Model testing was also carried out on models with pre-training
and models without training.

Each scenario has a different value when using a different number of epochs,
eventhough the model used is the same. Comparison of the performance of the
CNN model as a whole and the test results are shown in Table 2 — Table 4 for
the non-pretrained model test cases; Table 5 — Table 7 for the test cases with the
pretrained model.

Table 2. Performance comparison with data ratio of 7 : 3 (non-pretrained)

Epoch
Performance 20 ‘ 50 ‘ 100
Data Scenario 7 : 3

Accuracy 87.33% 89% 90%
Precision 89% 90% 90%
Recall 87% 89% 90%

F1 score 87% 89% 90%

Learning Curve overfitting overfitting overfitting

The best performance on scenario data with a ratio of 7 : 3 (non—pretrained)
is at epoch 100 with an accuracy value of 90%, a precision value of 90%, a recall
valueof 90%, and a F1 score value of 90%. The results of the learning curves in
this scenario have a high variance as shown in Fig. 2. The occurrence of a high
variance indicates that there has been overfitting.

12 1 — loss
2 — Validation Loss
10 A

0.8 1

0.6 A1

Loss

0.4

0.2 1

0.0 A

-

0 20 40 60 80 100
Epoch

Fig. 2. Learning Curve Data Scenario 7 : 3 Epoch 100
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Table 3. Performance comparison with data ratio of 8 : 2 (non-pretrained)

Epoch
Performance 20 ‘ 50 ‘ 100
Data Scenario 8 : 2

Accuracy 87% 90.25% 92%
Precision 88% 90% 92%
Recall 87% 90% 92%

F1 score 87% 90% 92%

Learning Curve overfitting overfitting overfitting

The best performance on scenario data with a ratio of 8 : 2 (non-pretrained)
is at epoch 100 with an accuracy value of 92%, a precision value of 92%, a recall
valueof 92%, and a F1 score value of 92%. The results of the learning curves in
this scenario have a high variance as shown in Fig. 3. The occurrence of a high
variance indicates that there has been overfitting.

10 4 I — loss
2 — WValidation Loss
0.8 A
0.6 1
A
s
0.4 A
02 4
00 L T T T T T T
[v] 20 40 &0 80 100
Epoch

Fig. 3. Learning Curve Data Scenario 8 : 2 Epoch 100

Table 4. Performance comparison with data ratio of 9 : 1 (non-pretrained)

Performance Epoch
20 | 50 | 100
Data Scenario 9 : 1

Accuracy 89.50% 94% 92%
Precision 89% 94% 91%
Recall 89% 94% 93%

F1 score 90% 94% 92%

Learning Curve overfitting overfitting overfitting

The best performance on scenario data with a ratio of 9 : 1 (non-pretrained)
is at epoch 50 with an accuracy value of 94%, a precision value of 94%, a recall
value of 94%, and a F1 score value of 94%. The results of the learning curves in
this scenario have a high variance as shown in Fig. 4. The occurrence of a high
variance indicates that there has been overfitting.
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Fig. 4. Learning Curve Data Scenario 9 : 1 Epoch 50

Table 5. Performance comparison with data ratio of 7 : 3 (pretrained)

Performance 20 | Epc;%h ‘ 100
Data Scenario 7 : 3
[Accuracy 91% 91.17% 91.33%
\Precision 91% 92% 92%
IRecall 91% 91% 91%
F1 score 91% 91% 91%
Learning Curve overfitting overfitting overfitting

The best performance on scenario data with a ratio of 7 : 3 (pretrained) is at
epoch 100 with an accuracy value of 91.33%, a precision value of 92%, a recall
value of 91%, and a F1 score value of 91%. The results of the learning curves in
this scenario have a high variance as shown in Fig. 5. The occurrence of a high
variance indicates that there has been overfitting.

10 ] — loss
2 — M“alidation Loss
0.5
2 I
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Fig. 5. Learning Curve Data Scenario 7 : 3 Epoch 100

Table 6. Performance comparison with data ratio of 8 : 2 (pretrained)

Epoch
Performance 20 | 50 | 100
Data Scenario 8 : 2
Accuracy 91% 93.75% 92.50%
Precision 92% 94% 92%
Recall 91% 94% 92%
F1 score 91% 94% 93%
Learning Curve overfitting overfitting overfitting
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The best performance on scenario data with a ratio of 8 : 2 (pretrained) is at
epoch 50 with an accuracy value of 93.75%, a precision value of 94%, a recall
value of 94%, and a F1 score value of 94%. The results of the learning curves in
this scenario have a high variance as shown in Fig. 6. The occurrence of a high
variance indicates that there has been overfitting.

1.0
1 — loss
2 — validation Loss
08 4
e
]
g —
0.4 - -
—
0.2
0.0
T T T T T T
o 10 20 30 A0 50

Epoch
Fig. 6. Learning Curve Data Scenario 8 : 2 Epoch 50

Table 7. Performance comparison with data ratio of 9 : 1 (pretrained)

Epoch
Performance 20 ‘ 50 ‘ 100
Data Scenario 9 : 1
Accuracy 94% 95% 94.50%
Precision 94% 96% 93%
Recall 94% 95% 94%
F1 score 94% 95% 94%
Learning Curve overfitting overfitting overfitting

The best performance on scenario data with a ratio of 9 : 1 (pretrained) is at
epoch 50 with an accuracy value of 95%, a precision value of 96%, a recall
value of 95%, and a F1 score value of 95%. The results of the learning curves in
this scenario have a high variance as shown in Fig. 7. The occurrence of a
high variance indicates that there has been overfitting.

1 — loss
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Fig. 7. Learning Curve Data Scenario 9 : 1 Epoch 50
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CONCLUSIONS

Convolutional Neural Network classification model is tested by training the mod-
el using training data and testing the accuracy of the model with testing data.
The better the model, the better the accuracy obtained. Testing results show that
the CNN model has the highest accuracy in the scenario of non-pretrained data
model 9 : 1 at epoch 50 which is 94%, while the lowest result is at 8 : 2 epoch 50
scenario testing of data without using a pre-trained model with an accuracy
of 87%.

The model from this scenario will be used to be implemented into applica-
tions because it has the best accuracy among models with other scenarios. The
pulmonary infectious disease classification system classifies pulmonary infectious
diseases based on chest X-Rays uploaded by doctors/health workers with good
accuracy. This system can classify into four classes: Normal, Covid-19, Pneumo-
nia, and Tuberculosis. Pretraining models, epochs, and data scenarios can impact
model performance. This research has conducted tests to determine the best
performance achieved by using the VGG-16 architecture. The best performance is
obtained in the 9 : 1 data scenario, epoch 50 on the non pre-trainedmodel, with an
accuracy value of 94%, precision value of 94%, recall value of 94%, and F1-score
value of 94%, while the lowest result is in the 8 : 2 data scenario test epoch 50 on
the non-pretrained model with an accuracy value of 87%, precision value of 88%,
recall value of 87%, and F1-score value of 87%.
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INEHTU®IKALIS THUIIIB 3AXBOPIOBAHHS JIETEHb 3A JOIIOMOI'OIO
3IOPTKOBOI HEMPOHHOI MEPEXI U APXITEKTYPH VGG-16 / Caiidyn
Byxopi, Bepni banrkit FOnxo Heropo, Binai Exa FOmia Pernani, SInyap Ani [Tytpa

Amnoramnisi. [TneBMoHist, TyOepKynbo3 i Covid-19 — pi3Hi 3aXBOpIOBaHHS JIETEHIB, ajie
MalOTh CXOXi XapakTepucTHKU. OZHI€I0 3 MPUYMH 3aTOCTPEHHS 3aXBOPIOBAHHS JIe-
IeHb € J0BroTpUBaJa AiarHOCTUKA. IHIIMM (HaKTOPOM € Te, IO Pe3yJIbTaTH PEHTre-
HiBCHKHX 3HIMKiB BUTJISIIAIOTH POSMUTHMH 1 3 BIZICYTHICTIO KOHTPAKTYpPH, IO CIIPU-
YUHSAE Pi3HI pe3yNbTaTH AIarHOCTHKH PEHTTEHIBCBKMX 3HIMKIB. Lle mocimimkeHHS
kiacudikye 300paXkeHHs JIETEHIB Ha YOTHPH KaTeropii, a came: HOpMAaJIbHI JIeTeHi,
TyOepKyb03, mHeBMoHis Ta Covid-19 3a monmomororo MeTomy 3ropTKOBOi HeHpOH-
HOi Mepexi Ta apxitektypu VGG-16. PesynbTaTd JOCHIIKEHHS 3 MOJACISMHU Ta
CIlCHapisMH  0€3  MOmepe/HbOI  MiArOTOBKM  BHUKOPHCTOBYIOTH  JaHi  3i
cniBBigHoMeHHsM 9:1 B emnoci 50, TounicTio 94%, Toai AK HAWHWX4i PE3yJIbTaTH B
CIIEHapisiX 3 BUKOPUCTAHHAM JaHKX 3i criBBigHOoLIeHHAM 8:2 B enoci 50, mozeni 6e3
MONEPEIHBOI MATOTOBKH, TOUHICTH 87%.

Kawuosi ciaoBa: tyGepkynso3, mHeBMoHis, Covid-19, VGG-16, 3ropTkoBa Hew-
POHHA Mepexa.
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Abstract. Urban development is an important problem that can be solved with the
help of intelligent information systems. Such systems ensure efficient management
of the city’s diverse infrastructure. The researchers developed a concept of such an
information system based on a conceptual model and using data flow for intelligent
decision-making. The system was tested for 1460 days in the city of Ternopil. The
modelling results showed that the city’s central area is stable, with 50% of enter-
prises in the “growing” state and 70% of people in the “satisfactory” state. People
often move to the northeastern and western zones due to higher levels of comfort
and more affordable housing. However, the total distance of car trips has increased
by 249%, negatively impacting the environment. The condition of enterprises in
other zones is less stable with lower “growth” indicators, but there are zones with
“stable” and “satisfactory” conditions.

Keywords: modelling, information system, socioeconomic infrastructure, city.

INTRODUCTION

In recent years, studies of economic infrastructure at various levels of the coun-
try's socio-economic system have been actively conducted. These studies have led
to the synthesis and systematization of knowledge about the economic infrastruc-
ture of states, regions and enterprises. This allowed us to reveal its essence and
explain the patterns and cause-and-effect relationships at different levels of the
economic system.

Recognition of the importance of the social component in the economic in-
frastructure of the state and regions led to the introduction of the category "socio-
economic infrastructure". This is because the growth of activity and efficiency of
economic entities is not the main goal, but should contribute to improving the
welfare of the population through increased wages, social assistance and im-
proved quality of social services.

Socio-economic infrastructure is a prerequisite for the stability and effi-
ciency of the socio-economic system at any level. In particular, cities play an im-
portant role in the country's economy due to their industrial, scientific and techni-
cal potential, financial and commodity markets, and the formation of decisions
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that determine the vectors of socio-economic development of regions and the
state.

Therefore, it is necessary to develop an intelligent information system of the
city's socio-economic infrastructure to automate optimal decisions on the develop-
ment of the city's socio-economic infrastructure. In addition, such a system will
provide an opportunity to monitor the state of the city's infrastructure online, re-
spond quickly to problems and ensure their effective resolution.

ANALYSIS OF LITERATURE SOURCES

Article [1] explains the lexical and economic meaning of the term economic secu-
rity. To assess [2] the level of economic infrastructure, an integrated approach is
proposed, which consists in combining a number of indicators into a single inte-
gral indicator that summarizes data on the level of sustainable development of an
enterprise, which allows it to be used both in operational management and in
strategy. A resource-functional model of security (consisting of partial indicators
and components of economic security of business) was developed [3] and a re-
source-functional approach to calculations was also applied. A quantitative as-
sessment of the level of financial solvency of countries based on the use of multi-
dimensional methodological tools for assessing financial indicators of the
country's development was carried out [4], which leads to the construction of ap-
propriate integral security indices. Unlike other methods of assessing the level of
security, the proposed approach makes it possible to determine not only the inte-
grated level of the financial component of economic security, but also to calculate
the quantitative thresholds of financial indicators aggregated in the integral index
(foreign exchange reserves, external debt per capita, changes in the official ex-
change rate of the local currency, budget deficit/surplus to GDP); going beyond
the thresholds is a signal of increased risk and lack of solvency.

The article [5] investigates the problems of organizing an intelligent system
for managing complex socio-economic processes, defines its levels of intellectual
development, proposes stages of intellectualization, and demonstrates the effec-
tiveness of applying these solutions in practical tasks.

The article [6] assessed user satisfaction with the electronic social security
system (SSES) as a widely used system in Iran. In [7], the Hans-Bockler-Stiftung
and its research unit "Future Jobs" present a revised plan for Enzo Weber's DSS
model. DSS addresses the problem of serious gaps in social security for platform
workers. The model envisages that platforms around the world implement a digi-
tal mechanism to transfer a certain proportion of each agreed remuneration to a
global DSS account for the platform worker. The DSS account collects the contri-
butions generated globally and transfers them on a regular basis to the social secu-
rity system of the country where the platform worker is located. Article [8] dis-
cusses the principles of building intelligent decision support systems of situational
type for innovative development of megacities' infrastructure.

The article [9] provides new insights, develops a conceptual framework, and
identifies promising research questions by putting local government Al systems
under the microscope through the lens of responsible urban innovation.

The article [11] proposes a new conceptual framework for IDSS for disaster
management, with a particular focus on forest fires and cold/heat waves. IDSS
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uses big data collected from APIs and Al to help decision makers make faster and
more accurate decisions.

The article [12] explores the impact of governance on sustainability and re-
flects the impact of ICTs on decision-making by improving policy effectiveness,
accountability and transparency in urban systems. The paper also presents con-
ceptual system models of the cognitive city and energy behaviour, including three
sub-levels: human-institutional, physical, and data. It proposes integrated concep-
tual models to improve the efficiency of energy systems in complex and uncertain
environments, facilitate the resolution of energy consumption problems, and sup-
port capacity development at the individual, social and technical levels to improve
future energy management.

The article [13] was based on a synthesized and aggregated literature review
to build a new conceptual framework. The literature review revealed additional
existing smart city frameworks, including city services (essential services, nones-
sential services, and complementary services); city resources (superstructure, in-
frastructure, infostructure); city architecture (enterprises); and city goals (livabil-
ity, performance, and sustainability). This study contributes to a broader
understanding of the smart city reference model for Indonesia and other developing
countries.

The above-mentioned works mostly assess economic or social infrastructure
as a separate system. Few works consider the socio-economic infrastructure as an
information system (analogues).

In this regard, the purpose of this article is to develop the concept of an intel-
ligent information system for the provision of socio-economic infrastructure of
the city.

The developed intelligent information system for the provision of socio-
economic infrastructure of the city differs from its analogues [5, 7, 8, 9, 12] in
that it takes into account qualitative and quantitative indicators. This system can
automate the distribution of powers between the state and regional governments
in the development of master plans for the development of cities in the country,
social programmers and other documents aimed at improving the quality of life of
the population. In the future, this intelligent information system can be used as a
basis for the development of other systems for similar purposes.

CONCEPT OF AN INTELLIGENT INFORMATION SYSTEM FOR THE CITY'S
SOCIAL AND ECONOMIC INFRASTRUCTURE

To ensure the socio-economic infrastructure of a city, an intelligent information
system (Fig. 1) should contain at least four main levels of infrastructure: eco-
nomic, social, environmental, and socio-political. To achieve this goal, it is im-
portant to take into account both quantitative and qualitative indicators. Let us
consider each level separately.

he social sphere includes people's attitudes towards culture, art, and tourism
[18, 19], as well as an assessment of personal safety, the education system and
personal education, the healthcare system and personal health, amenities and
living conditions [16], and transport.
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Fig. 1. The concept of an intelligent information system for the city's socio-economic
infrastructure

The importance of the environmental sphere for a person is an assessment of
the current environmental situation in the city.

As for the economic sphere, a city resident can assess economic stability
[17], their financial situation and the employment situation.

Today, during the period of military aggression in Ukraine, socio-political
security is becoming important for everyone, and every city resident can assess
the socio-political situation, information security and personal social well-being.

Let's take a closer look at the structure of the data flow in the intelligent in-
formation system for the city's socio-economic infrastructure (Fig. 2).

Data will be collected based on surveys of residents, as well as on the basis
of collected statistical indicators and sensor data. The latter is important for study-
ing the city's environmental infrastructure.

All quantitative data will undergo preliminary processing and will be stored
in the relevant databases. In the case of surveys, after collecting data into the da-
tabase, it needs to be processed using intelligent methods to give it quantitative
values.
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Fig. 2. Data flow in an intelligent information system for the provision of the city's socio-
economic infrastructure

All data is then transferred to the databases of the four levels of socio-
economic infrastructure. At each level, intelligent data processing is carried out,
the results of which are transferred to a common training database. At the same
time, data from the databases of the four levels of socio-economic infrastructure
are transferred to a common test database.

The main intellectual processing is carried out on the common database, af-
ter which the accuracy is calculated relative to the common test database. Finally,
the results are displayed.

The presented conceptual model of an intelligent information system for en-
suring the socio-economic infrastructure of the city and the structure of the data
flow in it makes it possible to monitor threats to society in the context of socio-
economic infrastructure in real time. The developed conceptual model can be part
of a smart city [10].

EXPERIMENTS AND RESULTS

In general, modelling such a system involves developing a mathematical model,
programming and simulating the system on a computer. Next, we will simulate
the system's operation and model the city's socio-economic infrastructure.

First of all, the objects to be modelled, the city's socio-economic infrastruc-
ture and its components, are identified. In this case, these may include city zones,
residential and business units, enterprises and people, and CO2 emissions.
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Next, it is necessary to investigate how these objects will interact with each
other, which is described using various algorithms and formulas. In this case, an
agent-based model was created, where each agent has its own set of characteris-
tics and interacts with other agents and the external environment.

Thus, the system uses an agent-based transport and dynamic model to simu-
late the movement of people and businesses in the city and their interaction. Each
agent (person or enterprise) has its own properties and can change its state
according to the interaction with other agents and changes in the environment.
For example, a person can change his or her job, move to another area, or buy a
car if he or she has sufficient funds. An enterprise can change its operation or
production in response to changes in demand for its products or services.

Data is collected automatically in real time. Traffic information is collected
using sensors on roads and vehicles and transmitted to the system for further proc-
essing and analysis. CO2 emissions are also collected and accounted for in the
system. In addition, the system analyses data on the level of comfort of housing,
the number of residential and commercial units in each zone, and other factors
that affect the standard of living in the city.

Modelling based on data from a specific city, such as Ternopil, is an impor-
tant stage in the development of an information system for managing socio-
economic infrastructure. It allows to take into account specific features of the city,
such as demographic, economic, transport and other characteristics.

Ternopil is a medium-sized city located in the western part of Ukraine. It has
a rich history, as well as important economic and cultural significance for the re-
gion and the country as a whole. According to the Ukrainian State Statistics
Committee, as of 1 January 2022, the population of Ternopil was over 219 thou-
sand people [15]. The age group selected for modelling is 25-54 years, which is
44% of all citizens [14], as this category belongs to the active working age group,
people who are potentially able-bodied citizens. This is an important factor for
modelling the city's socio-economic infrastructure, as this category of citizens are
the main users of transport and other public services, and the functioning of the
city's infrastructure depends on their activity.

Based on the Ternopil city model, we will highlight some properties that
may be characteristic of certain city zones:

1. The central area of Ternopil is the most commercial and business-oriented
zone, with a high level of comfort, but also with high property values.

2. The South-Western zone of the city is a residential zone with a low level
of comfort and average property prices.

3. The north-eastern area of the city is more industrial with a large number
of factories and plants, and few residential areas.

4. The area on the western edge of the city is a residential area with a high
level of comfort and high property prices.

5. The southern edge of the city is a more industrial area with few residential
areas and average property prices.

Based on expert data (Table), the values of the system input parameters were
formed.

An information system has been developed based on the model [15] and
adapted for the city of Ternopil.
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According to the results of the modelling carried out for a period of 1460
days, it was found that the largest number of enterprises (Fig. 3) is concentrated in
the central, western and southern zones of the city. This is due to the fact that
these zones are more developed in terms of economy and the location of the city
centre. The largest concentration of population (Fig. 3) is also observed in the
central and western zones of the city.

System parameters for the zones of Ternopil city
Zone Housipg Comfort | Number of p.laces Road capacity,
capacity level for enterprises | % of total traffic

Central 600 1 35 20
North-western zone 500 0.7 25 55
North-eastern 1000 0.5 100 85
Western 700 0.9 20 30
South 500 0.6 70 90

Person state:

Enterprise state: i

! | i i * satisfied
- growing ] salary pai gt 62
= stable gk 1K1 per month u‘-ﬁu:”m . Ecgeptable
¥ unstable 123] staff size AR a
a b

Fig. 3. Modelling results: a — workload of enterprises; b — po

o it .y it i . 1 The modelling results showed
that the highest road congestion
(Fig. 4) in Ternopil is observed on
the route from the western zone of
the city to the north-eastern zone
through the city center. This is be-
cause most of the city’s residents
live in the western and central
parts of the city, but work in other
parts of the city, particularly in the
northeastern part. Thus, this route
) is key for transporting people and
Road/transport state: ? ] gOOdS in the CitY-

;E?’r:”f" ) roads e The following is a more de-
/oLgen;:ded / tﬁ:?l:;ort ) i "'_3-__-_ ) tailed analysis of the indicators for

| s each zone.
Fig. 4. Road load First, the state of enterprises
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will be analyzed: the data is presented as a time series of three variables for each
point in time: growing, stable and unstable. Next, the data on the state of people,
this data is a survey where people are asked to assess their condition in relation to
their place of residence: satisfactory, acceptable or poor. And lastly, we will ana-
lyze the rate of moving from the respective area of the city to another.

So, let’s first look at the central zone indicator (Fig. 5). The state of enter-
prises is characterized by “growth” at the level of 50%. This may mean that the
overall level of economic development in the region is positive, or that there is a
certain level of stability in this area. The state of people in a “satisfactory” condi-
tion is 70%. This indicates that the majority of the population feels satisfied with
their lives, possibly due to economic achievements that allow people to meet their
needs. People most often move to the north-eastern zone. This may be due to cer-
tain factors, such as job opportunities, infrastructure development, better living
conditions or other factors.

F'eop'le moves per month from zones:
Emerpnses state 100::0"'& state

1 100 1,200 1,300 1,400 1 100 1,200 1,300 1,400 1 100 1,200 1,300 1,400
@ Growing @ Stable @ satisfied @ Accptble ®c NE @ s ® nw
@ Unstable ~ @ Bad . ow
a b c

Fig. 5. Central zone: a — the state of enterprises; » — human condition; ¢ — people
move to other zones every month

According to the data, the state of enterprises in the Northwest zone (Fig. 6)
is stable on average with a business growth rate of 50%, but there is a certain
probability that the state will become “unstable”. The situation of people in this
zone is generally satisfactory with a comfort level of 70%. People tend to move to
the Western zone, probably because of the higher levels of comfort in this zone.
Therefore, the North-Western zone can be an attractive place to live and develop
business, provided that the businesses remain stable.

— People state People moves per month from zones:
Enterprises state 00%
100%
50% - ‘—:l
'
0% -
1,100 1,200 1.300 1,400 1 100 . 1,300 1,400 1 100 1,200 1,300 1,400
NE s @ nw
® crowing @ Stable @ satisfied @ Accptble .W
@ Unstable - @ nRad .

Fig. 6. North-Western zone: a — the state of enterprises; » — human condition; ¢ — people
move to other zones every month

The North-Eastern zone is characterized (Fig. 7) by a less stable state of en-
terprises compared to other zones. The growth rate is less than 30%, although
sometimes it can become unstable and reach 50%. In such periods, enterprises
may have problems with maintaining and developing their business. The state of
people in this zone is relatively satisfactory, as most people are currently satisfied
with their situation. This may be due to the high level of employment in the area,
or possibly other social factors that keep people comfortable. Nevertheless, peo-
ple in the northeastern zone are more likely to move to the western zone, where
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they have a higher level of comfort. This may be due to fewer career opportunities
in the northeastern zone, or to a lower quality of life due to less stable businesses.
It is also possible that people are moving to the central zone, where there are more
employment and career opportunities.

People state Peopie moves per month from zones:
Enterprises state 0% 40
. Li- ]
0 [ "
1,100 1,200 1,300 1,400 1,100 1,200 1,300 1,400 1,100 1,200 1,300 1,400
® Growing @ Stable @ satisfied @ Accptble @cC NE 5 ® NwW
@ Unstable @ Rad &w
a b d

Fig. 7. North-eastern zone: a — the state of enterprises; » — human condition; ¢ — people
move to other zones every month
The Western zone is characterized (Fig. 8) by a lower level of economic
growth compared to other zones. Most of the enterprises in the zone are in an
“unstable” state, which can create difficulties for businesses and investors. How-
ever, in most cases, the condition of enterprises is “stable”. People’s perception of
the area’s quality of life is fairly high, with a “satisfactory” rating of 85%. People
tend to move to the north-western zone, where housing is cheaper, and to the cen-
tral zone, where there is a higher level of comfort and opportunities for career and
business development.

People state Peome moves per month from zones:
Enterprises state 100% 40
\
50% 20
! <
- 0% 0
1,100 1,200 1,300 1,400 1,100 1,200 1,300 1,400 1,100 1,200 1,300 1,400
® Growing @ stable @ satisiied @ Accptble oc NE @5 @ nNw
@ Unstable @ Bad ow
a b

Fig. 8. Western zone: a — the state of enterprises; » — human condition; ¢ —people
move to other zones every month

In the Southern zone (Fig. 9), the situation of enterprises can be character-
ized as stable in most cases, although some enterprises may experience instability.
In general, the state of enterprises in this zone can be described as “growing” at
the level of 25-30%. As for the state of people, they are in a “satisfactory” state at
85%. People are most often moving to the central zone, as it offers a higher level
of comfort.

People state Peome moves per month from zones:
Enterprises state 100% 20
0% 10
0% ]
1,100 1,200 1,300 1,400 1,100 1,200 1,300 1400 1,100 1,200 1,300 1,400
@ Growing @ Stable @ satisied @ Accptble ®cC NE s @ Nw
@ Unstable & pad .W
a b d

Fig. 9. Southern zone: a — the state of enterprises; » — human condition; ¢ — people
move to other zones every month
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Also, the system has statistics (Fig. 10) that show that the total distance of
car trips has increased by 249% or more than three times (the initial distance was
83.661 km and now it is 208.414 km). This has also resulted in an increase in CO,
emissions by the same amount — 249% of the initial emissions level. This is an
indicator of increasing air pollution and can have a negative impact on human
health and the environment. This data can be used to evaluate the effectiveness of
programmers and policies aimed at reducing car traffic and air pollution.

Statistics

Total car trips distance, % (Km):
+249.326% (208414 Km)

C0O2 emissions variation, %
+249 .326% of original

Fig. 10. Statistics on CO, emissions from motor vehicles

It is also possible to display information on each individual enterprise
(Fig. 11) and person (Fig. 12).

Bl
-iIID

4 ]
e : 4
Enterprise 64 " ..!m'jsm Enterprise 43 - gﬂ ::aw
) ’ e "’ A 25K
Stafi- 120 people - 2”:_ I_ﬂ'ﬂ?aﬂm Staff: 150 people - o £
Total monthly salary: 57531 € "-‘!.1”1 a!j}‘?,&“j Total monthly salary: 69570 € o -
; s 1

Fig. 11. Display of information on the enterprise

Person 917 Berscmiej

Age: 38 years

Age: 24 years

Income: 1,058 € Income: 892 €

Fig. 12. Displaying information on people
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For example, the first 64 enterprises have 120 employees and a total monthly
production capacity of 57.5 thousand euros. The state of the enterprise is “grow-
ing”, which may indicate a successful team and effective business management.
The second enterprise 43 has a larger number of employees — 150 people. The
total monthly production capacity of this enterprise is 69.5 thousand euros. The
company’s condition is “stable”, which may indicate its long-term sustainability
and reliability. Overall, both enterprises have significant potential and can be suc-
cessful in the market for their respective goods and services. However, their fu-
ture development depends on how efficiently they use their resources and how
well they can adapt to changes in the current business environment.

The first person, 917 (Fig. 12), is 24 years old, lives in the north-western
zone and also works in the central zone. According to the status, she also consid-
ers her condition to be satisfactory, with an income of €1058 per month. The sec-
ond person 381 is 39 years old, lives in the southern zone and works in the central
zone. According to the status, she considers her situation to be satisfactory. Her
income is 892 euros per month.

Thus, during the 1460 days of modelling the socioeconomic infrastructure of
Ternopil, it was found that the state of enterprises in different zones has different
levels of growth, and the state of people is mostly satisfactory. People tend to
move to areas with higher levels of comfort or cheaper housing. The total distance
of car journeys has increased by 249%, resulting in CO, emissions in line with
this increase. The model also provides information about two people — one living
in the southern zone and the other in the north-western zone, both working in the
center and in good health.

CONCLUSIONS

The concept of an intelligent information system for the provision of the city’s
socioeconomic infrastructure and the structure of the data flow in it have been
developed. This system will automate the distribution of powers between the state
and regional governments in the development of master plans for the development
of cities in the country, social programmers and other documents aimed at im-
proving the quality of life of the population.

Experimental results of the 1460-day simulation of the intelligent informa-
tion system for the city’s socioeconomic infrastructure show a 50% increase in
businesses in the central zone and a 70% increase in people’s satisfaction, as well
as a move of residents to the north-eastern and western zones due to a higher level
of comfort. The total distance of car journeys increased by 249%, and the change
in CO, emissions also increased by the same percentage, which is negative for the
environment. The condition of enterprises in other zones is less stable, with lower
“growth” scores, but there are also zones with a stable and “satisfactory” con-
dition.

Further research may include the development of new methods and algo-
rithms for using data from the city’s socioeconomic infrastructure in intelligent
information systems, analysis of the impact of intelligent information systems on
the economic and social development of the city, development of new informa-
tion technologies for creating intelligent information systems, and research on the
impact of an intelligent information system on the environmental sustainability of
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the city. In addition, the interaction of intelligent information systems with local
governments, business and the public, as well as the impact of intelligent informa-
tion systems on ensuring accessibility and equality of use of the city’s socioeco-
nomic infrastructure for all its residents and visitors can be studied.
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IHTEJIEKTYAJIBHO THOOPMAIIMHA CUCTEMA COIIAJIBHO-
EKOHOMIYHOI TH®PACTPYKTYPU MICTA / X.B. Jlin’suina-I'oH4apeHko,
€.B. boasucbkuii, A.O. CaueHko

AHoTamisi. PO3BUTOK MiCT € Ba)XXJIMBOIO NMPOOJIEMOI0, SIKYy MOYKHA BHPILINTH 32 10-
MOMOT0I0 IHTEIEKTyalbHUX iH(popMaLiiHux cucteM. Taki cucremu 3abe3nedyIoTh
e(eKTUBHE YIPaBIiHHS PI3HOMAHITHOIO iH(pacTpyKTypoto Mmicta. JlocifHUKH po3-
pOOHIM KOHIIETILII0 TaKoi iHpOpMamiifHoi cucTeMu, sika 0a3yeThbcs HA KOHLENTYa-
JBHIA MOJENI Ta BUKOPHCTOBYE IMOTIK JaHUX UIS PO3YMHOTO MPUHHSATTS PIllICHb.
Cucremy nporectoBaHo Ha riepion 1460 nuiB y micti TepHomine. Pesynsratn Mone-
JIIOBAaHHS MOKA3aJIy, IO LEHTpalbHA 30HA MICTa € CTaOUIBHOIO 31 CTAHOM IiATIpHU-
€MCTB «3pOCTalouuii» Ha piBHI 50% Ta CTAaHOM JIIOJIEH y CTaHi «330BIJILHOY» Ha PiB-
Hi 70%. Jlromu HaityacTinie nepeKIDKAIOTH y IMIBHIYHO-CXIIHY Ta 3aXiHy 30HU
4yepe3 BUIIUIA piBeHb KOM(OPTY Ta OLIBII JOCTYNHE JKUTIO, MPOTE 3araibHa Bil-
CcTaHb aBTOMOOUIBHUX IMOI30K 30inbImmiIack Ha 249%, 110 Ma€ HEraTMBHUIN BIUIKMB
Ha A0BKUDIA. CTaH MiIOPUEMCTB Y IHIIMX 30HAX € MEHII CTaOLIBHUM 3 HIDKYAMHU
MOKa3HUKaMH «3POCTAHHS», alle € 30HU 31 «CTabiTbHUM» CTAHOM 1 CTAaHOM «3a-
JIOBIILHOY.

KurouoBi cioBa: mopentoBanus, iHdopmaliiiiHa cucTema, COLiabHO-eKOHOMIYHA
iHpPaCTPYKTypa, MiCTO.
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ALGORITHM FOR SIMULATING MELTING POLAR ICE,
EARTH INTERNAL MOVEMENT AND VOLCANO ERUPTION
WITH 3-DIMENSIONAL INERTIA TENSOR

YOSHIO MATSUKI, PETRO BIDYUK

Abstract. This paper reports the result of an investigation of a hypothesis that the
melting polar ice of Earth flowing down to the equatorial region causes volcano
eruptions. We assumed a cube inside the spherical body of Earth, formulated a
3-dimensional inertia tensor of the cube, and then simulated the redistribution of the
mass that is to be caused by the movement of melted ice on the Earth’s surface.
Such mass distribution changes the inertia tensor of the cube. Then, the cube’s rota-
tion inside Earth was simulated by multiplying the Euler angle matrix by the inertia
tensor. Then, changes in the energy intensity and the angular momentum of the cube
were calculated as coefficients of Hamiltonian equations of motion, which are made
of the inertia tensor and sine and cosine curves of the rotation angles. The calcula-
tions show that the melted ice increases Earth’s internal energy intensity and angular
momentum, possibly increasing volcano eruptions.

Keywords: inertia tensor, volcano eruption, mass distribution, Hamiltonian equation
of motion.

INTRODUCTION

The polar ice melts and flows to the Equatorial region by Earth’s centrifugal force
by its rotation (from Fig. 1 to Fig. 2), then Earth swells along the Equatorial re-
gion (Fig. 3). The mass balance of Earth changes, then its inertia tensor changes.
We assume that the change of the inertia tensor, which is caused by the redistribu-
tion of mass from the polar region to the equatorial region, excites the Earth’s in-
ternal energy and the angular momentum, causing volcano eruptions.

Fig. 1. Polar ice Fig. 2. Melting ice Fig. 3. Swell around Equator

© Yoshio Matsuki, Petro Bidyuk, 2023
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ALGORITHM OF THE SIMULATION

Equation (1) shows how to calculate inertia tensor of a solid body, r is a distance
between the centre of mass and each point of the body, V is the volume of the

body, a and B are suffixes that represent coordinates’ axis, and d is Kronecker’s
delta:

Lop = [ p(r)Bugr® = rurp)dV . (1)
V

Fig. 4 shows a spherical body in a 3-dimensional flat space. Inside of the
sphere, we put a cube, 3 sides of which are on x, y and z axis of a flat 3-

dimensional coordinate system. The cube’s mass is M, each side’s length is @, and
we set:

b=Ma*.
Applying (1) to this cube, the inertia tensor becomes:
) _
S _lb _lb
3 4 4
1= —lb —%b —lb . 2)
4 3 4
2
L 4 4 3

The inertia tensor (2) of this cube is taken from the example shown at

end of the chapter 5.3 “The inertia tensor and the moment of inertia” in
page 94 of [1].

o -~
Fig. 4. A spherical body in a 3-dimensional flat space

By rotating the spherical body around z-axis, (2) is multiplied by Euler angle D:

cos sin 0
D=|—-sin cos 0].
0 01

Then we get:
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—bcos —lbsin gbsin —lbcos —lb
4 3 4 4

ID = —lbcos —gbsin —lbsin +gbcos —lb . 3)
4 3 4 3 4

—lbcos +%bsin —lbsin —lbcos %b

For calculating the energy intensity of the rotation, we take the diagonal
components of (3) to make a vector

(2/3)bcos +(1/4)bsin
X =|-(1/4)bsin +(2/3)bcos |, @)
(2/3)b

while, for calculating the angular momentum of the rotation, we take non-
diagonal (y, x) and (x, y) components of (3) to make a vector

1 2.
_ZCOS +—bsin
X = 3 . (5)
2.
——cos ——bsin
4 3
This re-formulation of the matrix to the vectors for energy intensity and for

angular momentum is explained from page 14 to page 21 of [2].
Then we make the Hamiltonian equation of motion:
H=kT-Xc. (6)
Here, kT is a stress energy that reflects the energy intensity and angular mo-
mentum of the rotating body. In this simulation, we set it as a unity vector. And ¢

is a coefficient vector, which is to be calculated as energy intensity of the rotating
body or the angular momentum; Xc for energy intensity is

Xc=C, zbcos + lsin +C| - lbsin +gbcos +C, gb ,
3 4 4 3 3
and for angular momentum it is
Xc=Cy| - lbcos + zbsin +C| - lbcos - gbsin .
4 3 4 3

Then, X’ is multiplied from the left side of (6), and we set it to be zero as
the boundary condition to make X' H = X' (kT — Xc)=0. Then, ¢ will be calcu-

lated by transforming X'H = X'(kT — Xc)=0 to X' Xc=X'kt, and then to
X' Xc=X"kt .
Here, X' is a transposed vector of X. (X' X )_1 is an inverse matrix of (X' X).

INPUT DATA FOR THE NUMERIC SIMULATION

We assign unity for b, therefore M and a become unity in (2) in order to simulate
the relative values and their changes of the energy intensity and angular momen-
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tum, not the absolute values. Then we deduct dx, dy and dz from M in each of 3
directions in x, y and z-axis, as shown in (7) for the energy level and (8) for
angular momentum:

gbcos +%bsin +dx

X= —lbsin +%bcos +dy |; 7
4 3
Zb —dz
L 3 i
—lcos +%bsin +dx
X = 3 . )

——Cos —gbsin +dy
4 3

First, we assign the value for d_, then calculate d, and d, by

dx=dy= ‘/ ! -1= 1/;—1, so that these can make the volume of the
a—dz 1-dz

cube to be unity. Then we simulate 4 cases by assigning 4 different sets of the
values of d, d ) and d,, which are shown in Table 1:

dx=dy=\/ ! —1=\/ ! -1].
a—dz 1-dz

Table 1. Marginal changes, d,,d, and d_, of Earth’s mass, which are to be

reflected to the cubic

Marginal mass change Case 1 Case 2 Case 3 Case 4
dy 0 0.00503 0.0541 0.118
d, 0 0.00503 0.0541 0.118
d, 0 0.01 0.1 0.2

Here, the image of Case 1 is shown in Fig. 1, and Cases 2, 3 and 4 are in Fig. 3.

For (4), (5), (7) and (8), we use sine and cosine curves shown in Fig. 5.

. sin ¢, cos ¢

15

1

=
5]

[=]

<=
w

-1

-1.5

Fig. 5. Sin ¢ and cos ¢

1 —sin¢
2—cos ¢

time
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RESULT

The result of the calculation of the coefficient vectors are shown in Table 2
and Fig. 6 for the energy intensity and in Table 3 and Fig. 7 for the angular
momentum. As the mass moves from the North Pole to the Equatorial region
the energy intensity becomes larger on z-axis and the angular momentum also
becomes larger on x-y plane. Fig. 8 shows the caricatured images of these cal-
culated results.

Table 2. Calculated coefficient vector for energy intensity

Energy intensity in | Case 1,d,=0 |Case 2,d,=0.01| Case 3, d,=0.1 | Case 4, d,=0.2
x 3.053:107° -6.94-10" -2.08107° -7.49-10°¢
-2.220-10"¢ -5.03-10"" -2.03-107° -8.67-107"%
z 1.50 1.52 1.76 2.14

Table 3. Calculated coefficient vector for angular momentum

Angular momentum in| Case 1,d,=0 |Case 2, d,=0.01| Case 3, d,=0.1 | Case 4, d,=0.2

-0.146 -7.19-107 0.617 1.16
0.178 -8.72:107 0.750 1.41
- ' 50E+00 16
® E 14 == Angular momentum in x
_ﬁ ' 00E+00 2 —#— Angular momentum in 'y
@©
i g
B S0E+00 E
% === Fnergy intensity in x =
= -00E+00 mmpmm Energy intensity in y g
w® Energy intensity in Z E
3 3.00E-01 &
o 3
S g
1 00E+00 W - - a $]
dz=0 dz=0,01 dz=0,1 42202 -
_5.00E-01 ) 04 )
Marginal change of mass Marginal change of mass
Fig. 6. Calculated energy intensity Fig. 7. Calculated angular momentum

| Image of energy intensity on z-axis |

Before ice melt After ice melt

‘Image of angular momentum on x-y plane

Fig. 8. Images of the simulation results
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CONCLUSIONS AND RECOMMENDATIONS

After the polar ice melting, the internal energy intensity of Earth becomes larger
on z-axis, and the angular momentum also becomes larger on x-y plane. This re-
sult suggests that the polar ice melting influences the Earth’s internal energy in-
tensity as well as the internal angular momentum, and larger. This result means a
possibility of volcano eruptions.

The simulated result should be compared to the observations on Earth, and
appropriate methodologies need to be developed for the comparison.
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AJITOPUTM  MOJEJIOBAHHA TAHEHHA HOJAPHOIO JIbOAY,
BHYTPIIIHBOI'O PYXY 3EMJII TA BUBEP’KEHH BYJIKAHY 3 3-BUMIPHUM
TEH30POM IHEPUII / Y. Manyki, [1.1. Binrok

Anotanis. [Togano pe3ynbTaTi TOCTIHKEHHS TINOTE3H PO TE, 0 TAHEHHS MOJISp-
HOTO JIbOAY 3eMJIi, IO CTIKa€ IO €KBATOPIaNbHOI TUISHKH, BUKINKAE BUBCPKECHHS
BynKkaHiB. [Ipumyctuny, mo BeepeauHi cheprynoro tia 3emii € kyo, chopmMoBaHO
TPUBHMIPHHUH TEH30p iHepIil Ky0a, IOTiM 3MOAEIBOBAHO IIEPEPO3IOIIT MACH, SKUH
Oy/ic CIPHYMHEHHI PyXOM TaJoro JIbOAy Ha moBepxHi 3emuti. Takuil po3moain Mac
3MiHIOE TeH30p iHepuil Kyba. 3MozesnboBaHO oOepTaHHs KyOa BcepenuHi 3emii
LIIIXOM MHOXKEHHsI MaTpHLli KyTta Eitnepa Ha Ten3op iHepuii. 3MiHH €HEpProeMHOCTI
Ta MOMEHTY IMITYJIbCY Ky0a po3paxoBaHO sIK KOe]illieHTH TaMiJIbTOHOBHX PiBHSHb
PYXY, SIKi CKJIaJal0ThCs 3 TEH30pa iHEepIil Ta KPUBUX CHHYCIB 1 KOCHHYCIB KyTiB I0-
BOpoTy. PesympTatm po3paxyHKiB IOKa3yloTh, INO Taduid Jig 30iibLIye
IHTEHCUBHICTh BHYTPIIIHBOI €Heprii 3eMiIi Ta KyTOBHH MOMEHT, 1[0 03HAYa€ MOX-
JIMBE 30LIBIICHHS BUBEP)KEHD BYJIKaHIB.

KawuoBi cioBa: TeH30p iHepwii, BHBEpP)KCHHsA ByJKaHa, pPO3MOIIT MacH,
TaMiJIbTOHOBE PIBHAHHS PYXY.
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BASIC ALGORITHM FOR APPROXIMATION OF THE
BOUNDARY TRAJECTORY OF SHORT-FOCUS ELECTRON
BEAM USING THE ROOT-POLYNOMIAL FUNCTIONS OF THE
FOURTH AND FIFTH ORDER

I. MELNYK, A. POCHYNOK

Abstract. The new iterative method of approximating the boundary trajectory of a
short-focus electron beam propagating in a free drift mode in a low-pressure ionized
gas under the condition of compensation of the space charge of electrons is con-
sidered and discussed in the article. To solve the given approximation task, the root-
polynomial functions of the fourth and fifth order were applied, the main features of
which are the ravine character and the presence of one global minimum. As an ini-
tial approach to solving the approximation problem, the values of the polynomial
coefficients are calculated by solving the interpolation problem. After this, the ap-
proximation task is solved iteratively. All necessary polynomial coefficients are cal-
culated multiple times, taking into account the values of the function and its deriva-
tive at the reference points. The final values of polynomial coefficients of high-order
root-polynomial functions are calculated using the dichotomy method. The article
also provides examples of the applying fourth-order and fifth-order root-polynomial
functions to approximate sets of numerical data that correspond to the description of
ravine functions. The obtained theoretical results are interesting and important for
the experts who study the physics of electron beams and design modern industrial
electron beam technological equipment.

Keywords: approximation, interpolation, root-polynomial function, ravine function,
least-square method, discrepancy, approximation error, electron beam, electron-
beam technologies.

INTRODUCTION

Today, an important task regarding the further development and industrial appli-
cation of electron beam technologies is the preliminary estimate of the boundary
trajectory of the electron beam using different suitable approaches. Therefore, in
addition to development the basic theory of electron beam optics and obtaining
necessary analytical ratios and corresponded numerical methods for solving dif-
ferential equations, methods of interpolation and approximation are widely used
also [1-3].

A separate issue in this aspect is the evaluation of electron beam trajectories
and finding the focal parameters of beams in high-voltage glow discharge
(HVGD) electron guns [1; 4-7]. Main singularities of such kind of beams, at the
physical point of view, is its propagation in the soft vacuum in the medium of re-
sidual gas with compensation the space charge of electrons. In additional, usually
such beams are formed by the cathodes with large emission surface, therefore the
convergence angle of beam is generally large and its focal diameter is not so
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small, range of few millimeters. Just today HVGD electron guns widely used in
various branches of industry, in particular in the electronic industry, instrument
building, mechanical engineering, metallurgy, automobile and aerospace industry
[5-9]. The main advantages of these types of guns, regarding the possibility of
their industrial application, are operation in a soft vacuum in the medium of vari-
ous technological gases, including noble and active gases, high stability and reli-
ability of operation of the HVGD electron, the relative simplicity of the design
and the cheap of HVGD electron guns, as well as stability and reliability of its
operation [1-3]. Ease of control the power of the electron beam both by gas dy-
namic lows and changing the operation pressure in discharge chamber and by the
lighting of additional discharges is also possible [8; 9].

Among the advanced application of HVGD electron guns in the modern
electronic production most important are follows.

1. Welding of contacts and casualization of crystals. For example, such ap-
plication is very advanced in the experimental production of cryogenic low-
temperature devices [10; 11].

2. Production of high-quality capacitors with the small value of current losses on
the base of ceramic films [12—14].

3. Production of communication devices as receivers and transmitters of micro-
waves antennas on the base of high-quality ceramic films [12—14].

4. Refining of silicon ingot for obtaining the pure material for electronic in-
dustry [15-18].

Main problems of HVGD optics and energetics are well-known and have
been complexly analyzed in papers [1; 19-21]. The problems of guiding short-
focus electron beam in ionized gas also have been studied carefully both theoreti-
cally and experimentally, corresponded mathematical model was presented in the
paper [1]. However, mathematical methods of interpolation and approximation of
electron beam boundary trajectories in the medium of ionized gas still wasn’t de-
veloped up to the necessary stage, corresponded mathematical function also ha-
ven’t considered complexly. This shortcoming largely hinders the introduction
into the industry of advanced electron-beam technologies.

In the papers [22; 23] the root-polynomial function was considered as the
suitable mathematical tools to interpolation the boundary trajectories of shorty-
focus electron beams in the case of its propagation in the medium of ionized gases
with compensation of the space charge of electrons. Root-polynomial functions
from second to fifth order and corresponded interpolation results were presented
and analyzed in papers [22; 23]. The interpolation results have been compared
with the accurate solution of differential equation of electron beam propagation,
and corresponded interpolation error usually was smaller, than 5% [22; 23].
Therefore, the aim of investigations, which are described in this article, is forming
the algorithm of approximation of boundary trajectories of short-focus electron
beam, propagated in the ionized gas with compensation the space charge of elec-
trons. Testing examples of using such approximation for the root-polynomial
functions of fourth and fifth order are also considered and obtained results of nu-
merical simulation are analyzed.
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THE PREVIOUS RESEARCHES AND THEORETICAL FUNDAMENTALS OF
PROPOSED APPROACH

The basic theory of polynomials interpolation and approximation is considered
generally in the manual books [24; 25]. In the papers [22; 23] was considered the
task of interpolation the ravine functions, which corresponded to the boundary
trajectories of electron beam, propagated in the medium of ionized gas, by the
root-polynomial functions, which in the general form are written as:

r(z)=’{/CnZ” +C, 2"+ Cz+Cy, (1)

where z is the longitudinal coordinate, 7 is the radius of the boundary trajectory
of the electron beam, # is the degree of the polynomial, as well as the order of the
root function, C—C,, are the polynomial coefficients.

The analytical relations for coefficients of forth order root-polynomial func-
tion C,,C;,C,,C; and C,, which, in general form, corresponding to relation (1),
is written as follows [22; 23]:

r(2) =Yzt + O + 27 + Gz + €, )

are also was obtained and analyzed in the papers [22; 23].

Clear, that for 5 unknown polynomial coefficients of function (2)
Cy,C,,C,y,C3 and C,, with defined basic values of the spatial coordinates
R\t ,13,1,15, Z1,29,23,24 and zg, corresponded set of 5 linear equation for
calculation the polynomial coefficients is written as follows [22; 23]:

Cuzt +C32 + Cyzi +Cizy + Cy = 11

Cuz8 +C323 +Cyz2 +Cz5+Cy =15
For solving the set of equations (3) firstly considered the coefficients basic
intermediate variables a; ;, where k — number of iterations for solving set of

equation (2) and / — number of equation i in the set (3) [22; 23]. Corresponded
analytical relations are look as follows:

4 4 4 4 4 4 4 4
_nh-n . I N _Iy - _5—n
an » 3= > a4 5 A1 5= >
Zy — 7 Z3—7; Zy— 7 Zs — 73
M3 —an M4 a1n 1541 4
3= 5 a=— 5 5= - 4)
Z3_22 Z4_Z2 25_22

After that, considering the second set of additional variables b, ;, where

parameter m is the power of variable z in the set of equations (3). Corresponded
analytical relations are written as follows:

33,2 2 2 2

b _Z3—22+Z3ZI—2221+ZIZ3—2122'

233~ >
32y
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)
Z3 —Zp + 2123 =212y |

52,3,3 = >
32y
33, .2 2 2 2
b Zy—Zy+ZiZ| —Z5Z1 +Z]Z4 — 21 2y
2,33~ >
Z4—Zy
2 2
b Zy—zZ) +Z1Z4 — 212 |
2,2,4 = )
Z4—Zy
33,2 2 2 2
b _ZS_ZZ+ZSZI_ZZZI+ZIZS_ZIZZ.
2,3,5 — ’
Z5— Iy
22 22 +ZzZz yAVA
_ 25 T2y T Z1Z5 — Z1Z) |
byys= ; (5)
Z5 =2y
_ 52,3,4 —52,3,3 . _ b2,3,5 —b2,3,3
334~ , > Ui3s=T——

After that, with known values of the coefficients b,,4, b,,3 and b, , s,
five additional variables from the first data set a, s, a4, a35, a3, and a3, as
well as two new coefficients from the second set of variables by; and bs,,
arecalculated by using such analytical relations:

drsa—0az3 _ Gpga—ay3 _ ys5—dy3 6
R SR S e
22,4 D223 22,4 D223 2,25 0223
4 dys—dysz G = drg—0A33
3,2~ s B = >
bz,z,s by 3 b2,2,4 —bz,z,a
by = bz,a,4 —bz,3,3 . _ b2,3,5 _52,3,3
31~ —b b > D3p = —b b .
2,24 D223 2,25 ~ D223

And finally, taking into account relations (4)—(6) and the first equation of the
set (3), all polynomial coefficients of the set of equation (3) are defined with ap-
plying the following relations:

_3p 43 G403 a3 o —dz) b2,3,4 —by33 .
= ; Gy — .
by, —bs

Cy = ;
bryoa—brns byy—byy byrs—byos

C. = 13— 412 d3p — a3 dr4 —dy3 azy—az; by34—bys33
) = _ _ _ .

(7
Z3— 12y b3,2 _b3,1 b2,2,4 _bz,z,3 bs,z _b3,1 b2,2,4 _bz,z,3

33, 2 2 2 2
a7 +z4Z1— 25z + 2124 — 21 25

b

Zy4—Zy
Cl=a1,—Cy(z3+ 232+ 202y +2) = C3(25 + 22y + 22 ) = Cy (2, + 2, );
1= a2 42y T 2321 T Z1 2y T 7 32y T 512 T4 2051 T 22),
4 4 3 2
COZI"l _C4Z1 _C3Z1 _C221 _CIZI‘

The analytical relations for coefficients of fifth order root-polynomial func-
tion Cy, C;, C,, C5, C, and Cs, corresponding to relation (1), is written as fol-
lows [22; 23]:
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r(z) :\/C524 +C4z4 +C’3z3 +sz2 +Ciz+C,. ®)

Therefore, the set of equation for defining the polynomial coefficient includ-
ing 6 equations and generally it writing as follows [22; 23]:

Csz) +Cyzi +Cazi +Cozt +Cizy +Cy = 1
5 4 3 2 _ 5.
Csz3 +Cyz3 +C3z5 + Cozi + Ciz3 + Cy =13 ; ©)

Csz3 +Cuzd + Cyz2 + Cuz2 + Cizg +Cy = 12

But the advance of proposed method of calculation the polynomial
coefficients is that with using the set of coefficients for four-order function,
defined by relations (4)—(6), some of that relations are also correct for defining
the coefficients of fifth-order polynomial. For example, among the first set of the
coefficient a only the values a;, are different form relations (4), since they are
including fifth order of beam radius ». Corresponded relations for defining the
coefficients a,; are written as follows [22; 23]:

”25—’”15. r35_r15. ”45—’”15. r55_r15
ay, = ;a3 = s a4 = a5 = . (10)
Zy) —Z1 Z3 — Z4— 27 Z5 — 21

Other two coefficients from the first set ays and a3 are defined by the fol-
lowing analytical relations:

A6 —d12 Gy a3 11
Upog=—""—"; BGg="—"——"—"— (11)

The corresponded coefficients b from the second set of additional variables
are calculated for five order root-polynomial functions by analytical solving the
set of linear equations (9) by the following relations:

2 2
Zg —Z) tZ¢Z1 — 2321,

b2,2,6 = >
Z6 — 22
Z;‘ —Z% +Z§Zl —Z;Zl +Z32212 —Z%le +Zl323 —ZI3Z2
b2,4,3 = 5
371y
22 —Zg +Zizl —zgzl +ZZZIZ —Z%le +21324 —21322
b2,4,4 = 5
Z4—2Zp
Zg —Z; +Z§Zl —Z;Zl +252212 —Z%le +Zl325 —21322
b2,4,5 = 5
Z5 =2y
Z4 Z3+ZZZ Z3Z +222 222
_ %6 TEpTZpZ) T Zpz T 2126 212
b2,4,6 = ) (12)

26— 22
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Zg —Zg +Z6221 —ZSZI +ZIZZ6 —21222 .

b2,3,6 = >
26 — 23
_ b2,4,4 _52,4,3 . _ b2,4,6 _52,4,3 . _ b2,3,6 _52,3,3
3,34~ > U346 = — D336=7T—"—F .
b2,2,4 - 52,2,3 bz,z,s - bz,2,3 b2,2,6 - bz,z,3

With known additional variables a and b, defined by the relations (4), (10)—(12), the
polynomial coefficients of root-polynomial function (8) are calculated with using
following relations:

a6 — 45 a6 — 45
Cs=r———1 Cy=byys— T Ay s
byae—baas byae—baas
Qa6 — 45 a6 — 445
G = d34— b3,4,4 b b_ - b3,4,4 b4,4,5 —b b —dys |
4,46 ~ D445 44,6 ~ V4,45

g6 —d4s dg6 —das
G, = ar3 — b2,4,3 —b b - b2,3,3 b4,4,5 —b b A5 |
4,46 ~Daas 4,46 ~Daas

s~ A4 s~ A4
—byo3| 34 D344 —b b —b3 44| byas —b b —ays | (13)
4,46 —D4.45 4,46 —D4.45

g6 — Q45

4, 3 22, .3 4
Ci=a5—by4;s (z3 + 7321+ 252 +ziz + 21 ) -

b4,4,6 - b4,4,5

46 —A45 4, 3 2.2, .3 4
—| baus b b . —ays |(z + 2321+ Z5z) +zizy 21 ) —
44,6 ~ D445

2 2
= C5(z3 + 221+ 21) — Cy(z5 + 71);

5 5 4 3 2
CO =n _CSZI _C421 —C3ZI _szl _Clzl‘

Relations (4)—(7) have been used in this work for calculation the coefficients
of forth order root-polynomial function (2), and relations (10)—(13) — for calcula-
tion the corresponded coefficients of fifth order root-polynomial function (8).
Such kind of ravine functions are generally characterized by one minimum, as
well as by quasi-linear dependence outside the region of local minimum. In any
case, such functional dependences are very suitable for approximation the trajec-
tories of electron beam, propagated in the medium of ionized gas with compensa-
tion the space charge of electrons, because, as it was proved theoretically, the be-
havior of electron beams in such physical conditions is exactly the same [1; 20—
23; 26-29]. An effective and simple method of calculation the optimal values of
polynomial coefficients for function (3) and (8), have been used in this work for
solving the task of approximation the suitable numerical data. Describing of this
method, as well as corresponded examples of approximation for some of ravine
functions, will be considered in the next parts of this article.
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STATEMENT OF APPROXIMATION PROBLEM

In general, the approximation task is that for given approximation basis points and
a given approximation function 7(z), for example, for function (1) with unknown
coefficients C,, C,.1, ... C;, Cp, write an analytical expression based on the method
of least squares [24; 25; 30; 31].

For example, for fourth order root-polynomial function:

m
S(CasC3,C0,C1Co) = 107 = (@ Can G GGG = (19)
i=1

9
min

= Z(f’;z _\/C4Z4 + C323 + (:'222 + CIZ + C() )
i=1
and for fifth-order function, correspondently,

m
S$(Cs,C4,C5,C,,CL,Ch) = Z(”iz _rz(Zl',Cs,C4,C},Cz,C],CO))‘min = (15)
i=1

m
- Z(r,- SO+t + O+ O + Gz C)? )
i=1
where 7 is the degree of the root-polynomial function, m is the number of reference
values.

Applying known methods of solving extremal problems through the search
for partial derivatives of a function of many variables [24; 25], the generalized
relation (14) can be rewritten in the form of a system of algebraic differential
equations as follows [24; 25; 30; 31]:

b
min

m

Z(rz —‘\‘/C4z4 +C32° + Cy2? +Clz+C0)8r(zi’c4’c3aczaclaco);
i=1 aCO

m .

Z(Vi —‘\‘/C4Z4 +C3z3 +C222 +Clz+C0)ar(zl’c4°g3cﬂczsc1aco);
i=1 1

Z ‘ (16)
Z(”i —‘\‘/C4Z4 + C3Z3 + C222 +Ciz+Cy ) 0r(z;,C4, G5, 65,6, Gy) ;
i=1 oC,

Z(”z Jk/@;z“ +C32° + Cy2? + G2+ ) Oz C4.65.€5. 1. Co) ;
i=1 0C;

i(” —‘{/C4z4 +Cy2° + Cy2? +C12+C0)ar(Zi’CMC%CZ’CI’CO).
i=1 l 6C4

Correspondently, relation (15) for fifth order root-polynomial function is re-
written as follows:

ar(zl,CS,C4,C3,C2,C1,CO)

(7’1 _S\/CSZS + C4Z4 + C323 + C222 + ClZ+ CO

ar(zzaC53C47C3aC27C17CO)

r; _S\/CSZS +C4Z4 + C323 + C222 + ClZ+C0

e v 0t + O 1 G Gz G

al’(Z C5,C4,C3sC2aC1’C0)

0oz + Cyzt + Oy + G2t + Gz + €

6}’(2 C53C49C39C2,C15C0)

)
)
)ﬁr(z C5,C4,C3,C2,C1,CO) a7
)
)

e 0t 1 OB+ G Gz G
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The problem is that the solution of the set of equations (16), (17) in the case
of a nonlinear function #(z) of many variable parameters, is extremely difficult.
Methods of analytical solution of some simpler approximation problems for
linear, quadratic, polynomial and one-parameter functions f{z), as well as for the
sum of arbitrarily specified functions @,(z), ¢2(z), ¢.(z) with unknown numerical
coefficients ay, ai, ..., a, are described in the textbook [30; 31], and the methods
of numerical solution of systems of nonlinear equations, similar to (4), are
considered in textbooks [24; 25; 32-34]. But generally, in the theory of
approximation is assumed, that with increasing the number of varied variables up
to 5 and more the applying methods of multicriterial analyze aren’t suitable and
lead to obtaining the wrong results. Usually in mathematical software tools the
gradient methods, the Nelder—Mead method, the Broyden—Fletcher—Goldfarb—
Shanno algorithm and others are used for solving multi-criteria optimization tasks
[32-35].

Let’s we will the approximation task for root-polynomial functions (2), (8)
by the other approach. As an initial approximation we will choose the result of
interpolation for four base points using, to calculate the polynomial coefficients of
the root-polynomial function (2), (8) by applying the analytical relations (4—7; 10-13).

Regarding hat the root-polynomial function of the fourth and fifth order
(2), (8) is symmetric about the axis z=z,;,, considering now the linear

approximation for the second and third branches of ravine function and find the

corresponding angles of inclination of the tangents &, and k;,;. The solution

of the linear approximation problem is simple and well-known, the corresponding
analytical relations are given in textbooks [30; 31]. For the second branch of
interpolation, they are written as follows:

Np3 . . Np3
Z (Zi _mZZ)(I/;' _er) Zzi
*  i=Npy Lo i=Npgj .
rpa(x) =m,, + Vs (z=mzy); my S NN 11’
* N2 B3~ 1VB2
Z (Z - mzZ)
i=Np)
Np3 Np3 . .
2 2. (zi=mo)(r; =myy)
* i=Np) . _ i=Npy
m,, = ’ kint2 - Ng3 > (18)
Ny —Np, +1 Z(Z ' )2
Mz
i=Npj
and for the third branch:
N gnd . . NEgna
z (z; =m3)(r; —m,3) Zzi
o i=Ng3 LN * i=Np3
rp3(x) =m,3 + Nond (z—mz3); sz_—N Noitl
* End ~— +VB3
Z (Z_mz3) "
i=Np3
NEnd NEnd % *
ZI’; Z (Zi _mz3)(r}' _mr3)
* o i=Np3 . __i=Np3 19
BT a1 K3 = N > (19)
Npgpa —Np3 +1 5’3‘”’ (z—m")>
— g3
i=Np3

134 ISSN 1681-6048 System Research & Information Technologies, 2023, Ne 3



Basic algorithm for approximation of the boundary trajectory of short-focus electron beam ...

where Np, the starting point of the second approximation branch, Np; is the
starting point of the third approximation branch, N, is the end point of the data

set for approximation region.
Taking into account equations (2), (18), (19), let’s we rewrite the set of
equations (16) to find the minimum of the regression function (2) as follows:

dr(z dar(z
d(—l)zkintZ; (22) = Kint35
'z
r(z3)=r; r(z4) =1y; (20)
I"(ZS)=I"5.

Correspondently, to fifth order root polynomial function (8), one can rewrite
the set of equations (17) as follows:

dr(z)) dr(z,)

dzl = Kint 25 d22 = Kint3s
7"(23):’”3; r(Z4):r4; (21)
r(zs) =rs; r(zs)=rs.

The separate problem is finding the derivations for root-polynomial func-
tions (2), (8) in the form of suitable polynomials for providing further iterative
calculations. This task was solved in provided researches with applying the tools
of symbolic calculation of the MatLab scientific and technical software [32]. Cor-
responded obtained results for taking a derivative of the function (2) is follows:

Ry(Cfo.Chi.Cfy, Cfs . Cfy. kf  2f ) = Cf*2f * +8CH Chazf® +12CH Cfzf® +
+16CHClazf T — ok 21> + 24CH2CrEzf S + T2C12CH Clhyzf T +
+96CH2ChCfy2f ® = 3CI2ChHkf 21 * + 54C12Cfazf® +144C12Cf,Cfy2f° —

—3CIAChk 2> +96CHECH 210 = 3CCf ykf *2f © +
+222.9124C12kf 421 2 +32CHCL5 21 T +144CHH CL Cyzf® + (22)
+192CHC1Clazf® =3CHCHS 2 ° +216CHCClizf +

+576CS,ClCfCfazf 10 — 6CHCHLCkf *2f © +384CHCE Cfy 21 —
—6CHCHClkf *2f T +445,8249CH Chokf 21> +108CHCF 21" +
+432C1,CIEClazf M =3CHCHHS  of T +576CHCHC 2" -
—6CHCHCf ik 21 +445,8249CK, Cfskf * 21 * + 256 C1,Cf 21 -

—3CHCFE *2f° +445,8249C1 Cf hf 2> +1,6563-10* Cfikf * 2 +
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+16C 2 +96CF; Cfy2f® +128C15 Clazf ' — Cfshf 21 +
+216C1LCHE 21" + 576 C12Cf Cfyzf M = 3C12Cf ko *2f® +
+384C12CLE2f 12 +3CH Ch b 2 * +222,9124C1 k21 +
+216CHCR 211 +864C1,CFECT, 21 = 3C,Cf ks *2f® +
+1152CH C,CfE 21 13 = 6Cf CHCf kf 21 ° + 445,8249C, Cfykf 421> +
+512C1H,Cf 21 M = 3CHCrAk 210 + 445,.8249C, Cf 4k * 21 © +
+1,6563-10% Cokf *2f* + 81CF 2112 + 43201 Cf y2f 2 + Cfl k2P +
+864CILCLEzf M —3CHECH S 210 +222,9124C1 k216 +
+768CH,Cfizf"° —3CHCrAkf 2 1! + 445 8249CF,Cf ykf *2f T —
—1,6563-10% Cfskf 42> + 256Cf 216 — Cfkf 42 "% +
+222.9124C1 2k 2% +1,6563-10* Cfyhf 21 * +4,1024-107 k4.

For the derivative of fifth order root-polynomial ravine function (8) with us-
ing MatLab symbolic processor such polynomial expression have been obtained:

Rs(Cfy, C11,Cly, Cfs, Cfa, Cfs, kf , 2f) = Cf +10CH Cfyzf +15C Clyzf? +
+20CH Cruzf? +25CH Crszf * + 40CH 2 2 +120C1 CF Chzf > +
+160C>CfoCfyzf ™ + 2001 Cfs Cfszf> +90CH> Cf 2 +
+240C12 Cf35Cfazf® +300C1 Cf,Cfs2f ¢ +160CH Cf 2 © +
+400Cf > Cf,Cfszf T +250C1>Cfézf® +80CHACL5 21> +
+360Cf2Cf5 Cfyzf * +480Cf2Cf5 Cfyzf> + 600CS,2 Cf5 Cfs2f ® +
+540C12CLECHE 2> +1440C1 2 Cf Cfs Cf 2 © +1800C1,2Cf, Cfs Cf szf T +
+960Cf2ChoCfzf T +2400C12Cf, Cf, Cfs2f® +1500C2CYyCrézf +
+270CH2C13 21 +1080CH2CHECT 21 T +1350CH2CrE Cfs2f® +
+1440C12Cf,Cff 21 +3600C1> Cf3Cf, Cfszf® + 2250C2CHC 22110 +
+640C12Cf 7 2f° + 2400C2CFECfs2f ™0 +3000C12Cf, Cfé 2 +
+1250C12Cf3 21" + 80CH CLy zf * + 480CK,Cf5 Cfyzf +
+640CS,Cf5 Cfyzf © +800CK, Cf5 Cfszf 7 +1080CHCfECES 2 ° + (23)
+2280C1,CfE ClsClazf | +3600CHCfECHC szf  +1920CHCHECrizf® +
+4800C1,Cf5 Cf,Cfszf° +3000CH CrECrE 2110 +1080CH Cf Cfszf T +
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+4320C1,Cl Cf Cfy2f ™ + 5400C, Cf, CfE Cfs2f® + 5760C1 Cf Cf3 Cf 21 +
+14400Cf,Cfo Cf,Cf 4 Cf sz 10 +9000CH, Cf, Cf Cf 21 +
+2560C1,CfrCfizf ' +9600CF,Cf> Cf Cfszf 1! +12000CF, Cf, Cf, Cf 22112 +
+5000C1,Cf,CrCrs 21 + 405C,Cf Cfs 2 + 2160CH CFCf y 2 +
+2700CH,Cfi Cfszf !0 + 4320CHCHECHE 2110 +10800CH CrECE, Crszf M +
+6750CHCFECIE 212 +3840CH, Cf,Cfi zf 11 +14400CH CfC1ECEs2f 12 +
+18000CS,Cf5Cfo Cf 22112 + 7500C,C1Cfs 211 +1280CF, Cf Cfyt 2112 +
+6400CH CriCfszf P +12-10° Cf,CrECLE 21 M +10° CfCrCfd 2 +
+3125CHCf 211 — Cfikf 2 2f +32Cf5 2f° + 240C) Cfy2f ¢ +
+320C15 Cfyzf | +400CK Cszf® +720CH Cf2f T +1920CF5 CfCf 4 zf® +
+2400C15 Cf,Cfszf ° +1280C15 Cf ¢z +3200CF5 Cf Cfszf™° +
+2000C75CrE 2 +1080C1Cf3 212 + 432012 C1ACf 2z +
+5400C1LCfECrszf "0 + 5760CHE CfCf 42110 + 1440012 CfCf O s2f M +
+9000Cf CHCf 22112 +2560CH Cf zf M +9600C Cf f Cfszf 12 +
+1,2- 10 CrECH,Cfe2f P +5-10° A Cfd 2™ + 810C, Cf 2 +
+4320CF, Cf5 Clazf 10 +5400CF, Cf5 Cfszf M +8640CY, CfCrizf ! +
+21660Cf,Cf2Cf,Cfszf 2 +13500C1, CfECrEzf " + 7680C1, CHCF 21 +
+28800C1, Cf,CfECfszf 2 + 360001, CfCf,Cfézf ™ +
+1,5-10° CHLCfHC15 21 +2560CH, Cf 2 2 +12,8-10* CfCF Cfs2f ™ +
+2,4-10°CHLCrECH 221" + 210 CfCF, CF 2110 + 625001, 211 -

— Chokf > 2f 2 +243C1 210 +1620C15 Cf 21! +2025C1 Cf 212 +
+4320CH Cf 21" +10800Cf5 Cf, Cfszf 2 + 6750C5 Cf 2™ +
+5760CHECH2f P +2,16-10° CECrEC 2™ +2,7-10 CRECH, Cfs2f ™ +
+11250C12CF3 2116 +3840CH,Cr)t 21 +1,92-10% CA,CFCfs2f ™ +
+3,6-10'CAHCIECHE 2110 +3-10° A, CF Cfs 2 +9375C1,Cf5 218 -

— Cf3kf 3 213 +1024Cf; 2f 15 + 6400CK, Cf 5210 +1,6 - 10* CFCr iz +
+2-10*CrECH 21" +12,5-10° CF, Cfst 2" = Cfykf 21 +

+3125C12 21 20 = Cfshf 2> — Cfohs”.
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Obtained polynomial relations (22), (23) have been applied in provided in-
vestigation for iterative calculation the values of polynomial coefficient with us-
ing the method of consistent upper relaxation [33-36]. These relations included
the values of the coefficients root-polynomial function (2), (8), as well as zf* co-

ordinate and slope angles of ravine function kf . The particularities of proposed

algorithm, as well as some examples of solving approximation task, will be con-
sidered in the next sections of the article.

PARTICULARITIES OF DEVELOPED ITERATIVE ALGORITHM FOR
SOLVING THE APPROXIMATION TASK

Iterative algorithm for approximation the ravine sets of numerical data by using
root-polynomial dependences four and fifth order (2), (8) generally including the
follow necessary steps.

1. As basic approach the interpolation task is solved and the basic values of
polynomial coefficients are calculated withusing relations (4)—(7) for fourth order
function (2), and by the relations (10)—(13) for fifth order function (8).

2. Solving the relaxation task for the finding values of polynomial coeffi-
cient with using iterative algorithm. Corresponded iterative relations for func-
tion (2), taking into account (22), are the follows:

€ =Ry (G O O C oy

G =Ry (Cy . C1,C5 . C5 T, Cy T 2 ) wey s
Ch = ((ry = Ciaf; =Cy o5 =iz, = C§ ywe) /o1 @4
Ch = ("~ Chafit ~ CF 2 — Gy~ ywe, ) 17

Co = (' = Chzfy' = Chzf{? = Clzfy = Ci we,

For fifth order root-polynomial function (8), taking into account (23), the it-
erative relations, in the general form, are rewritten as follows:

Cl =-Rs(Cy o o o L e i v o) we s
Ci=Ry(Cy .l i i Ol iy 2wy s
Ch=((§ = Ci ' = Ciaf = O35 = Clefs = Cwe) o5 (29)
Cy=((5 —Czf5 = Cizfs —C5 ' 2f3 = Clafg = Cy Hwe, )/Zf24 ;
Ch = (" = Ciaf;’ - Cizhi* = Cih = Gl = € we, ) [ 217

=15 = Claf - Claf? ~Clfi ~Chaf? =l

3. Finding the best function of approximation by calculation the error with
using relations (14), (15) for least-square method.

4. Finding the new optimal values of polynomial coefficients wit using di-
chotomy calculations, namely:
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il ie2
¢j =L 26)

where / — the number of polynomial coefficient, defined in the basic relations
(H—(6), (10)(13).

As shown the tests calculation experiments, the convergence of proposed
algorithm is provided by 4—6 iterations. It also must be taking into account, that
first iteration for high order root-polynomial function, which have been obtained
by interpolation through n + 1 points, where n is the polynomial order, is really
usually close to optimal. The best solution has been chosen by the smallest value
of sum in relation (14), (15), therefore the well-known least-square method is
considered in this research as the criterium of optimization task [30-39].
Choosing of basic points is also very important, therefore considering the
different sets of its for finding the best approximative root-polynomial function is
also have been provided. Analyzing the interpolation error of the different order
root-polynomial functions in dependence on choosing the set of basic points have
been provided generally in the papers [22; 23].

And finally, choose the correct values of we —wc, relaxation coefficient is
very important problem for providing the stability of convergence of proposed
iteration algorithm, because the value problem of coefficients Cy—Cs in the

relations (24)—(26) are usually, for the practice engineering tasks, can be both
extra low or extra high.

Some examples of solving approximation for the ravine data sets with using
root-polynomial functions (2), (8) will be considered in the next part of the article.

SOME TESTING EXAMPLES OF SOLVING THE APPROXIMATION TASK

Example 1. Find the coefficients of fourth order approximative root polynomial
function for ravine function data set with one global minimum. Corresponded dig-
ital data are presented at Table 1.

Table 1. The first set of numerical data of the ravine function, have been used
for testing the software tools for solving the approximation problem

z, mm 0.5 0.6 0.7 0.8 09 1.0 1.1 12 13

r, mm 2.5 24 23 21 1.8 1.75 2.11 23 24

The obtained graphic results of solving the approximation task of this example
with using relations (24), (26) are presented at Fig 1.

Corresponded values of relaxation coefficient for providing the convergence
of iterative relations (24) have been defined as follows:

we, =—1.7995-10% we, =1.9163-107; we, =1 we, =—1.131; wg, =0.945.

The values of calculated polynomial coefficients are presented at Table 2.
The error of approximation 9, defined by the equation (14) as sum of squares of
differences between basic points and value4 of approximative function (2), also
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noted in this table. The relative error of approximation is calculated as

O[%] = rfmx (S/0)-100, e ryna — the maximum value of electron beam radius.

32 T T T 1 L] L) T T T
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ir =emen Anproximation Function | 3
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26+ 0O
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» .t
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2k ..“ o -
~, o
6"!-.....- rnmm
18 L L i i fvﬂ i L i I
0.5 0.6 07 0.8 0.9 1 1.1 1.2 1.3 14 15

Fig. 1. The results of solving the approximation task with using fourth order root-
polynomial function (2) for data set, presented at Table 1. Corresponded values of
polynomial coefficients and the approximation error are given at Table 2

Table 2. The results of solving the approximation task for numerical data,
presented in the Table 1

Nubmer Values of polynomial coefficients 5. %
of iteration Co C G, C; Cs ’
Basic Approach —493.16 2750.4 4976.8 3690.6 | —961.7 8
First iteration —493.179 2750.41 4976.81 | 36869 | —956.2 5
Second iteration | —493.172 | 2750.408 | 4976.81 | 3688.7 | -958%l 4
Third iteration —493.17 2750.408 4976.7 | 3689.68 | —960.33 3

In this example first iteration by the polynomial coefficients have been real-
ized with applying relations (24), (25), and the second and third iterations, in
which have been obtained the best solution of approximation task, have been pro-
vided with using relation (26).

Example 2. Find the coefficients of fourth order approximative root-
polynomial function for ravine function data set with one global minimum. Corre-
sponded digital data are presented in Table 3.

Table 3. The second set of numerical data of the ravine function, have been
used for testing the software tools for solving the approximation problem

0.5 06 | 07 | 08 | 09 1.0 1.1 12 13 14 1.5

z, mm

2.5 23 | 21 20 19 1.8 19 | 21 23 26 | 29

7, mm

The obtained graphic results of solving the approximation task of this exam-
ple with using one iteration step are presented at Fig 2. Really the task of interpo-
lation by choose 5 basis points among the 11 given have been solved in this case,
and the interpolation error was smaller, than 2%. The calculated values of poly-
nomial coefficients for this test example are presented in Table 4.
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Fig. 2. The results of solving the approximation task with using fourth order root-
polynomial function (2) for data set, presented at Table 3. Corresponded values of poly-
nomial coefficients and the approximation error are given at Table 4

Table 4. The results of solving the approximation task for numerical data, presented
in the Table 3

Nubmer Values of polynomial coefficients
of iteration Co C C, Cs C,
Basic Approach 3286 | —-1251.26 1953.66 -1417.8 398.9 1.5

3, %

Example 3. Find the coefficients of fifth order approximative root
polynomial function for ravine function data set with one global minimum.
Corresponded digital data are presented at Table 5.

Table 5. The third set of numerical data of the ravine function, have been
used for testing the software tools for solving the approximation problem

z, mm 0.5 0.6 0.7 0.8 09 1.0 1.1 12
7, mm 2.5 24 231 2.1 1.9 1.7 1.65 1.63
z, mm 13 14 L5 1.6 1.7 1.8 19 20
7, mm 1.6 1.55 1.7 1.8 1.9 2.11 2.32 24

In this and in the next example the corresponded values of relaxation coeffi-
cient for providing the consvergence of iterative relations (25) have been defined
as follows:

-7 -7
we, =-5,53-10""; We, =95-10""; Wes =1; we, =1; we, =0,39; we, =0,145.

The obtained graphic results of solving the approximation task of this
example with using one iteration step are presented at Fig 3. It is clear from this
example, that considered type of the root-polynomial functions is not very
suitable for approximation the ravine data sets with large area of minimum
numerical values. Corresponded approximation error was greater than 12 %. But
for the left and right branches of considered data set the error of approximation is
much smaller, nearly few percents.
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Example 4. Find the coefficients of fifth order approximative root
polynomial function for ravine function data set with one global minimum.
Corresponded digital data are presented at Table 6.

26

© Basic Points

24 W& T FirstApproach by Interpolation
’ — Socond Approach
22t
2 -
18
16
14 L el :
0.5 1 15 2

Fig. 3. The results of solving the approximation task with using fifth order root-
polynomial function (8) for data set, presented at Table 5. Corresponded approximation
error for the left and right branches of considered ravine function was smaller, than few
percent

Table 6. The fourth set of numerical data of the ravine function, have been
used for testing the software tools for solving the approximation problem

z, mm 0.5 0.6 0.7 0.8 09 1.0 1.1 12
7, mm 2.5 24 2.31 2.1 1.9 1.7 1.65 1.5
Z, mm 13 14 1.5 1.6 1.7 1.8 19 20
r, mm 1.4 1.5 1.6 1.8 1.9 2.11 2.32 24

The obtained graphic results of solving the approximation task of this exam-
ple with using 3 iteration step are presented at Fig 4.

2.8 T
z, mm Q  Basic Points
S i First Approach by Interpolation
26 S ocond lteraton
- mammns Third lteraton
24 o
22+ |
N 4
18} ]
16 | ]
14 e
05 1 15 2

Fig. 4. The results of solving the approximation task with using fifth order root-
polynomial function (8) for data set, presented at Table 6. Corresponded values of the
polynomial coefficients and approximation error are given in Table 7
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Table 7. The results of solving the approximation task for numerical data,
presented in the Table 6

Nubmer Values of polynomial coefficients
of iteration Co C C, G, C, Cs

0, %

Basic Approach | —231.51 2340.2 | -5259.9 | 5083.15 | 2787 | 392.01 5

First iteration -39.32 2340.1 | -5260.0 | 5082.7 | 22761 | 392.1

Second iteration | —151.0 2340.0 | -5259.9 | 5083.0 | 2782 | 392.1 3

In this example, the iterative process was carried out in the same way as in
example 1. The first values of polynomial coefficients were obtained by solving
interpolation task. Therefore, for defining the coefficients of the root-polynomial
function (8) relations (10)—(13) was applied. In this step of solving approximation
task 5 basis points have been choose among the 16 given. By the such way the
basic the approach for calculation the polynomial coefficients have been
provided. At the second iteration the values of polynomial coefficient have been
calculated iteratively with using relations (25), and in the third iteration — with
using relation (26). Corresponded results of for the coefficients of fifth order root-
polynomial function, as well as the estimated value of approximation error, have
been presented in the Table 7.

ANALYZING OF OBTAINED RESULTS AND ITS’ DISCUSSION

The provided numerical experiments for solving the approximation task for ravine
data set with using high order root-polynomial functions (2), (8) shown, that
generally by providing simple iterative process with relaxation by using relations
(24), (25) is really possible to find the optimal correct values of polynomial coef-
ficient. Estimated theoretically approximation error in most cases was in range of
few percent, and, taking into account, that usually approximated experimental
data for the trajectories of electron beams are included the large amount instru-
mental errors, such estimations, in the most cases, are generally useful from the
practical point of view.

The main distinguishing feature of proposed algorithm is possibilities of
obtaining the correct results for approximation task just on the first step of
calculations by solving the simpler interpolation task. Such approach is very
effective on the practical point of view for developing corresponded software for
simulation the boundary trajectories of electron beams.

The provided testing experiment also shown, that root-polynomial functions
of high order, like (8), (12), are generally not suitable for approximation the
ravine data sets with the large area near the minimum, but such kind of functions
isn’t corresponded to the trajectories of electron beam in standard physical
conditions. Usually, the region of beam focus is relatively small, and, as shown
the provided numerical experiments, such data sets can be approximated by the
high order root-polynomial functions with small error.
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The provided theoretical analyze also shown, that for obtaining the
convergence of proposed iterative approximation algorithm correct choosing of

relaxation coefficients We, =W, is very important numerical factor.

Analyzing of another advanced possibilities of applying high order root-
polynomial functions for accurate approximation of ravine data sets and forming
the corresponded algorithms is the subject of further theoretical researches.

But, generally, the complicity of proposed iterative algorithm is connected
only with solving the strong non-linear task for derivatives of ravine functions (2),
(8) and to numerical solving the complex polynomial relations (22), (23). The
provided numerical experiments shown, that the polynomial coefficient, which
are calculated throw the derivatives by numerical solving the relations (22), (23),
are strongly depended on relaxation parameters and the values of these parameters
are magnificently grater, than for the polynomial coefficients, which are
calculated independently by using simple relations (2), (8). But it is also clear
from the provided testing numerical experiments, that the approximation error is
mostly defined by the polynomial coefficients, which values are calculated
through the derivations. And the values of coefficients, calculated directly by the
relations (2), (8), are generally stable and corresponded relaxation parameter is in
the range of medium value, it is not very large and not so small. But since usually
ravine functions in the region of a local minimum are non-linear, it is often
complex non-linear equations for derivatives, like (22), (23), are solved. Its makes
possible to ensure, that the smallest error and the optimal values of the
polynomial coefficients for solving the approximation problem have been choose.

Choosing the optimal values of relaxation parameters for calculation the
polynomial coefficients throw the derivatives is also the subject of further
theoretical researches.

CONCLUSION

The theoretical researches, have been provided and described in this work, as well
as realized test numerical experiments, given in the corresponded examples, have
shown, that applying of high order root-polynomial functions, which have been
determinate by the analytical relations (2), (8), always leads to solving the task of
approximation the numerical sets of ravine functions data with the small value of
error. Therefore, such functions can be used successfully for approximation the
boundary trajectories of electron beams, propagated in the ionized gas with com-
pensation the space charge of beam electrons. Such approximation can also be
applied to the noisy experimental data, which included experimental errors.
Therefore, studied and proposed in these researches the theoretical approach and
the numerical algorithm of the approximation of digital data are very important
from the practical point of view for further development of modern industrial
electron beam equipment with applying HVGD electron gun as the source of in-
tensive beams. For solving this task proposed iterative algorithm has to be inte-
grated with the software tools for treatment of experimental photographs, where
the beam propagates through ionized gas. Analyzing of the brightness of a burn-
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ing discharge on such photographs gives the important experimental information
about the boundary trajectories of propagated electron beam in the real physical
conditions. [1].

Advanced singularities of proposed iterative algorithm, including the
possibilities of approximation the ravine data sets with a large area of the global
minimum, as well as studying of influence of the derivative of root-polynomial
functions on the values of relaxation coefficients, are the subject of further
theoretical researches. But, in any case, the results of provided theoretical
researches, presented in this article, are enough for estimation the boundary
trajectories of electron beams, propagated in ionizing gas. Therefore, theoretical
results, which have already been obtained, are very interesting and important for
experts in the branch of elaboration of modern electron-beam equipment and its
industrial application.
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BA30OBHUM AJITOPUTM ANPOKCUMAIIII TPAHUYHOI TPAEKTOPII
KOPOTKO®OKYCHOI'O EJIEKTPOHHOI'O IIYYKA 3A JOIIOMOI'OIO
KOPEHEBO-ITOJIHOMIAJIBHUX ®YHKIIA YETBEPTOI'O TA II'SITOrO
IMOPAAKIB / 1.B. Menbshuk, A.B. ITounHok

AmHoTamnisi. Po3risiHyTo HOBHIT iTepauiiiHuil METO/ anpoKCHMaii FpaHUYHOT TPaEK-
TOpii KOPOTKO(HOKYCHOTO E€IEKTPOHHOIO IMyuKa, SKHH MOIIHUPIOETHCS B PEXKUMI
BIUJIBHOTO JIpeiidy B i0HI30BaHOMY ra3i HHU3bKOIO THCKY 32 YMOBU KOMIIGHCALIiT po-
CTOPOBOTO 3apsiay €ICKTPOHIB. BHKOpHCTaHO KOpEHEBO-TIONIHOMIANBHI QYHKIIT de-
TBEPTOr'O Ta I1’ITOTO MOPSIKIB, TOJOBHUMH OCOOJIMBOCTSAMH SIKHX € SIPYXKHHMiI Xapa-
KTep Ta HasBHICTh OJHOTO INIOOATBHOTO MiHIMYMy. SIK OYaTKOBE HAONVDKEHHS JUIS
PO3B’sI3yBaHHS aNpPOKCHMAaNidHOI 3a7adi po3paxoBaHO 3HAYEHHS MOJIIHOMIaNbHHX
Koe(illieHTIB dYepe3 po3B’s3aHHs 3ajadi iHTeprnoisuii. 3amady anmpokcuManii
PO3B’s13aHO iTepaitiiino. s 1bOro moTiHOMiaNbHI KoeillieHTH 00UnCIeHO OaraTo-
Pa3oBo 3 ypaxyBaHHsM 3HaueHb QYHKIIT Ta 11 moxigHoi y BijTikoBux Toukax. Ocra-
TOYHI 3HAYCHHS MOTIHOMiaTbHUX KOe(DillieHTIB KOPSHEBO-MOTIHOMIaNbHUX (yHKILiH
BHCOKOT'O TIOPSIZIKY PO3PaXOBaHO 3 BUKOPUCTaHHAM MeTOIy aAuxoTomil. HaBeneHo
MPUKIag BHUKOPUCTAHHA KOPEHEBO-TIOJIHOMIaNbHUX (YHKLIH YETBEPTOro Ta
II’SITOTO TOPSAKIB JIJIsl alPOKCUMAIlii HaOOpIB YHCIIOBUX JAaHUX, SKI BiJIIOBITAIOTh
omucy sipyXHUX QyHKIiH. OTprMaHi TEOPETHUHI PE3yJIbTaT! € IKaBUMH Ta KOPUC-
HHUMH JUTS CHELIaJIiCTIB, sIKi BUBYAIOTH (Di3UKY €JIEKTPOHHUX Iy4YKiB Ta 3aiMaroThCs
HNPOEKTYBAHHIM CYYacHOTO HMPOMHCIIOBOTO €IEKTPOHHO-IIPOMEHEBOTO TEXHOJIOTTY-
HOro 00J1aHaHHS.

KunrodoBi ciioBa: anpokcuMarisi, iHTEpIIONSLis, KOPCHEBO-TIOJIIHOMIaIbHA (yHKIIS,
spyxHa (QYHKISI, METOJ] HAMMEHIIINX KBaapaTiB, HEB’sI3Ka, MOXHOKA alpOKCUMAIIiT,
CJICSKTPOHHUH ITyYOK, €JIEKTPOHHO-IIPOMEHEBI TEXHOJIOTII.
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