HAIIOHAJIbHA AKAJIEMISI HAVK YKPAIHU
HABYAJIbHO-HAYKOBU KOMITJIEKC
«IHCTUTYT ITPUKIIAIHOT'O CUCTEMHOI'O AHAJII3Y»
HAIIIOHAJIbHOI'O TEXHIYHOI'O YHIBEPCUTETY YKPATHU
«KWUIBCHKUH TTOJIITEXHIYHUI IHCTUTYT IMEHI ITOPSI CIKOPCBKOI' O»

CHUCTEMHI JOCJIIA)KEHHA TA
IHOPOPMAIIMHI TEXHOJOTII

MDKHAPOJIHMIT HAYKOBO-TEXHIYHUI JXYPHAIJI

Ne 4

2023

3ACHOBAHO Y JIMIIHI 2001 p.
PEJAKIITHA KOJIETIS:

T'onosumuii peqakTop

M.3. 3I'YPOBCbKHI,

akan. HAH Ykpaiaun

3aCTyl’lHHK roJI0BHOI'0 peaaKkTopa

H.J. TAHKPATOBA,
YsieHu peakoJierii:
ILI. AHJIOH,

A.B. AHICIMOB,
X. BAJIEPO

I'.-B. BEBEP,

I1.0. KACBSIHOB,
KOPEHNY,

MABJIOB,

n.
O.A.
JL
AM.
L.B.

CAJIEM,
CEPT'IEHKO,
X.-M. TEOJOPECKY,
E.O. ®PAVMHBEPT,
A.C. SUKIB,

AJIPECA PEJAKIII:
03056, M. Kuis,

yi.-kop. HAH Ykpainu

akan. HAH Ykpainu
wi.-kop. HAH Vkpainu
npod., Icrmanis

npod., Typmis

mpod., A.¢.-M.H.,
Vkpaina

npod. ITonpma

npod., A.T.H., YKpaiHa

CAKAJIAYCKAC, mpod., JIutea

mpod., €runer

akan. HAH VYkpainu

akaz. PymyHcbpKoi
Axanemii

npod., CIIA
akan. HAH VYkpaiau

npocn. [Tepemoru, 37, kopi. 35,

HHK «IIICA» KIII im. Iropst Cikopcbkoro
Ten.: 204-81-44; daxc: 204-81-44
E-mail: journal.iasa@gmail.com

http://journal.iasa.kpi.ua

© HHK «ITICA» KITI inm. leops Cixopcbroeo

Y Howmepi:

* [Ipo0sieMu NMpUITHATTA pillleHb
TAa YNPaBJIHHA B €KOHOMIYHMX,
TeXHIYHUX, eKOJIOTiYHuX i
coOliaJIbHUX CHCTEMAX

* Teopernuni Ta nNpUKIATHI
npoodJaemMu iHTeJIeKTyaJbHUX
CHCTEM MiATPMMAHHS NPHUHAT-
THA pillIeHb

* [IpoGieMHO i (yHKIiIOHAJIBLHO
Opi€HTOBAaHI KOMII’IOTEpPHi CHC-
TeMH Ta MepeskKi

* EBpucTu4Hi MeTOaM Ta aJjro-
PUTMH B CHCTEMHOMY aHAaJi3i Ta
yHpaBJiiHHI




NATIONAL ACADEMY OF SCIENCES OF UKRAINE

EDUCATIONAL AND SCIENTIFIC COMPLEX
«INSTITUTE FOR APPLIED SYSTEM ANALYSIS»
OF THE NATIONAL TECHNICAL UNIVERSITY OF UKRAINE
«IGOR SIKORSKY KYIV POLYTECHNIC INSTITUTE»

SYSTEM RESEARCH AND
INFORMATION TECHNOLOGIES

INTERNATIONAL SCIENTIFIC AND TECHNICAL JOURNAL

Ne 4

2023

IT IS FOUNDED IN JULY 2001
EDITORIAL BOARD:

The editor — in — chief

Academician of
NASU

Deputy editor — in — chief

Correspondent
N.D. PANKRATOVA, | ciber of NASU

M.Z. ZGUROVSKY,

Associate editors:
Academician of

F.I. ANDON, NASU

A.V. ANISIMOV, g%f{)seprogggx U
E.A. FEINBERG, Prof., USA

P.O. KASYANOYV, Prof., Ukraine

J. KORBICH, Prof., Poland

A.A. PAVLOV, Prof., Ukraine

L. SAKALAUSKAS, Prof., Lithuania
AM. SALEM, Prof., Egypt

L.V. SERGIENKO, Academician of NASU
H.-N. TEODORESCU, Qg?f:ﬂ;ﬁifcgdfemy
J. VALERO Prof., Spain

G-W. WEBER, Prof., Turkey

Ya.S. YATSKIV, Academician of NASU

THE EDITION ADDRESS:

03056, Kyiv,

av. Peremogy, 37, building 35,

Institute for Applied System Analysis

at the Igor Sikorsky Kyiv Polytechnic Institute
Phone: 204-81-44; Fax: 204-81-44

E-mail: journal.iasa@gmail.com
http://journal.iasa.kpi.ua

In the issue:

* Decision making and control in
economic, technical, ecological
and social systems

* Theoretical and applied prob-
lems of intelligent systems for
decision making support

* Problem- and function-oriented
computer systems and networks

* Heuristic methods and algo-
rithms in system analysis and
control




HlanoBHi ynTaui!

HapuanbHO-HayKOBHI KOMILIEKC «[HCTUTYT IPHUKIAJIHOIO CUCTEMHOIO aHa-
nizy» HarioHanpbHOTO TEXHIYHOTO YHiBepcuUTeTy YKpainun «KuiBchkmii moimiTex-
HiYHUH 1HCTHTYT iMeHi Irops CikopchbKOTO» BHIA€ MIKHAPOIHWA HAyKOBO-
TEXHITHHH KypHAJ

«CUCTEMHI JOCJIJ)KEHHS TA IHOOPMAIIMHI
TEXHOJIOITi».

Kypuan myOiikye mpalli TEOPETHYHOTO Ta MPHUKIATHOTO XapakTepy
B IIHPOKOMY CIIEKTPi MPOOIEM, IO CTOCYIOTHCS CHCTEMHHX IOCITIIXKEHb Ta
1H(GOPMAIIITHIX TEXHOJIOTIH.

IIpoBigHi TeMaTH4Hi PO3ian KypHATY:

TeopernuHi Ta nMpUKIaIHI MPOOIEMH i METOJIM CUCTEMHOTO aHaNi3y; Teope-
TUYHI Ta TPHUKJIAAHI TpoOJieMH 1HQOPMATUKU; aBTOMATH30BAaHI CHUCTEMHU
YIpaBIiHHSA, TPOTPecHBHI iH(OpMAIliifHI TEXHOIOTii, BHCOKONPOAYKTHUBHI
KOMIT'FOTEPHI CHCTEMH; MPOOJIeMH MPUHHATTS PillleHb 1 YIpaBIiHHSI B €KO-
HOMIYHHX, TEXHIYHUX, EKOJOTIYHUX 1 COMialbHUX CHCTEMax; TEOpPETHYHI
Ta NPUKIAAHI MPOOIEMH 1HTENECKTYalbHUX CHUCTEM MiATPUMAHHS TPHUHHATTS Pi-
HIeHb; MpoOJaeMHO i (QYHKIIOHATBHO OpPIEHTOBAaHI KOMII'IOTEPHI CHCTEMHU Ta
MEpEeKi; METOIH ONTUMI3aIlil, ONTHUMAaJIbHE YIIPaBIiHHS 1 TEOPis irop; MaTeMaTH-
YHI METOAM, MOJEIi, MPOOJeMHU 1 TEXHOJIOTIl JOCTIKCHHS CKJIaJHUX CUCTEM;
METOJM aHAI3y Ta YIPaBIIiHHA CHCTEMaMH B yMOBax PHU3UKY i HEBH3HAYCHOCTI,
EBPUCTUYHI METOIU Ta aJrOPUTMH B CHCTEMHOMY aHali3l Ta yHpaBliHHI; HOBI
METOJH B CHCTEMHOMY aHai3i, iHhOpMaTHII Ta Teopil IPUHHSITTS pillleHb; HaY-
KOBO-METOJTUYHI TPOOJIEMU B OCBITI.

TIonoBHUii pexakTop KypHajdy — pextop HalioHanbHOTO TEXHIYHOTO
yHiBepcuTeTy Ykpainu «KuiBcbkuii oniTexHivHud iHCTUTYT iMeHi Irops Cikop-
cbkoroy, akageMmik HAH Ykpainn Muxaiino 3axapoBud 3rypOBCBKHIA.

Kypnan «CucremHi AoCHiIKeHHS Ta iH(QOpMaILiiHI TEXHOIOTID» BKIOYEHO
1o niepeniky daxosux Bunanb BAK Ykpainu.

Kypnan «CucremHi JOCHIDKEHHS Ta iHGMOPMAIlHHI TEXHOJIOTID» BXOAUTH JIO
TaKMX HaykoMmeTpuuHux Oa3 manmx: Scopus, EBSCO, Google Scholar, DOAJ.
Index Copernicus, pedepatrBHa 6a3za qaHHX «YKpaiHika HayKOBa», YKPaiHCHKHI
pedeparuBHUIt KypHAT «/[XKepenoy», HaykoBa Mepiouka YKpaiHu.

CratTi myONiKyIOThCsl YKPaiHCHKOO Ta aHTJIIICHKOF0 MOBaMH.

Kypnan pexomengoano nepeamnatutd. Ham ingexce 23918. fkmo Bu He
BCTHIJIM HEPEAIUIATUTH XKypPHa, HOro MoXxHa npuadaTu 6e31nocepeHbo B pelak-
1ii 3a agpecoro: 03056, m. Kuis, npocm. [lepemoru, 37, xop. 35.

3aBinyBauka pepakuii C.M. llleBuenko
Penaxropka P.M. Illyab:keHko

Momnoama penaktopka JI.O. Tapun
Komm’rorepHa BepcTka, nusaifH A.A. Ilatioxu

Caizourso npo peectpanito KB Ne 23234-13074 I1P Big 22.03.2018 p.

[Mignucauno mo aApyky 26.12.2023. ®opmar 70x108 1/16. ITamip ode. ['apuitypa Times.
Crioci6 apyky — uudypouit. YM. npyk. apk. 14,411. O6i.-Bun. apk. 28,56. Haknas 87 np. 3am. Ne 11/04

HarionansHUM TeXHIYHHUIN yHIBEpCHTET YKpaiHu

«KuiBcpkuit mostiTeXHiYHUN 1HCTUTYT iMeHi Iropst Cikopcbkoro»

CaizonrBo 1po aepxkaBHy peectpanito: JIK Ne 5354 Big 25.05.2017 p.

npocr. [Tepemoru, 37, m. Kuis, 03056.

OOIT IMununenko H.M., By;1. Miuypina, 6. 2/7, m. Kuis, 01014.

Bumnucka 3 €uHoro aepxxasHoro peectpy Ne 2 070 000 0000 0214697 Bix 17.05.2019 p.,
ten.. (044) 361 78 68.



Dear Readers!

Educational and Scientific Complex «Institute for Applied System Analysis»
of the National Technical University of Ukraine «Igor Sikorsky Kyiv Polytechnic
Institute» is published of the international scientific and technical journal

«SYSTEM RESEARCH AND
INFORMATION TECHNOLOGIES».

The Journal is printing works of a theoretical and applied character on
a wide spectrum of problems, connected with system researches and information
technologies.

The main thematic sections of the Journal are the following:

Theoretical and applied problems and methods of system analysis; theo-
retical and applied problems of computer science; automated control systems;
progressive information technologies, high-efficiency computer systems; decision
making and control in economic, technical, ecological and social systems; theo-
retical and applied problems of intellectual systems for decision making support;
problem- and function-oriented computer systems and networks; methods of
optimization, optimum control and theory of games; mathematical methods, mod-
els, problems and technologies for complex systems research; methods of system
analysis and control in conditions of risk and uncertainty; heuristic methods and
algorithms in system analysis and control; new methods in system analysis, com-
puter science and theory of decision making; scientific and methodical problems
in education.

The editor-in-chief of the Journal is rector of the National Technical Uni-
versity of Ukraine «Igor Sikorsky Kyiv Polytechnic Institute», academician
of the NASU Michael Zaharovich Zgurovsky.

The articles to be published in the Journal in Ukrainian and English lan-
guages are accepted. Information printed in the Journal is included in the Cata-
logue of periodicals of Ukraine.



CUCTEMHI AOCJIIAXKEHHA TA
IHOOPMALIIMHI TEXHOJOTII

4+ 2023

3MICT

IIPOBJIEMHU IIPUUHSTTS PIIIEHb TA VIIPABJIHHSI B EKOHOMIYHHX,
TEXHIYHUX, EKOJOTTYHUX I COUIAJIBHUX CUCTEMAX

Vedna Sharma, Surender Singh Samant. A multi-level decision-making frame-
work for heart-related disease prediction and recommendation ...............c.ccveueen. 7

Donets V.V., Strilets V.Y., Ugryumov M.L., Shevchenko D.O., Prokopovych S.V.,
Chagovets L.O. Methodology of the countries' economic development data
ANALYSIS ..eitietietiete ettt ettt et et e et b ettt e teentesn e e saeenaeeneeneeene 21

Dorogyy Ya., Kolisnichenko V. Blockchain transaction analysis: a comprehensive
review of applications, tasks and methods ...........c.ccoeeeriiivienienieciieeeee, 37

TEOPETHUYHI TA TIPUKJIAJHI NTPOBJIEMU IHTEJIEKTYAJIBHUX CUCTEM
MIITPUMAHHSA NPUAHATTS PILEHD

Mapmuanos /]., Buxnok A., @netivyx M. MoaentoBaHHS TUHAMIKH PUHKY KPHII-
TOBAJIOT 3 BUKOPUCTAHHSAM 1HCTPYMEHTIB MAIIMHHOTO HABYAHHS ....cevevvenvenvennennn 54

Bazdyrev A. Semi-supervised inverted file index approach for approximate nearest
NEIZhDOT SEATCR ..o.eiiiiiiie e 69

NOPOBJIEMHO I ®YHKHIOHAJBHO OPIEHTOBAHI KOMII’'IOTEPHI CH-
CTEMMU TA MEPEXI
Hend Khalid Alkahtani. Raising the information security awareness among
social media users in the Middle East ..........ccoccoiiiininiiniiieeeeeeee e 76
Pradip M. Paithane, Sarita Jibhau Wagh. Novel modified kernel fuzzy c-means
algorithm used for cotton leaf spot detection ............ccceeeveerieneere i 85
Bazilevych K., Kyrylenko O., Parfeniuk Y., Yakovlev S., Krivtsov S., Meniailov I,
Kuznietcova V., Chumachenko D. Information system for assessing the
informativeness of an epidemic process features ..........ccoceevvevercierceeneeneenieenenne 100

EBPUCTUYHI METOAU TA AJI'OPUTMHU B CUCTEMHOMY AHAJII3I TA
YIIPABJIIHHI

Chaudhari S., Aparna R. Survey of image deduplication for cloud storage ................ 113
Suman Sansanwal, Nitin Jain. A comprehensive survey on load balancing tech-

niques for virtual MAChINES .........coocierieriiiieieeie et 135
BiIOMOCTI ITPO @BTOPIB ...vveeeveeeieeieniieiieeteeseesseenseesseesesnsesseesseesseenseensesssesseesseessesnsesnnes 148
3MICT KYPHAITY 32 2023, .eeeiieiieiieiieeiieetesteeteeteeeeseesaee st et enseesseessessaesseenseeseensesnnes 150
ABTOPH CTATEH 38 2023, .eieiiiieiieii ettt ettt sttt ettt ene e s e b eseeseenees 152

Cucmemni docnioxcenns ma ingpopmayivini mexnonoeii, 2023, Ne 4 5



SYSTEM RESEARCH AND
INFORMATION TECHNOLOGIES

4. 2023

CONTENT

DECISION MAKING AND CONTROL IN ECONOMIC, TECHNICAL,
ECOLOGICAL AND SOCIAL SYSTEMS

Vedna Sharma, Surender Singh Samant. A multi-level decision-making frame-
work for heart-related disease prediction and recommendation ...............ccceveneen. 7

Donets V.V., Strilets V.Y., Ugryumov M.L., Shevchenko D.O., Prokopovych S.V.,
Chagovets L.O. Methodology of the countries' economic development data

ANALYSIS -.enteteieite ettt ettt ettt ettt ettt et ettt et et b e bt bt e st et et e teebesheebeeneeneeneenean 21
Dorogyy Ya., Kolisnichenko V. Blockchain transaction analysis: a comprehensive
review of applications, tasks and methods ............ccoooeeiiiiiiiiiiniiee 37

THEORETICAL AND APPLIED PROBLEMS OF INTELLIGENT SYSTEMS FOR
DECISION MAKING SUPPORT

Martjanov D., Vyklyuk Ya., Fleychuk M. Modeling cryptocurrency market dynam-
ics using machine learning toOlS ..........ccccovierieiiiiiiieeieseeee e 54

Bazdyrev A. Semi-supervised inverted file index approach for approximate nearest
NEIZNDOT SCATCH ...cvviiiiiiiiiciiiciiectieeee et te e e b e et e b e staessaeseas 69

PROBLEM- AND FUNCTION-ORIENTED COMPUTER SYSTEMS AND
NETWORKS

Hend Khalid Alkahtani. Raising the information security awareness among

social media users in the Middle East .........cccccevenininininniiicnccncceceeee 76
Pradip M. Paithane, Sarita Jibhau Wagh. Novel modified kernel fuzzy c-means
algorithm used for cotton leaf spot detection ............cceeceeveeerienieniiiecieseeie e 85

Bazilevych K., Kyrylenko O., Parfeniuk Y., Yakovlev S., Krivtsov S., Meniailov I.,
Kuznietcova V., Chumachenko D. Information system for assessing the
informativeness of an epidemic process features ...........ccceververeeneeneenieeienenne 100

HEURISTIC METHODS AND ALGORITHMS IN SYSTEM ANALYSIS AND
CONTROL

Chaudhari S., Aparna R. Survey of image deduplication for cloud storage ................ 113
Suman Sansanwal, Nitin Jain. A comprehensive survey on load balancing tech-

niques for virtual Machines ...........cccoevvevieiiieiiiiii et 135
Information about the authOors ...........ccociiiiiiiiiiii e 148

6 ISSN 1681-6048 System Research & Information Technologies, 2023, Ne 4



YNPABJIHHA B EKOHOMIYHUX, TEXHIYHUX,

NMPOBINEMU NMPUAHATTS PILLEHBL TA
@'
EKOJNOrN4YHuMX 1 COUIAJNIbHUX CUCTEMAX

UDC 62-50
DOI: 10.20535/SRIT.2308-8893.2023.4.01

A MULTI-LEVEL DECISION-MAKING FRAMEWORK
FOR HEART-RELATED DISEASE PREDICTION
AND RECOMMENDATION

VEDNA SHARMA, SURENDER SINGH SAMANT

Abstract. The precise prediction of health-related issues is a significant challenge in
healthcare, with heart-related diseases posing a particularly threatening global health
problem. Accurate prediction and recommendation for heart-related diseases are
crucial for timely and effective treatment solutions. The primary objective of this
study is to develop a classification model capable of accurately identifying heart dis-
eases and providing appropriate recommendations for patients. The proposed system
utilizes a multilevel-based classification mechanism employing Support Vector Ma-
chines. It aims to categorize heart diseases by analyzing patient’s vital parameters.
The performance of the proposed model was evaluated by testing it on a dataset con-
taining patient records. The generated recommendations are based on a comprehen-
sive assessment of the severity of clinical features exhibited by patients, including
estimating the associated risk of both clinical features and the disease itself. The
predictions were evaluated using three metrics: accuracy, specificity, and the re-
ceiver operating characteristic curve. The proposed Multilevel Support Vector Ma-
chine (MSVM) classification model achieved an accuracy rate of 94.09% in detect-
ing the severity of heart disease. This makes it a valuable tool in the medical field
for providing timely diagnosis and treatment recommendations. The proposed model
presents a promising approach for accurately predicting heart-related diseases and
highlights the potential of soft computing techniques in healthcare. Future research
could focus on further enhancing the proposed model’s accuracy and applicability.

Keywords: healthcare, heart disease, classification model, learning techniques.

INTRODUCTION

In recent years, a large amount of medical data has become available, represent-
ing the healthcare status of patients. This data includes medical reports, test re-
sults, and lab reports. Data mining plays a significant role in healthcare recom-
mendation systems, as it enables healthcare professionals to extract valuable
insights from the data. These insights can be used to provide more accurate and
personalized recommendations to patients [1], [2]. In the current era, people are
facing major health issues due to inactive lifestyles. The online healthcare system
has proven to be beneficial, especially in scenarios like the COVID-19 pandemic,
and has gained significant attention from researchers. Integrating recommender
systems into healthcare can support doctors, medical professionals, and patients.
These systems assist patients in improving their health conditions and adopting a

© Vedna Sharma, Surender Singh Samant, 2023
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healthier lifestyle. Healthcare recommendation systems have evolved with various
learning technologies and big data science, which provide online suggestions to
patients regarding their health issues.

Machine Learning’s application in healthcare is poised to revolutionize the
industry, as it enhances capabilities and reduces expenses. This progress empow-
ers healthcare practitioners, including doctors and personnel, to focus more on
delivering improved patient care. Many researchers have contributed to healthcare
recommendation systems for diagnosing various diseases. Previous studies have
employed machine learning classifiers and deep learning techniques to predict
different diseases using large datasets gathered from various healthcare repositories.

Recommender systems face various challenges, such as reliability, accuracy,
dependability, data loss, and issues related to data integrity and quality. To over-
come these challenges, various classification models have been proposed, includ-
ing the usage of different soft computing techniques like machine learning and
deep learning. The significance of this research is to enrich the healthcare dataset
for better prediction of multidisciplinary diseases. This study proposes an intelli-
gent disease classification mechanism that aims to address various issues in exist-
ing systems by predicting the risks associated with diseases. In this study, a dis-
ease classification model is used to predict the risks related to heart conditions.
The multi-classification methodology works accurately and provides better results
in larger healthcare datasets.

The utilization of the fuzzy technique enables the provision of recommenda-
tions to patients based on the severity score. The organization of the paper is as
follows: Section 2 reviews recent works in the healthcare recommendation field,
Section 3 outlines the research methodology employed in this study, and Section
4 presents the dataset and experimental results. Finally, Section 5 concludes the
paper and discusses future plans.

RELATED WORK

Several studies have been conducted on healthcare recommender systems, target-
ing specific diseases, health-related issues, and recommender contexts. These ex-
isting studies have highlighted the need for a comprehensive overview supported
by a healthcare recommendation system in various recommendation scenarios.
Healthcare recommendation systems offer better personalization, increasing user
understanding of their medical conditions [4]. These systems are also concerned
with providing accurate information, assisting users, and ensuring the security and
privacy of patient information. Traditionally, doctors relied on invasive diagnostic
methods to identify heart disease, involving an assessment of the physical exami-
nation findings, medical history of patients’ and investigation into associated
symptoms [5].

Cardiovascular disease, including coronary artery disease, is a major global
cause of death, particularly among middle-aged and elderly individuals. Tradi-
tional diagnostic methods, such as angiography, are expensive and have notable
side effects. To explore alternative approaches, researchers have extensively stud-
ied data mining techniques and machine learning techniques. In one proposed
work for the accurate diagnosis of coronary heart related disease, the performance
of a neural network improved by approximately 10% through the application of
genetic algorithms to optimize the network’s initial weights [6].
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Diagnosing and treating heart disease becomes extremely challenging in un-
derdeveloped countries, where there is a lack of necessary medical tools and spe-
cialized professionals [7]. Basic and Deep Neural Networks have shown effi-
ciency in exploratory comparative trials, with the deep neural network
outperforming most other methods [8].

Subiksha et al. [9] designed a framework for a medical care system based on
machine learning. The framework, based on a decentralized network, was de-
signed to link various healthcare databases and services.

Sahoo et al. [10] developed an advanced prediction model. Their study in-
troduces an intelligent health recommendation system (HRS) that leverages big
data analytics to implement an efficient health recommendation engine. The pro-
posed intelligent HRS outperforms existing approaches by achieving a lower
mean absolute error (MAE) value, transforming the healthcare industry into a
more personalized paradigm within a telehealth environment.

Archenna et al. [11] proposed a methodology for generating a healthcare
system. They employed big data analytics in the proposed recommendation sys-
tem, demonstrating how and where to apply big data technologies to construct an
efficient patient recommender system. The study emphasized the need for a sys-
tem capable of handling massive amounts of semi-structured and unstructured
patient information, as well as streaming live information about patients from
various social media activities. By utilizing the appropriate machine learning
(ML) tools and simulations offered by Apache Spark, useful insights can be de-
rived from vast amounts of medical information. The proposed health recommen-
dation system could anticipate a patient’s medical condition by assessing their
lifestyle, general medical variables, cognitive medical conditions, and interper-
sonal networks.

Vanisree K. et al. [12] discuss the significance of an early diagnosis of Con-
genital Heart Disease (CHD) and propose a Decision Support System to improve
accuracy and reduce costs. This system was developed using MATLAB’s GUI
feature and incorporates a Backpropagation Neural Network.

Abugabah et al. [13] designed a medical care analyzer system based on data
mining methodology. In this research work, an optimization-based approach
based on neural network was implemented to achieve efficient results. Clinical
information was retrieved and normalized using a min-max normalization tech-
nique. The patient’s condition was examined and categorized as either healthy or
unhealthy. The supervised learning approach utilized the harmonic optimized
modularity neural network.

Mudaliar et al. [14] developed an application programming interface (API)
that utilizes the machine learning algorithms to analyze a user’s symptoms and
diagnose a specific disease. The framework also recommends suitable drugs for
users afflicted with that disease. The prediction of illness probability takes into
account externally observable symptoms such as temperature, cough, headache,
and other indications experienced by a person. The Naive Bayes algorithm was
employed to diagnose the illness based on these signs.

In a study conducted by Yoo et al. [8], a medical care recommendation sys-
tem based on data mining was developed. The proposed system utilized a peer-to-
peer collection and adaptable judgment response. Handheld sensors were em-
ployed to gather public health records regarding various aspects of an individual’s

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2023, Ne 4 9
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life, including nutrition, daily routines, sleeping patterns, lifestyle behaviors, and
occupational stress. Validated index data from the P2P-dataset and personal iden-
tification were also considered. A mobile service-based medical care recommen-
dation cellular modem could be designed to enhance the quality of care for patient
user-based health management, reduce medical costs, and improve service per-
ception of quality in the medicinal industry. Table 1 provides a summary of re-
lated work in healthcare recommendation systems.

Based on the literature review, it can be concluded that selecting important
features based on studies such as [16—18; 28-31] and employing a combination of
classifiers as demonstrated in [16—18; 20; 28-31] can significantly enhance the
predictive capabilities of machine learning algorithms for early-stage detection of
heart disease. However, feature selection presents a challenge due to the exponen-
tial increase in complexity as the number of features in the dataset grows. Evalu-
ating all possible feature subsets becomes computationally intensive and imprac-
tical as the number of features increases [32]. Therefore, alternative strategies are
necessary to address this issue.

From Table 1, it is evident that only a limited number of research studies
have focused on optimizing hyper parameters due to the time-consuming process
of tuning multiple machine-learning models to find the best hyper parameters.
However, effectively optimizing classifier hyper parameters can greatly improve
the accuracy of predicting the risk of coronary heart disease. Healthcare recom-
mendation systems can benefit from the simplicity and accessibility of the multi-
class Support Vector Machine (SVM) model, as it has a limited number of hyper
parameters for tuning. This characteristic simplifies the training and optimization
process. In contrast to more complex machine learning algorithms, the proposed
multi classification-based SVM model’s straightforwardness makes it a conven-
ient choice for implementation in healthcare recommendation systems.

Table 1.Summary of Related Work

Author Outcomes & Scope
References Proposed Work Limitations for future work
Subiksha, [ The deep learning-based health ana- . Need to enhance the
. High methodology for better
et al., [9] [lyzer system. Performance metrics are L .
. error rate results in information
(2018) Precision and Recall .
retrieval
Sahoo et |Deep learning-based recommendation| Inefficient | Need to improve results
al.,, [10] | system for healthcare. Performance privacy by resolving security
(2019) metrics are MAE & RMSE results features
Archenna | Big data-based Healthcare recom- Sec_url‘Fy_ anfi Need to add security
etal., [11] mendation system reliability i features
(2017) | The performance metric is accuracy ssues
Sharma | Information retrieval approach for Limited Need to add more
et al., [15]| healthcare recommendation system. features features of diseases for
(2017) | The performance metric is accuracy | of diseases | more efficient results
Healthcare system based on the deep
. Need to use more
Shah et al.,| learning framework. Performance Less datasets
[16] (2020) metrics are Recall, Precision, dataset size .
for efficient results
Accuracy & F-score
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Continued Table 1

Author Outcomes & Scope
References Proposed Work Limitations for future work
Sornalak- | Healthcare system based on Apriori L Need to use different
: . . Reliability S .
shmi et al.,| algorithm. Performance metrics are issues optimization algorithms
[17] (2020) Accuracy. Execution time for efficient results
Gebremes-| Dynamic data handling approach. | Anomalies Need to overcome
keletal., | Performance metrics are MAE & in patient | anomalies in the patient
[19] (2019) RMSE information dataset
Yoo et al., Recomm'er}da‘ugn ;ystem based Classification fI mp lemint etrflhan'ce
[20] (2019) on mining. Performance iSSUeS eature classification
metrics are Entropy & Gain model
Deng Collaborative filtering-based Challenging Stace analvsis
etal., [21] Healthcare system. implementa- on c1§ssi fie dy data
(2019) The performance metric is recall tion )
Hui Yuan | A health recommendation system Offline Detect only
et al., [26] based on hybrid technique collected a few diseases
(2(.)’1 8) | The erformanc}; metric is lgreéision information Efficient for small
p utilised only datasets only
Gujar et Machine learning-based health Limited To predict and
al., [27] recommender system. dlargalsfe: ¢ evaluate the health
(2018) The performance metric is accuracy of real-time cases

PROPOSED METHODOLOGY

In this study, the proposed methodology presents a system consisting of three dif-
ferent levels pertaining to healthcare entities. These levels, namely data collec-
tion, data execution, and output, aim to facilitate improved decision-making for
doctors and patients. The primary objective of the proposed system is to assist
patients in making timely clinical decisions regarding their medical treatment.
The various stages involved in the suggested methodology are depicted in Fig. 1.
The first step involves pre-processing the patient data to handle outliers and ad-
dress missing data. Subsequently, the feature selection method is applied to the

Pre-processing
Dataset
Data labeling Featu.re
Selection
Testing Training
Dataset Dataset
Disease
Classification
Risk Prediction Model

Fig. 1. Architecture for heart disease prediction model
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datasets during the classification stage, and the appropriate feature sets are cho-
sen. These selected features are then utilized to predict one of the four predeter-
mined classes of heart disease. The predicted information is subsequently com-
bined with the patient’s medical record to offer general medical advice based on
the risk level of the disease.

Data Processing

In this phase, data collected data from different recourses undergoes a preprocess-
ing phase. Soft computing techniques have become an essential part of meaning-
ful analysis and obtaining optimal results. To improve the training model’s per-
formance, we eliminated unnecessary data like missing values, repeating records
and outliers. At the top layer, the collected data is initially cleaned and processed,
to enhance the presentation and quality of the data used for model development.
To identify outliers, missing values, and irrelevant data, we have employed the
numerical cleaner filter technique [28]. The processed data was utilized in the fea-
ture selection process. Once the data labeling process is completed, the data is
subsequently partitioned into two segments: the training dataset and the testing
dataset. The training set is utilized for training the classification model, while the
testing set is employed to assess the model’s performance.

Feature Selection

In the feature selection phase, a subset of highly distinguishing features must be
selected for the diagnosis of diseases. In this process discriminating features are
selected for different available classes [30]. The datasets used in this study com-
prise 20 features, among which only a few are pertinent for decision-making in
the disease classification process. To reduce the feature vector to a more manage-
able sample size, a feature selection technique is employed, consisting of two phases.

In the first phase, an attribute selection technique is utilized to evaluate the
features present in the datasets. This technique helps assess the relevance and im-
portance of each feature.

In the second phase, we have employed a search technique to select the op-
timal set of classification models by systematically exploring different combina-
tions of features. The goal is to identify the most effective combination of features
that yields the best performance for the classification task. The proposed selection
method in this study is information gain-based, wherein the entropy for each class
is evaluated [30]. Features that are selected with higher entropy values are more
informative and have a greater contribution to the decision-making process. For
taking the computing decision selected highest Info Gain is calculated as followed

Info Gain(X) = Info(Y) — Info(Y),
X = Investigation feature; ¥ = Featured Dataset.
In dataset D to classify a feature Info required which is calculated as

Info ()= ->" B log,(F),

where n = total number of classes; P = probability; D = dataset.

The selection of features based on their information gain is accomplished
through an information gain-based technique in this study. This technique is ap-
plied using class labels as a basis, followed by a ranker search method. The pur-
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pose of this technique is to determine the relevance of features in the classifica-
tion task and assign them a ranking accordingly.

Prediction

In the next step selected features are classified for the prediction of diseases after
being mapped onto the training model. The classification of diseases is structured
as a multi-class issue, where patient data is classified into four primary categories,
each representing a distinct disease type.

In order to facilitate the training process, we have employed a classification
algorithm based on multilevel Support Vector Machine (SVM) in this study. This
algorithm functions by utilizing an accurate function and high dimension to sepa-
rate class data using a hyper-plane. SVM is optimized for multiple classes to deal
with real-world issues. In multilevel classification, pair-wise classification of
SVM is used to train the given set of data for each pair of given classes.

Once the model is trained, to evaluate the performance and efficiency of the
proposed approach we have applied the trained model to the testing dataset. The
prediction model results are assessed using three primary metrics, namely accu-
racy, sensitivity, specificity and ROC, to determine its performance.

Risk prediction and recommendation model for heart disease

The main goal of this study is to develop a recommendation system that can pro-
vide accurate recommendations based on the severity of diseases related to heart.
The proposed recommendation model evaluates the patient’s data to predict the
level of risk and determine the severity of the disease. The algorithm for the pro-
posed model is given below:

Input: P = Prediction of Disease, D = Dataset of patients’

Output: Recommendation R: (1, 2, 3, and 4)

(1: No recommendation, 2: Need to normal exercise, 3: Need to visit doctor,
4: Need to get hospitalized and have proper treatment)

1. X=(x1, X2, x3), {Xrepresent critical feature set}
(x1: Cholesterol, x,: Blood Pressure, x3: Blood sugar)
Y = (Critical, Medium, Normal) {Let ¥ represent severity range of X}
Let W represent the weight of X
Kb=X,W,Y (Kb=Knowledge base)
for each disease P and info from k, d
Calculate Probability, Prob (P) and Prob (P)
Prob (P): occurrence of disease, Prob (P): absence of disease
9. R =Prob(P)/Prob(P) {R=Estimate Risk}
10. If Y == Critical then,
11. For R< or > 1 AND for Prob <or > 0.30

12. Indentify S and compute final score; {S=Score}Final Score = %" s,(,)
13.End

14. Else if Y = medium then,

15. For R> or <1 AND for prob < or > 0.30 then,

16. S (Final Score) = 3" 5,(,)

e A i
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17. End

18. FS (Final Score) = (0 — 5),

19.0<FS<1.9:R=1
2< F§S<29<R=2
2.9<FS§<3.9<R =3
4<FS<5<R=4

20. End

21.Return R

Recommendation

Scopes of parameters are identified after the prediction of diseases which also
depends upon ranges and risk factor values of severity. The four major general
types of recommendations assigned to patients are:

1. No recommendation.

2. Normal Exercise.

3. Visit to doctor.

4. Need to get hospitalized.

The range of parameters in the feature set for heart disease is x; = Blood
Pressure x,: Cholesterol, x3: Blood sugar.

The recommendation classes with score ranges and parameters ranges are
given in Table 2 and Table 3.

Table 2. Class labels and ranges recommendation

Class Labels Scores
Class 1 No recommendation 0-0.25
Class 2 Normal Exercise 0.25-0.50
Class 3 Visit to doctor 0.50-0.75
Class 4 Need to get hospitalized 0.75-1

Table 3.Ranges of parameters to check heart disease

. Ranges
P t Weight
arameters cightage Critical Normal
Blood pressure 0.75 >160 120—160
Cholesterol 0.50 >300 200300
Blood Sugar 0.25 >125 100—124
RESULT AND ANALYSIS

In the following subsection, we provide details about the dataset used and present
the outcomes of the proposed system obtained through experimental evaluation.

Dataset: For our study, we incorporated a heart disease-related dataset. Our
developed system was trained and tested on a heart disease dataset that is openly
accessible in the UCI library at http://archive.ics.uci.edu/ml/datasets/heart+disease.
This dataset consists of approximately 1000 patients’ health records, with health
features described in Table 4.
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Table 4.Parameter for the health status of patients

Blood Pressure
Range of BP (mm Hg) Risk of disease
90/60 (low) High
120/80 (Normal) Fit (No Disease)
140/190 (High) Very High
Cholesterol
Range of Cholesterol (mg/dL) Risk of heart disease
100 to 129 mg/dL Fit (No Disease)
130 to 159 mg/dL Border Line
160 to 189 mg/dL High
190 mg/dL and above Very High

Output for classification phase

Fig. 2 illustrates the ROC curve representing the performance of the predicted
model. The prediction of heart disease achieved an AUC of 0.93 for the MSVM
algorithm. The ROC curve of the Random Forest (RF) model is closer to 1, indi-
cating higher accuracy. The curve showcases the pair of specificity and sensitivity
values for a specific threshold decision at each point.

ROC Curve
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Fig. 2. ROC curve for the prediction algorithm

The performance of the MSVM classifier was evaluated using various per-
formance metrics, primarily accuracy. It was compared to the accuracy of other
existing models, namely KNN (85.1%), Naive Bayes (89.7%), and neural network
(91.8%). KNN relied on a single parameter, K (number of neighbours), while Naive
Bayes utilized two hyperparameters, o and 3, for features classification. The neural
network employed the sigmoid activation function to optimize parameters [33].

Fig. 3 presents a curve that represents the accuracy of the multilevel Support
Vector Machine (MSVM) classification model. The model achieved an accuracy
rate of 94.09%, indicating an optimal solution for improving accuracy compared
to existing models such as KNN, Naive Bayes, and neural network, as shown in
Figs. 4, 5 and 6 display the specificity and sensitivity rates, respectively. These
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figures provide insights into the model’s performance in terms of correctly identi-
fying true negatives (specificity) and true positives (sensitivity).

Accuracy Rate
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Fig. 3. Accuracy curve for the prediction algorithm
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Fig. 4. The Accuracy of different algorithms
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Sensitivity Rate
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Fig. 6. Sensitivity Rate

The output of the prediction and recommendation phase

In this section, outcome from the prediction and recommendation phase is pre-
sented. This research work aims to predict health-related issues in patients and
provide recommendations based on the risk and probability of occurrence of dis-
eases. Initially, knowledge is gathered from medical experts and clinical records,
and then the weight of each parameter is applied based on its significance. Based
on the criticality of parameters different ranges are assigned. Parameters falling in
the normal category are ignored.

The following equation is used to evaluate the risk based on the knowledge
base database:

Risk (R) =P (e)/P (e);
P (e) = Probability of disease with abnormality;

P (e) = Probability of disease without abnormality.

The prediction of the diagnosed disease likelihood is based on the input from
the fuzzy system and the classification process and determines the corresponding
risk level. By analyzing the given dataset using this method, the resulting values
indicate whether the patient’s health is at risk or not. The output obtained from the
fuzzy model can be found in Table 5.

Table 5. Sample table of outputs of recommendation model
Patient id Disease Level Recommendation
51 Normal 0 No recommendation
57 Heart disease 0.25 Normal Exercise
63 Normal 0 No recommendation
75 Critical Heart disease 0.5 Visit to doctor
81 Highly Emergency 1 Need to get hospitalized

CONCLUSION & FUTURE WORK

The study proposes a framework for predicting and recommending treatments for
heart-related diseases using a multilevel decision-making approach. The proposed
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multilevel classification model, based on the support vector machine, achieves an
accuracy rate of 94.09% and provides crucial health recommendations for the
early prevention of critical diseases to patients upon disease detection. Imple-
menting these recommendations can help reduce the risk of heart disease and en-
sure better health outcomes for patients.

In the proposed work, a dataset of around 1000 patients was used. However,
it should be noted that the proposed model has limitations, as it relies on clinical
validations for any health recommendation decisions.

The proposed model contributes to the medical field by enabling better deci-
sion-making for patient healthcare. The analysis of the results focused on accu-
racy, and we compared the accuracy of our proposed model with three commonly
used algorithms (KNN, Naive Bayes, and Neural Network). We found that the
MSVM classification algorithm provided the optimal solution with better accuracy.

In future research, the suggested approach will be evaluated using a real-
time dataset. Additionally, the scheme can be expanded by examining the influ-
ence of additional characteristics on the recommendation of heart disease, thereby
enhancing safety during the validation stage. To achieve this, the implementation
of deep learning based technology is necessary. This technology will enable visu-
alization and recording of the learning process, ensuring transparency in the use
of deep learning-based techniques.
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BAT'ATOPIBHEBA CUCTEMA HPHF!HS[TT?[ PIIIEHb I
INPOIrHO3YBAHHAA TA PEKOMEHJAIIM HOJ0 3AXBOPIOBAHbD,
MNOB’AA3AHUX 13 CEPLHEM / Benna lllapma, Cypennep Cinrx Camant

Amnoramnisi. TouHe nporHo3yBaHHs IpoOJIeM, ITOB’s3aHUX 31 30POB’sIM, € cepiios-
HOIO IIPOOJIEMOIO B raly3i OXOPOHH 3[0POB’sl, IPUUOMY CEpLEBO-CYJHHHI 3aXBOPIO-
BaHHs CTAHOBJISITH OCOOJIMBO 3arpo3y B IIIOOANBHI MpoOiieMi OXOPOHH 3I0pPOB’S.
TouHe TMPOTHO3YBaHHS Ta PEKOMEHMAI] IOJ0 CEPIEBO-CYIMHHHX 3aXBOPIOBaHb
MAaloTh BHUpIIIANbHE 3HAUEHHS IS HAJaHHS CBOEYACHOTO Ta e()EeKTHBHOTO JIiKyBaH-
Hs1. OCHOBHOIO METOIO LBOTO JOCTIKEHHS € POo3poOJieHHsT MoAeni kiacudikarii,
34aTHOI TOYHO ieHTH(DIKYyBaTH 3aXBOPIOBAHHS CEpLsl Ta HAJATH BiIMOBIJHI PEKO-
MEHJIAMIT JUIs MaI[i€HTiB. 3anpornoHOBaHO CUCTEMY, sIKa 3aCTOCOBYE OaraTopiBHEBUI
MeXaHi3M Kiacudikamii 3 BUKOPUCTAHHSAM OIOPHUX BEKTOPHMX MamuH. Bin crnps-
MOBaHHMIl Ha KiacH(iKalifo 3aXBOPIOBaHb CEPL LUIIXOM aHAII3Y KUTTEBO BAXKIIHU-
BUX IapaMeTpiB narieHTa. EQekTuBHICTS 3arpornoHoBaHO] MOZIENI OIL[iHEHO IUITIXOM
if TecTyBaHHSAM Ha HAOOpi AaHUX, KU MICTHTH 3anucH nauieHTiB. ChopmoBaHi pe-
KOMEHaLii IPyHTYIOTHCS Ha BCEOIYHOMY OLIIHIOBaHHI TSDKKOCTI KIIIHIYHHX MPOSBIB,
SIKi IGMOHCTPYIOTh HNALliEHTH, BKIFOYHO 3 [OB’sI3aHUM PU3HKOM SIK KJIIHIYHUX O3HAK,
TaK i caMoro 3axBoproBaHHs. [IporHo3u OLiHEHO 3a TPhOMa MOKa3HUKAMH: TOUHICTb,
crerudivHICTh 1 KpHBa POOOYMX XapaKTEPHCTHK NpHiiMava. 3arpolOHOBaHA MO-
nens knacudikarii Multilevel Support Vector Machine (MSVM) nocsrna piBHs To-
gHOCcTi 94,09% y BUSBIEHHI TSDKKOCTI CEPLEBHX 3aXBOPIOBAHbB, IO POOUTH 11 LiH-
HHMM IHCTPYMEHTOM Y Taiy3i MEJWIMHH IJIS HaJaHHS CBO€YAcHOI JIarHOCTHKH Ta
pEKOMEHIAIi} MIOA0 JTiKyBaHHA. 3alpoNOHOBaHA MOJAENb A€ 0araTooOiIsUTBHUN
MIJIXiJ] UIsl TOYHOTO TIPOTHO3YBaHHS 3aXBOPIOBaHb, OB 3aHUX 13 cepLeM, i 3acBi-
4y€e MOTEHI[iaJ METO/IB IIPOrpaMHOro 004YKCIIeHHS B cdepi oxopoHu 310poB’s. Ilo-
JabIIl TOCHIIKEHHS MOYKHA 30CEPeIUTH Ha YAO0CKOHAJICHHI IiIBUILEHHS TOYHOCTI
Ta 3aCTOCOBHOCTI 3aIIpONOHOBAaHOT MOJEI.

KurouoBi cioBa: oxopoHa 370poB’si, 3aXBOPIOBAHHS CEpILsL, MOJENb Kilacudikarii,
METO/IX HaBYAHHSL.
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Abstract. The paper examines the issue of improving the methods of identification
of economic objects and their analysis using algorithms of intelligent data process-
ing. The use of the developed methodology in the economic analysis allows for
improvement in the quality of management. It can be the basis for creating decision
support systems to prevent potentially dangerous changes in the economic status of
the research object. In this work, an improved method of c-means data clustering
with agent-oriented modification is proposed, and a radial-basis neural network and
its extension are proposed to determine whether the obtained clusters are relevant
and to analyze the informativeness of state variables and obtain a subset of informa-
tive variables. The effect of applying data compression using an autoencoder on the
accuracy of the methods is also considered. According to the results of testing of the
developed methodology, it was proved that the probability of incorrect determina-
tion of the state was reduced when identifying the states of economic systems, and a
reduced value of the error of the third kind was obtained when classifying the states
of objects.

Keywords: machine learning, digital development, fuzzy clustering, radial basis
neural networks, logistic regression, analysis of variables informativeness.

INTRODUCTION

Analysis of the state of economic systems requires taking into account a large
number of factors that have a stochastic nature of development and high dyna-
mism. Continuous monitoring allows taking into account the influence of these
factors and maintaining the stable functioning of economic systems in conditions
of constant global fluctuations [1]. Machine learning methods make it possible to
evaluate these factors, their possible and real impact on macroeconomic proc-
esses. The use of machine learning algorithms provides early consideration of the
effects of factors that may threaten the stability of economic systems [1].

The use of intelligent methods for the analysis of collected economic data al-
lows to automate the solution of many problems in the management of economic
processes [1], which significantly increases its quality and efficiency. Automated
systems of economic analysis are used as decision support systems to prevent po-
tentially dangerous changes in the state of economic systems [1; 2]. Existing in-
formation systems of economic analysis have modules for solving problems of
clustering, classification or forecasting of received data, based on machine learn-
ing methods, which allow to improve the accuracy of received decisions.

The aim of the study is to improve the quality of data stratification in the in-
formation analysis of economic systems by developing a methodology that
includes methods of clustering, classification and analysis of the informativeness

© V.V. Donets, V.Y. Strilets, M.L. Ugryumov, D.O. Shevchenko, S.V. Prokopovych, L.O. Chagovets, 2023
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of economic data. The scientific objective of the study is to improve the existing
methods of economic data analysis through the introduction of an agent-oriented
modification of the clustering method and radial basis neural networks for analyz-
ing the informativeness of state variables. The proposed methods are expected to
reduce the probability of erroneous determination of the state in the analysis of
the economic system, thus the value of the third-order error in the classification of
its state will be reduced.

STATEMENT OF THE RESEARCH PROBLEM

The data obtained as a result of the study of the economic system can be pre-
sented in the form:

X = {xim}’

where i=1,N, m=1,M , X — matrix representing the data sample for analysis;
N — number of objects; M — dimension of space.

The problem of data analysis that characterizes the state of the economic
system consists of solving a sequence of problems:

— division of a set of data into sets that are similar according to certain char-
acteristics — the task of clustering;

— determination of the current state of the economic system based on a set of
characteristics — the task of classification;

— determination of a set of features that best describe the state of the eco-
nomic system — the task of selecting informative features (reduction of the space
of features).

Let’s consider the methods of solving each of the problems.

FUZZY DATA CLUSTERING METHOD

For some known set of valid clusters Y it becomes necessary to split the input
data X to |Y | subsets (clusters, classes), so that each cluster consists of objects

that are close by some metric, or distant by another. Thus, each object will be as-
signed to the y-th cluster.

The result of the clustering algorithm [3] will be the application of the func-
tion cluster: X — Y , which matches each object in the input set x € X matching
an object from a set of clusters. Usually, plural yeY known in advance for a

non-hierarchical approach, or determined in the process for a hierarchical ap-
proach. Therefore, the question of determining the optimal number of clusters, as
one of the parameters determining the final quality of clustering, often arises.

Let’s define the distance between cluster objects as a metric for cluster
analysis. Then we define the degree of similarity of objects as the reciprocal of
the inter-element distance. Among the works devoted to cluster analysis, can be
found a large number of possible metrics for determining the inter-element distance
or degree of similarity. The most widespread metric is based on the Euclidean
distance, which is a special case of the Minkowski distance [4] with the value of
the parameter € =2 . Generalized Minkowski metric:
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M €
ds(xiaxj)zs Z‘xim_xjm :
m=1

The c-means fuzzy clustering method allows fuzzy distribution of objects
into clusters or classes. In the c-means method, the object belongs to all clusters,
but with a certain value of cluster membership [5].

In the method of fuzzy clustering [6], the membership matrix of elements to
a cluster is calculated according to the assumption of a normal distribution of data
according to the formula:

N(d(x;,c;)n=0,0;)

P; ,
Zl.zle(d(xi,ch M=0,Gj)

where x; — i-th element of the set, i=(;P;);c; — j-th cluster cen-

ter; d(x;,c;) — distance between points x; and ¢;; N(d(x;,¢;)|n=0,0;) —

1 1

probability density of a normal distribution at a point d(x;,c;).

g
The cluster centers are adjusted according to the formula

bj
c. i=l1 Wijxi (1)
I P :

i=1 Wi
The center adjustment process continues until the loss function is minimized:

K P s
loss = > d(x;,c;)"w; —min, )

j=li=1

or on the condition of reaching some limitation on the number of iterations, or the
required classification quality.

Among the important disadvantages of the c-means method are the inability
to divide the space with a complex shape of target clusters that go beyond simple
M-dimensional spheres, and an insufficient level of robustness to noise [5; 7].

For data from real problems, both a complex distribution of object parame-
ters and a high dimensionality of the input data are inherent, which in turn deter-
mines the complex form of M-dimensional target clusters. Therefore, for the usual
method of fuzzy clustering and many of its modifications, clustering with high
accuracy is not possible. A modification of the distance metric (together with the
membership metric) is proposed in [8]. An interesting approach is the assumption
of the Cauchy distribution and the use of the Mahalanobis distance, which were
proposed in [9; 10]. Mahalanobis distance was used to improve the calculation
algorithm that prevents degeneracy of the inverse matrix [11]:

MD(x;,c;) :\/(xi _Cj)Ti;l(xi —¢;),

where =X +AZ — is the regularized covariance matrix; A — is a constant
greater than zero.

Taking into account the assumption of the Cauchy distribution in the data,
the expression for calculating the value of belonging to a certain cluster [5] has
the form:
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p(xl"cj
P
ijjl p(xiacj)

Solving the clustering problem for clusters of complex M-dimensional form
using Gaussian mixture models was considered in works [12; 13], using the de-
rivative in [14] and using the Mahalanobis distance in [5; 9]. According to the
obtained results, an improvement in clustering accuracy is noted, but the problem
of spatial separation and overuse of input data dependence occurs.

In works [5; 15], the possibility of taking into account the relative entropy of
the data distribution was considered when using the c-means method, but the
Euclidean distance was chosen as the metric of the distance between the objects
of the sample, which reduced the computational load, but did not take into ac-
count the entropy of the data.

To overcome the difficulties of using the basic method of fuzzy clustering
and its modifications based on Mixture and Gaussian mixture models on data with
a complex shape of M-dimensional target clusters [12], which is based on an at-
tempt to take into account the entropy of clusters [15] and the Kullback—Leibler
distance [16], it was proposed to improve the clustering method.

The Kullback—Leibler distance is an asymmetric measure of the informa-
tional difference between two probability distributions. This measure has proven
itself well in methods of information processing in physical systems and sta-
tistics [16].

According to the previous definition x;,, € X — is the m-th state variable of

3)

5 -1
MD* (x;,¢;

1
s p(xi’cj)z nn|:1+ nz

the i-th vector of the input data sample, where m €[1,M ], M — dimension of the
state vector. Let’s define f; € F' as the s-th object function from the vector of
object functions s €[1,S], where S — the dimension of the object functions vec-
tor. Then M (f;) and M ,(x;,) are mathematical expectations of f; and x;,
respectively. According to this definition D(f;) and D(x[m) — dispersion of the
relevant variables, and o(f;) and o(x;,) — standard deviation. Variance and
standard deviation of conditional dependence of f; from x;, an be determined

by formulas:

D(.fs |xim) = Var(M(x (fs (xin—m )))7 vna n#m, Xin = const ; (4)

G(fs|xim):\)D(fs|xim)' (5)

Using expression (4), we obtain estimates of informative state variables:

— D(fs |xim)
B(/s) AR

b

where E(f;) — signal energy.
From (5), we get the influence coefficient (signal to noise ratio):

Osm = SJVR(]‘:v |xl-m) :M
CS(Xim)

In [16], the Kullback—Leibler entropy is defined as follows:
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M o
Dy (f5>x:) =mZ:1 P(Xim | f5)10g) (pg(’:—llnf;)} .

Mutual informative dependence is then determined by the formula:

In the proposed method, we replace the loss function (2). Instead, we will get
a formula for determining mutual informative dependence, which will be a func-
tion of clustering quality assessment, that is, a function of losses in the developed
method of fuzzy clustering:

k Pj
H(X,Y):-%Z Pl YD %Y Dy (x;, YD) | |- min,
j=1 jj:l i=1

where Y; — state variables belonging to the j-th cluster.

AGENT-ORIENTED MODIFICATION OF THE CLUSTERIZATION METHOD

To overcome the non-priority problem, an agent-oriented modification was
developed for the classical method of fuzzy clustering considering the
M-dimensional spatial shape [3; 5], which is considered below.

Let's introduce special notations for the developed method of fuzzy cluster-
ing: X — agents, elements of the input sample, C — centers of clusters, then X;
— agents, cluster elements, Z — agents clusters. According to the agent-oriented
approach, the elements-vectors of the input sample and the clusters are agents,
these agent-elements choose the cluster agents closest to them, which they join
according to a pre-specified metric, thus forming cluster agents. The number of
cluster agents is determined by minimizing the loss function. According to the

previous definition: the input sample partitioned into clusters is X ={P;}, where

K
je(L,K )(1, K ) , N= Z ‘Pj‘ — the number of elements in the input sample;
j=1
P; — set of elements belonging to the j-th cluster; K — number of clusters. Than
x;; € P; — the i-th element of the j-th cluster.

Four metrics were chosen to compare the possibilities of spatial separation
of clusters and computational efficiency:

dl(xl]’ ])
Wy dl(x,], ;) )
DKL(XU,C )

p(xljac )*10g2p(~xlj9c )

d(x;,c;) =

Mahalanobis distance
Kullback—Leibler

where d,(x;;,c Manhattan distance; wy; ', (x;

U’ j) y’ ])

with the inverse of the membership function; — Dy (x;,¢;) —

divergence; p(x], ; )*10g2 p(x;, ]) cross entropy.
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Having the distance to determine the inter-element distance, we will get an
expression for determining the cost function for each cluster, that is, the average
measure of the intraclass distance:

1 ‘PJ‘

cl_loss(Pj)z—Zd(xlj,cj . @)
Rl

Then, using expression (7), we obtain the general cost function for evaluat-
ing the current quality of clustering:
N
loss(X') = ra Z cl_loss(P;). ®)
j=1
By combining the classical method of fuzzy clustering with the agent-
oriented approach described above, we will obtain a statement of the research
problem, according to which it is necessary to determine the number of clusters
and such a distribution of elements by clusters that the value of the cost function
is minimal:
A=[K",X"],
A= argmin (loss(X")).
According to the classical clustering method, cluster centers are optimized
according to expression (1), and the membership matrix for adjustment is calcu-
lated according to expression (3) taking into account the Cauchy distribution as-

sumption. We formulate the clustering algorithm, defined according to the agent-
oriented approach, as follows:

1. Determine some initial number of cluster agents K’ > K , that is more
than the target number of clusters, and set a limit on the number of elements in

each cluster |P} |= N/K" and choose randomly K’ centers of clusters {c it
2. Select one of the inter-element distances (6) |P; | of the closest elements
to each cluster, that is, to form cluster agents P; .

3. For each cluster, calculate the value of the parameters p(x;; | Pjt ) distribu-

tion and the values of the membership matrix according to expressions (3), and
according to expression (1) adjust the cluster centers.

4. To each center of the cluster according to the selected measure d(x;;,c;)

to choose |P} | new agents-elements.

5. For each cluster agent, according to expression (7), determine the value of

the cost function (or the average inter-element distance) c/ _loss(P; )

6. To estimate the current quality of clustering by the loss function accord-
ing to expression (8). In the case of the operation mode of the algorithm in the
automatic search for the optimal number of clusters, and the increase in the value
of the cost function, stop the algorithm.

7. To select agent-clusters and discard the agent-cluster with the highest

value ¢/ Zoss(P} ).
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8. To determine the new number of clusters K'*'=K’—1 and the new

number of cluster elements | P;H =N/K L

9. Return to stage 2, if K' >K .

CLASSIFICATION METHOD BASED ON MULTIPLE LOGISTIC
REGRESSION

To solve the problem of multiclass classification in the case of spatially separated
data, it is proposed to use a radial basis neural network (RBFN) with multiple lo-
gistic regression. The application of the RBFN model for multiclass classification
will allow checking the assumptions about the correctness of the cluster definition
and testing the model’s ability to generalize.

RBFN structure: Hy inputs for each of the parameters, H; neurons of the first
layer and H, output neurons. We define the vector of input data for the -th layer
of the neural network (or the vector of output data for the k-1 layer) as

¥ = [Yl(k),..., Y 1(1k )]T , we define the vector of coordinates of the cents of the ac-

tivation function for the hidden layer as ¢; =lcj1,¢jpsensc jHO]T , where j=1.H|,
and the vector specifying the window width of the activation function of the j-th
neuron of the hidden layer is defined as 6; =[5 ;1,0 5,...,0 1. Then the acti-

vation function for the neurons of the hidden layer will look like this:

9;=(1.¢;.5,)= exp{ Z pthE(Ppw
y©)

~Cin . . .
where 7, = u; w;; — weighted connection between the i-th neuron of
O
Jjh
the output layer and the j-th neuron of the input layer.
Multiple logistic regression [17] is used as the activation function of the out-

put layer, the outputs of which are defined as:
o))

I THr N

Z k=21 eXp (’Yk )

A hybrid algorithm was used for training the RBFN, which includes 2 steps,
the repetition of which usually leads to fast training of the network, especially if
the parameters are successfully generated [18]:

1) selection of linear network parameters (weights) using the pseudo inver-
sion method;

2) optimization of nonlinear parameters of activation functions (window cen-
ters and widths).

1
> A€ Y ZZ(PiWy-
i

If there are P training pairs ( ,d ), p=1..P and fixing the specific val-

ues of the centers and window widths of the activation functions, we get a system
of equations:
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Oy, =d;, i=1.H,,
where ®=[¢,], p=1.P, j=0.H,, ©,0=L1 W =[Wo.wy,..wy 1, d =
T
Z[dOiadlia'":dpi]
Vector w; can be determined in one step using pseudo matrix inversion @ :

w; = ®+gi, which in practice is calculated using the decomposition of eigen-
values.

At the second stage of the algorithm, when fixing the weights, the excitation
signal passes through the network to the initial level, which allows to calculate the

error value for the sequence of vectors {Y, ISO)} . After that, there is a return to the

hidden layer. The gradient vector of the selection function according to the spe-
cific variable cents and window widths is determined by the error value:

7@ —di,, .

Algorithm for forming the “coverage zone” by radial basis functions of k-
K Hy
neighbors o7, = =LZ Y (cp—cw)’s k=1.K, K €[3,5] was used to de-
KiZia
termine the values of the window widths, which helped reduce the training time
of the RBFN.

CHARACTERISTICS INFORMATIVENESS ANALYSIS METHOD

Since it is proposed to use the RBFN network to solve the classification problem,
this model can also be used to find the minimum possible subset of informative
variables. The input data set can be represented as a Taylor series, keeping only
the terms of the first infinitesimal order. For the variance of an arbitrarily ob-
tained linear function of several random variables, the estimate is valid:

2
Dy =(gradY,)" =, gradY, —é % Z z o c
Y; g i s8 i 6sj i a aSl S N

j=1 j=li=11%] S_;
where ¥g — covariance matrix of variables §;;S,, o5 — standard deviation;

r;) — correlation coefficient between variables ) and S, .

Then the standard deviation and variance of the RBFN output can be esti-
mated according to the architecture chosen for it, and from them determine the
energy of the signals by the expression [18]:

Dyl
2
oy® ) Hy 8Y(2) ay(z)
where D = ———| 6" + .
YOO ( or© y(© n:l%h aY(O) 7 aY(O) 0
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Then the coefficient of informativeness of the variables (the weight of the

contribution of Yh(o) in to Y[(2)) is defined by the expression:

D
‘ IO
Bin = £

1

DATA PRE-PROCESSING METHODS

In machine learning problems, it has become common practice to use data pre-
processing methods (normalization, cleaning from anomalies, and dimensionality
reduction) to improve the quality of problem solving [19]. Three methods of the
scikit-learn, Python library were used for data normalization:

— RobustScaler scales parameters with robustness to statistical outliers.

— StandardScaler (Z-score normalization). Reduces the mean and scales to
unit variance.

— MinMaxScaler (min-max normalization). Each parameter is scaled and
translated individually by the estimator so that it falls within a given range, for
example [0,1].

The detection of unusual elements, events, or observations that are signifi-
cantly different from the main body of data and do not correspond to a well-
defined definition of normal behavior is called the process of anomaly detection
[20]. Data cleaning techniques remove values that have been identified as outliers
and based on anomaly detection.

Two outlier detection methods from the scikit-learn library were used:

— Interquartile Range (IQR). By dividing the data set into quartiles, it is used
to measure variability;

— Isolation forest. The method uses isolation to find anomalies (how far a
data point is from the rest of the data) [21; 22].

The dimensionality reduction process aims to provide a lower-dimensional
representation of the original data set while preserving its important characteris-
tics. Separate scikit-learn and PyTorch libraries were used for dimensionality re-
duction. Three methods were used:

— T-distributed Stochastic Neighbor Embedding (t-SNE) [23];

— Principal Component Analysis (PCA) the method is based on SVD, it re-
duces the dimensionality of the data well [24].

— Autoencoder. Is a certain type of feed-forward neural network where the
input matches the output. It compresses the input data into a bottleneck (lower
dimensional data) and then reconstructs the output data from that representation.
The bottleneck is the target compact summation or dimensionality reduction of
the input data, also called the latent space representation.

APPLICATION OF METHODOLOGY FOR COUNTRIES DIGITAL
DEVELOPMENT DATA ANALYSIS

The developed methodology was tested to identify the state of digital develop-
ment of the countries of the world. For the classification (positioning of countries)
regarding the level of their digital development, the hypothesis of the existence of
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homogeneous groups of countries (objects) according to specialized indices was
tested. Indices that fully reflect the state of digital development were selected:

— EGIit — Global E-Government Development Index;

— NRIit — network readiness index;

— ICTit — information and communication technologies development index.

By forecasting independent factors — indicators of digital development
based on the model, it is possible to estimate the forecast level of social progress
of a specific country. The Social Progress Index (SPI) is a combined indicator of
the International Research Project The Social Progress Imperative [25; 26] which
measures the achievements of the countries of the world in terms of social well-
being and social progress. The authors of the study [25; 26] believe that indicators
of social development are often considered as an alternative to indicators of eco-
nomic development. The global e-government development index [26] is an inte-
gral indicator that assesses the readiness and capabilities of national government
structures in using information and communication technologies (ICT) to provide
public services to citizens. The index of network readiness [26] characterizes the
level of development of information and communication technologies and the
network economy in the countries of the world. Currently, the index is considered
one of the most important indicators of the innovative and technological potential
of the countries of the world and their development opportunities in the field of
high technology and digital economy. The ICT Development Index is a composite
index that combines 11 indicators and is used to monitor and compare the devel-
opment of information and communication technologies (ICT) between countries.

To implement the model, a sample of 115 precedents (observations by coun-
try) was collected for 32 variables of the state of social development for each
precedent and the 33rd field for the predictive value of the state. The ratio of val-
ues of the social progress index SPIt (Social Progress Index) and the average level
of income was used to mark the educational sample. All precedents of the sample
were distributed according to the respective states:

— “High income” — 45 precedents (I);

— “Upper middle income” — 11 precedents (I);

— “Lower middle income” — 25 precedents (I1I);

— “Lower income” — 34 precedents (IV).

For this sample, pre-processing of the data was first carried out: normaliza-
tion and detection of anomalous values. Clustering was performed for the consid-

ered economic data, and classifi-

Table 1. The matrix of inconsistencies in cation was performed to verify its
the classification of data indicators of the digital results. It was decided to use the
development of the countries of the world Kullback-Leibler distance classi-

fication method. As a result of its

Actual Predicted class application, an accuracy of
class [ II 1 v 84.3% was achieved, and the
I 37 1 0 7 value of the flow function was
11 1 8 1 ! obtained as 0.0117. A matrix of
I 2 0 21 2 inconsistencies (Table 1) was
v 0 1 2 31 also constructed to assess the ac-

curacy of the method, as well as graphs of cost function values (Fig. 1) and ROC
curves for each of the classes (Fig. 2).
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Fig. 1. The ratio of the number of clusters to the value of the cost function for economic
indicators of the countries of the world data
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Fig. 2. ROC curves for each of the classes for these economic indicators of the countries
of the world

After a series of experiments, it was decided to apply the autoencoder
method to reduce the dimensionality of the data with 98% information retention,
which made it possible to reduce

Table 2. The matrix of inconsistencies
in the classification of compressed data in-
dicators of the digital development of the

the dimensionality of 32 to 11 state
variables for each case. After this
application, an accuracy of 86.9%

countries of the world was achieved, and the value of the

Actual Predicted class cost function became -0.04827.
class I I 11 v A matrix of inconsistencies (Table 2)
I 38 0 0 7 was also constructed to assess the
I 0 10 0 1 accuracy of the method and a
I 1 0 71 3 graph of the values of the cost
v 0 1 ) 31 function (Fig. 3) and ROC curves

for each of the classes (Fig. 4).

To carry out multi-class classification with the help of RBFN, the data of the
digital development of countries with a reduced dimension, processed by the
autoencoder method, were used. To test the ability of the model to generalize, the
data were divided into test and training samples in the ratio of 20% (22 prece-
dents) and 80% (93 precedents), respectively. Previously, the data sample was
normalized.
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Fig. 3. The ratio of the number of clusters to the value of the cost function for the compressed
data of the economic indicators of the countries of the world
ROC curve for each class
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Fig. 4. ROC-curves for each of the classes for compressed data of economic indicators of
the countries of the world

RBFN will receive 7 state variables that do not have a defined value at the
input, and at the output there will be estimates of state variable values — 4 states.
The structure of the proposed RBFN has H, =7 inputs for each of the parame-
ters, H, =90 neurons of the first layer and /, =4 output neurons.

As a result of training on the

Table 3. Misclassification matrix of training samp]e’ an accuracy of
the compressed data of the country’s digi- 83.87%, while on the test sample —

tal development indicators of the world 68.18%. To display the test results, a
matrix of inconsistencies was con-

Actual Predicted class structed for the training sample (Ta-
class ! 11 1 v ble 3) and a ROC curve was shown
I 8 0 0 1 (Fig. 5), which has a smaller coverage
I 0 2 0 1 area (i.e., worse classification ability),
I 0 4 1 0 because part of the data was used for
v > 0 0 4 training, which reduced the ability of

RBFN to generalization.
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Fig. 5. ROC curves for each of the classes for the PCA test sample of compressed data of
indicators of digital development of the countries of the world

An analysis of the sensitivity of the target function was also carried out, i.e.
the most informative indicators were determined. The results are shown in Table
4. Based on the results, it can be concluded that a different set of variables is in-
formative for each cluster.

Table 4. Sensitivity analysis of the variable clusters objective functions

Cluster Number SensitiYe cluster Mathema?ica! expecta.tion
of precedents variables of the objective function
0 45 TII, ICT, HCI 85.33
1 11 TII, ICT, EGI 52.87
2 25 EPI, HCI, OSI 63.47
3 34 HCI, EPI, EGI 73.60

All numerical studies were carried out using the computer program “Nonlin-
ear estimation methods in the multicriterion problems of system’s robust optimal
designing and diagnosing under parametric apriority uncertainty (methodology,
methods and computer decision support and making system” (ROD&IDS), devel-
oped by the authors [27].

CONCLUSIONS

The methods of intelligent data flow processing are widely used during the identi-
fication of the states of economic objects. The use of new methods will make it
possible to supplement the package of available tools for solving current problems
with data processing and will make it possible to increase the stability of the
methods to the nature of the data and improve the situation with the use of com-
puting resources.

Presented study examines the problem of improving the methods of classifi-
cation and clustering of countries according to the state of social and digital de-
velopment. A multiclass classification method based on radial basis neural net-
works and a data clustering method based on an agent-oriented modification of
the c-means method are proposed.
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The proposed RBFN uses multiple logistic regression as the last layer for

multiclass classification and the training results of an agent-oriented clustering
model as input parameters. The peculiarity of the modification of the c-means
method is the introduction of elite selection of clusters.

According to the results of the research, the proposed methodology is pro-

posed to be used for the analysis of economic systems to improve the quality of
decision-making, but it should be noted that the method requires a qualitatively
prepared sample that covers the largest possible space of input parameters for the
target classes.
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METOJOJIOI'ISI AHAJII3Y JAHUX EKOHOMIYHOI'O PO3BUTKY KPAIH /
B.B. Houens, B.€. Crpimens, M.JL. Vrpromos, J1.0. IlleBuenko, C.B. Ilpokomoswuy,
JI.O. Yarogenp

AHoTamis. JIoCiPKeHO MUTaHHS yIOCKOHAJICHHS METOMIB ieHTH(DIKAIT eKOHOMI-
YHUX 00’€KTIB Ta IX aHaNi3y 3 BUKOPHUCTAHHSIM ITOPUTMIB iHTEJIEKTYaJIBLHOTO 00-
pobiienns naHux. Bukopucranus po3po0ieHol MeTo10510Tii B eKOHOMIYHOMY aHaTi-
31 JO3BOJISIE MiABHILINTH SKICTh YIPABIiHHS Ta MOXKE OYTH OCHOBOIO ISl CTBOPEHHS
CHCTEM MiATPUMAHHS MPUHHATTS PILICHB IS MOTEPEKECHHS MMOTEHIIHHO Hebe3e-
YHHUX 3MiH €KOHOMIYHOTO CTaHy 00’€KTa AOCIHiIKCHHS. 3allpONOHOBAaHO YIOCKOHA-
JICHUH MeToJ| KJIacTepH3allii JaHUX C-CepeAHiX 3 areHTHO-OPiEHTOBAaHOIO MoMpika-
mi€lo, U BU3HAYEHHS BIANOBIIHOCTI OTPHMAaHUX KIACTEPIB aKTyaJlbHHM
HPOIIOHYEThCS pajianbHO-0a3ncHa HelpoMepexka Ta ii pO3MMPEHHs — IS aHalli3y
iH(pOPMATHBHOCTI 3MIHHHX CTaHy W OTPUMAaHHS IIJIMHOXHHH 1H(GOPMATUBHUX
3MiHHHX. PO3IIISHYTO BIUIMB 3aCTOCYBAaHHS CTUCHEHHS JAHMX 3a JIOIIOMOTOIO aBTO-
KOJyBaJIbHUKA HA TOYHICTH 3aCTOCYBAaHHS METOAIB. 3a pe3yJibTaTaMH TECTYBaHHS
PO3p0o0IIeHOT METOIOIOTIT OYJI0 HOBEICHO 3MEHIICHHS HMOBIPHOCTI HEMIPaBUIIBHOTO
BU3HAUEHHS CTaHy MiJ Yac igeHTH]IKamii CTaHIB eKOHOMIYHIUX CHCTEM Ta OTPUMAHO
3MEHIIEHEe 3HAYeHHS IOMWIIKHM TPEThOTO pOXy Mmin dYac kiacudikarii craHis
00’€KTiB.

KiouoBi cjioBa: MammHHE HAaBYaHHSA, HU(PPOBUI PO3BUTOK, HEUITKA KIlacTepH3a-
i, pafiadpHO 0a3MCHI HEHPOMEPEXKi, JIOTICTUYHA perpecis, aHaii3 iHhopMaTUBHO-
CTi 3MIHHHX.
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BLOCKCHAIN TRANSACTION ANALYSIS:
A COMPREHENSIVE REVIEW OF APPLICATIONS,
TASKS AND METHODS

Ya. DOROGYY, V. KOLISNICHENKO

Abstract. Blockchain transaction analysis is a powerful tool to gain insights into the
actions and conduct of participants within blockchain networks. This article aims to
extensively examine the applications, tasks, and methods associated with blockchain
transaction analysis. We look at various uses of transaction analysis, ranging from
its instrumental role in blockchain development to its pivotal significance in the field
of criminal investigations. By leveraging common techniques and technologies em-
ployed in conducting such an analysis, we unlock hidden insights and uncover in-
formation that is not visible at first look. This article offers a wide-ranging perspec-
tive on the profound significance of blockchain transaction analysis while shedding
light on its key role within the cryptocurrency industry and its wide-ranging applica-
tions beyond.

Keywords: blockchain transactions, transaction analysis, transaction tracing, flow
analysis, blockchain forensics.

INTRODUCTION

Blockchain technology has revolutionized the way financial transactions are con-
ducted and recorded, creating a public decentralized network that eliminates the
need for intermediaries and enables secure and transparent transactions. With the
growing popularity of cryptocurrencies and blockchain-based systems, the need
for effective blockchain transaction analysis has become increasingly important.
Blockchain transaction analysis refers to the process of examining and interpret-
ing blockchain data to gain insights into the flow of transactions, identify patterns,
and detect anomalies.

This paper provides a review of the applications of analysis in various do-
mains, the methods and techniques used to analyze blockchain data. The paper is
organized as follows. First, we provide an overview of blockchain technology and
its key concepts including the types of data available on the blockchain. Then, we
delve into the applications of blockchain transaction analysis, including crypto-
currency investigations. We provide real-world examples of how blockchain
transaction analysis has been used in different domains and discuss the benefits
and limitations of the approaches.

Next, we discuss blockchain transaction analysis, the challenges of analyzing
blockchain data, and the methods and techniques used to perform blockchain
transaction analysis.

Finally, we conclude the paper with a discussion of the future of blockchain
transaction analysis, including the challenges and opportunities that liec ahead. We
argue that blockchain transaction analysis has the potential to transform many
industries by providing greater transparency, security, and efficiency. However,
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the field is still in its early stages, and much research is needed to develop more
effective methods and tools for analyzing blockchain data.

Overall, this paper aims to provide a comprehensive overview of blockchain
transaction analysis, covering both the methods and applications of the field. By
doing so, we hope to contribute to the growing field of research on blockchain
technology and its potential impact on various industries.

BLOCKCHAIN TRANSACTIONS

Blockchain transaction, in simple terms, can be defined as a record of the transfer
of digital assets or the storage of information on a blockchain network that is
permanently recorded on a distributed ledger.

One of the most notable features of blockchains is that everything stored is
visible to everyone, meaning anyone can see who makes transactions to whom.
While it may sound easy at first, it appears much more complex.

Mechanisms of asymmetric cryptography are used to define the sender or re-
ceiver of a transaction — addresses are formed from public keys, and private keys
are used to sign transactions (to prove that the actual owner of the funds created
the transaction).

Another concept blockchain networks are using is hierarchical deterministic
(HD) wallets. In HD wallets a master seed is used to generate an unlimited num-
ber of public-private key pairs, allowing for the creation of multiple addresses and
sub-wallets that can be easily managed from a single mnemonic phrase or seed.
This enables users to receive and send funds with new addresses each time, there-
fore increasing the privacy of the end-user.

In terms of record-keeping, there are two common models: unspent transac-
tion output (UTXO) model and account model. In the UTXO model (Fig. 1), each
transaction creates a list of outputs that will be spent in future transactions (used
as inputs). The outputs are assigned to the addresses that should be able to use
(spend) them. The total balance of the address is the sum of all unspent outputs to
this address at the current moment.

Transaction 1 Transaction 2 Transaction 4

Input 1 y

Output 1

100
Input 1

Input 1

Output 1 Input 2

70 (unspent)
Output 2 50 Output 1 - .

80 i
\ Transaction 3

Input 1

Il
I
e

Qutput 1
30 (unspent)

Output 2 —

Fig. 1. Simplified UTXO model

The account model, on the other hand, is much simpler to understand.
A blockchain maintains balance for each account and keeps a record of all
transactions that have affected that balance.
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In order to have the ability of multi-user ownership of funds, or more gener-
ally, to set up conditions and rules for spending funds (rules of ownership), block-
chain networks were built with additional complexity. In fact, Bitcoin transactions
do not have sender or receiver fields. Instead, Bitcoin uses lock (scriptPubKey)
and unlock (scriptSig) scripts to create a concept of a puzzle, solvable by meeting
specified conditions (e.g., to spend a transaction the one should specify a signa-
ture in the unlock script, whose public key is set in the lock script).

Bitcoin scripts are extremely limited and do not allow creating complex
logic. To face this, Ethereum network uses a concept of smart contract [1], which
enables creating complex programs using JavaScript-like language called Solidity,
storing them on the blockchain and executing thorough Ethereum Virtual Machine.

Scripting and programming features give extensive possibilities to build ap-
plications with various levels of complexity providing end-users with secure de-
centralized financial (DeFi) services and developers with tools for further optimi-
zation (e.g., layer 2 networks) and development [2].

If we talk about what information is stored in the blockchain, then it is usu-
ally logical information. By logical information here we mean information related
to blocks, transactions, accounts, etc. In other words, data to support the business
logic of a blockchain.

There is much information that is not part of blockchain and, usually, it is
more technical and does not influence the business logic directly. Let us consider
a simplified process of including transactions into the blockchain (which is simi-
lar among different networks). A user creates a transaction and signs it, providing
proof of address ownership and transaction integrity. After a transaction is signed,
the user broadcasts it by using one’s own node or through the JSON-RPC inter-
face of a chosen public node. Traveling through a bunch of nodes, the transaction
finally reaches miners who include it to the block and mine it. After the block is
mined, it gets broadcast to the rest of the nodes. When the rest of the nodes accept
it, it is considered as a part of the blockchain. No networking information (IP of
the sender and nodes that broadcasted the transaction, etc.) in this process is in-
cluded into the blockchain, however, intermediate hosts may store it in their own
databases.

Taking into consideration all the mentioned specifics, it is not easy to ana-
lyze transactions and data stored in the blockchain — who owns the funds, how
much, who was the actual sender, what logic the transaction performs, etc. In the
next chapter we will go into why such analysis is important and where it is applied.

APPLICATION OF ANALYSIS

Blockchain transaction analysis is a powerful tool that allows us to better under-
stand the behavior of users and events on blockchain networks. As blockchain and
decentralized finance (DeFi) technologies continue to grow, there are an increas-
ing number of use cases for transaction analysis. This chapter will explore the key
applications of blockchain transaction analysis, including cryptocurrency investi-
gations, risk management, tax compliance, and many others. By leveraging the
insights gained through transaction analysis, stakeholders can seize the big picture
and make informed decisions.

While some categories may overlap, we think the following distinguishment
reflects the unique specifics in the best way.
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Crime Investigation

Cryptocurrencies possess unique properties such as decentralization, independ-
ence from banks, security, ubiquity, and anonymity. As is the case with other
types of assets, these distinct characteristics determine the specific applications of
cryptocurrencies. However, these same properties have also made cryptocurren-
cies an appealing tool for illicit activities such as money laundering, fraud, scam,
and sanctions evasion, among others [3; 4].

The Africrypt incident is one of the biggest that has happened with the in-
volvement of cryptocurrencies. Two founders of Africrypt alleged that their firm
was hacked resulting in the theft of all its assets. After the statement, the founders
vanished. Approximately $3.6 billion in Bitcoin has disappeared in total [5]. As of
now, not much added information has been found regarding this case. Law en-
forcement authorities are reportedly continuing their search for the founders [6].
This incident, among many others [7; 8], is similar to traditional finance scams,
where founders (whose names are often known) collect money and disappear.

While blockchain technologies provide a certain level of privacy it cannot be
considered as fully anonymous [9], and in many cases a careful analysis may an-
swer the question “where the money goes” [10]. Let us examine some prominent
cases where transaction analysis was helpful for the investigation.

Cryptocurrencies are often used as a means of payment in cyber extortion
and ransomware attacks. Hackers who carry out these attacks demand payment in
cryptocurrency in exchange for returning control of the victim’s computer system
or stolen data. One of such cases is NetWalker malware, which is built as Ran-
somware as a Service (RaaS) model [11], where affiliates rent malware from op-
erators to launch attacks. One of the affiliates was arrested, and a blockchain
transaction analysis solution was used to help to track down addresses associated
with the affiliate [12].

Hacking of the DeFi projects is quite widespread [13; 14]. Compared to
other domains, in the blockchain domain a hacker directly operates the valuable
assets such as coins or tokens. It is worth mentioning that the biggest amounts of
assets are concentrated in cross-chain bridges and centralized crypto exchanges
(CEX) which make them attractive targets [15]. Transaction analysis is usually
applied to get an understanding of the attack and to track the ones who were in-
volved.

An attack analysis is an essential measure to be taken after the incident has
occurred. This process involves identifying how the system was compromised,
assessing the extent of the damage caused, determining strategies for minimizing
the damage, and addressing any vulnerabilities that were exploited. To identify
how the blockchain system was hacked, attackers’ transactions together with in-
volved smart contracts are analyzed. Such analysis is often performed by the own-
ing company, investigating company or blockchain community [16; 17] with
various levels of details.

Hackers who steal funds from blockchains often seek to launder the stolen
cryptocurrencies to conceal their identities and make it difficult for law enforce-
ment agencies to trace the illicit funds [18]. They can do this by using mixers,
tumblers, or other obfuscation techniques to obscure the trail of transactions and
make it hard to trace the stolen funds. Additionally, hackers can use decentralized
exchanges to convert stolen cryptocurrencies to other assets, such as privacy coins
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or stablecoins, to further obfuscate the trail of transactions. These assets can then
be moved through multiple wallets to further distance the funds from the original
theft. The final step may involve converting the stolen cryptocurrencies to fiat
currency through a regulated exchange or other means to cash out the illicit funds.

One of the successful investigations of laundering is the Bitfinex case. Ac-
cording to Elliptic [19], after the hack stolen funds were slowly being laundered
using different techniques. AlphaBay is one of the services that was used as a
mixer to hide the trails. However, later it was seized by law enforcement, and this
likely allowed them to get trails to the hackers.

Another, less successful investigation case, is a hack of Zaif exchange in
September 2018. Crystal Blockchain Analytics engineering team performed an
analysis of bitcoin movements [20] and could find addresses involved in the hack.
Although the owners of the addresses are unknown, the addresses are being moni-
tored in case of further transactions.

One notable type of blockchain assets that got much attention is Non-
Fungible Token (NFT). NFTs are assets that represent ownership of unique items
such as music, videos, art or other on a blockchain network. They are not divid-
able and interchangeable with one another. Each NFT is unique and cannot be
replicated. Although it can be implicated in criminal activities similar to other
digital assets, one distinctive aspect worth mentioning is copyright infringement.
Blockchain technology can guarantee the uniqueness of the token but cannot
guarantee the uniqueness of the represented asset, which can be copied. Transac-
tion analysis can be used to assist with NFT copyrighting. By analyzing the NFT
transactions it may be possible to verify its authenticity and identify the original
creator or owner of the work. This information could also be used as evidence to
support copyright claims. One notable project that tries to detect copyright in-
fringement by scanning blockchains and marketplaces is DeviantArt [21]. They
use different techniques including machine learning to spot the copy.

We can observe that blockchain transaction analysis is used as a valuable
tool in crime investigations, enabling law enforcement agencies to track the flow
of funds in the blockchain network and identify any suspicious activity associated
with illegal activities such as money laundering, dark web transactions, cyber-
crime, and fraud. Transaction analysis also helps trace the flow of funds associ-
ated with cyberattacks, ransomware payments, and other malicious activities. It
provides insights into transaction behavior and patterns that can be used to iden-
tify potential criminal activity and take appropriate action.

Compliance and Regulation

Cryptocurrency regulations are laws or rules established by governments or regu-
latory bodies to govern the use, trading, and custody of cryptocurrencies. These
regulations aim to protect investors, prevent illicit activities such as money laun-
dering and terrorist financing, and promote the stability and integrity of the finan-
cial system. Cryptocurrency regulations can cover a wide range of topics, depend-
ing on the jurisdiction and the specific concerns of regulators [22]. While these
regulations are mostly related to cryptocurrencies rather than technology itself,
some countries may try to enforce regulations on the tech side too (e.g., on min-
ing) [23].

Transaction analysis is a useful tool for enforcing cryptocurrency regulations
and ensuring compliance with regulatory requirements [24; 25]. Regulators can
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use transaction analysis to monitor and detect potential money laundering activi-
ties, enforce KYC (know your customer) and tax compliance, prevent fraud, and
protect consumers in the cryptocurrency market [26].

By analyzing transaction patterns and identifying any unusual or suspicious
activity, regulators can take appropriate action to prevent money laundering and
other financial crimes. They can also use transaction analysis to monitor compli-
ance with know-your-customer requirements and tax laws and regulations. Addi-
tionally, transaction analysis can help prevent cryptocurrency fraud by identifying
any fraudulent activity and taking appropriate action.

While in the previous section transaction analysis is applied after an event
happened (for the investigation), in case of regulations, transaction analysis is
mostly used continuously (for the detection and prevention).

Trade and investment

In traditional finance, financial transactions are mostly opaque, and investors of-
ten rely on intermediaries [27] to provide information about the assets they are
investing in. Investors and traders use methods such as technical analysis to ana-
lyze financial markets and securities based on statistical trends and patterns in
historical price and volume data. Trading in blockchain offers new opportunities
and challenges with its unique characteristics of transparency, security, and de-
centralization [28].

Having access to transaction data changes the rules of the game. However,
without a proper processing of massive amounts of raw data transparency does
not give you advantages. Therefore, it is important to produce new methods and
tools that can provide insights into the behavior of market participants and the
underlying fundamentals of digital assets. Moreover, these methods and tools
should be the same or better than in your potential opponents, as they also have
access to the same raw data.

Here transaction analysis can be helpful in several ways. It can provide vol-
ume and velocity of transactions for a particular cryptocurrency [29]. Blockchain
transaction analysis can give information on the distribution of digital assets
among market participants and provide valuable insights into their behavior. This
information can help traders and investors identify potential price levels for a par-
ticular cryptocurrency based on the level of demand from buyers and sellers. By
analyzing this information traders and investors can gain insights into partici-
pants’ trading strategies and use this information to adjust their own trading deci-
sions.

Besides that, it can be used for analyzing the flow of assets within a block-
chain to identify large transactions and movements of funds that may be indica-
tive of market manipulation or other illicit activities. Transaction flow analysis
can help traders avoid entering into positions that may be vulnerable to sudden
price movements.

Risk Management

Organizations that try to adopt blockchain and DeFi technologies for their busi-
nesses should be aware of numerous additional risks [30-32].

Cryptocurrencies are still growing and one of the primary risks is unclear
regulations, specifically, legal, and regulatory compliance. Blockchain-based
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businesses may face challenges in complying with current regulations or in pre-
dicting future regulations, which can result in legal and financial penalties or re-
putational damage. The risk of unclear regulations in blockchain risk management
is significant because blockchain technology operates in a regulatory gray area in
many countries.

Another set of risks comes from the technical side. Bugs, vulnerabilities,
network scalability difficulties can lead to various negative outcomes such as loss
or theft of funds [33], network downtime [34], reputational damage and others.

Volatility and liquidity are another two significant risks associated with
blockchain and cryptocurrencies [35]. These risks can affect both investors and
businesses that use cryptocurrencies for transactions or other purposes. Volatility
can lead to significant losses for investors who have invested in cryptocurrencies,
as the value of their investments can decrease rapidly. Additionally, businesses
that use cryptocurrencies for transactions can be negatively affected by volatility
as the value of their transactions can also fluctuate rapidly. Cryptocurrency mar-
kets can be relatively illiquid, particularly for less popular cryptocurrencies or
during periods of market instability. This illiquidity can make it difficult for in-
vestors to sell their cryptocurrencies when they need to, leading to losses. Addi-
tionally, illiquidity can create challenges for businesses that use cryptocurrencies
for transactions, as it can be difficult to find a buyer or seller for the desired
cryptocurrency at a fair market price.

Transaction analysis is a useful tool for risk management in blockchain. It
can provide businesses with insights into transaction behavior and patterns, which
can be used to identify potential risks and vulnerabilities. Transaction analysis can
be used to detect fraudulent activity, such as money laundering or other financial
crimes, by analyzing transaction patterns and identifying any unusual or suspi-
cious activity. It can also help businesses monitor compliance with regulations
and industry standards by detecting any potential compliance issues. Businesses
can determine the level of risk associated with a particular transaction or customer
and take appropriate action to manage that risk. Moreover, transaction analysis
can help investors and businesses assess the liquidity of cryptocurrencies by ana-
lyzing transaction volumes.

Supply Chain Management

Supply chain management in blockchain refers to the use of blockchain technol-
ogy to track and manage the movement of goods and services through a supply
chain. Blockchain technologies provide a transparent and secure platform for
tracking and verifying transactions in real-time [36]. Each asset is represented
through a unique token. When a party performs transfer of the asset, it also cre-
ates and signs a transaction to transfer the token (that represents actual asset) on
that blockchain. Transactions are then recorded on the blockchain, and the entire
process is transparent for the shareholders. This can help businesses to optimize
their supply chain operations, reduce costs, and ensure compliance with relevant
regulations and industry standards.

In the supply chain process, blockchain transaction analysis is a core tool,
which allows stakeholders to follow the entire process. It allows extracting and
analyzing transaction patterns, businesses can gain valuable insights into the
movement of goods and services through the supply chain [37-39].
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Blockchain Development

Analysis of transactions is also important for blockchain development and its op-
timization. At different stages of development transactions are analyzed to debug
errors [40] and monitor the network health. It is used to get understanding about
users’ behavior inside the network, to identify their needs and troubles [41]. By
analyzing transaction patterns, developers can identify bottlenecks in the block-
chain network, such as congested nodes [42] or high transaction fees. The infor-
mation gained can be used to develop new solutions to optimize the blockchain
platform. Such optimization may apply to its performance [43; 44] or security
[45]. Additionally, transaction analysis allows developers to detect suspicious ac-
tivity or DoS attacks and take steps to mitigate the risks [46].

Blockchain Attacks Detection and Prevention

Real-time analysis of transactions is employed for monitoring smart contracts to
detect possible attacks and prevent them. The analysis of transaction data in real-
time enables the detection of any suspicious activity, allowing for timely interven-
tion to prevent or minimize the impact of an attack.

There are no strict criteria defining what to consider as an attack, therefore
various heuristics (detect maximum value transfer, ownership change, contract
upgrades) and machine learning algorithms for flow analysis may be used. When
a potential attack happens and the algorithm detects it, the stakeholders get noti-
fied so they can perform further actions. In situations where immediate response
is required, it is possible to configure automated actions, such as temporarily halt-
ing the core functionality of a contract.

One such widely used solution is Forta [47]. It gets advantage of transaction
analysis to detect and mitigate security threats in decentralized applications and
smart contracts. Forta technology is designed to analyze blockchain transactions
and data to identify and prevent hacks, exploitations, and other malicious activi-
ties. It is stated [48] that the utilization of the system could have prevented nu-
merous attacks and financial losses.

TASKS AND METHODS

Given the applications of the analysis described in the previous sections, we have
identified and selected the most frequent and critical tasks to be addressed
through blockchain transaction analysis, which can be broadly categorized into
three big groups. In this section, we will examine these tasks and the techniques
employed to address them.

Linking addresses with identities

A common task in transaction analysis is to identify the owner of the address. By
owning an address, we mean that the person holds a private key (or
seed/mnemonic phrase) and a corresponding public key, from which the address
is created. Because addresses are created using solely cryptographic mechanisms
and even before interacting with the chain, it can be impossible to get the real
identity of the owner. Fortunately, we do not need to solve the problem where
users just create their addresses, but where users actually use them. Similar to this
task, there is an opposite one — to find addresses belonging to a certain entity.
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One of the most straightforward methods for linking addresses to identities is
to require users to disclose their identities when they purchase or sell cryptocur-
rency with fiat money. This is a prevalent regulatory approach, and most crypto-
currency exchanges now must follow Know Your Customer (KYC) procedures
that include several steps to identify the user. KYC procedure typically involves
several steps, such as providing identification documents and verifying the user’s
personal information, in order to confirm the user’s identity. Once a user has been
successfully identified through this process, their cryptocurrency transactions on
the exchange can be linked to their real-world identity, making it easier to track
any suspicious activity or money laundering attempts.

When a signed transaction or block is transmitted to other nodes, or a JSON-
RPC call is made on a public network, information about the sender, such as their
IP address, can be recorded by the nodes and intermediary network devices. This
can provide a means of identifying the user in the future. In general, transmitting
any information related to a blockchain address to a third-party server, such as
making a purchase on a website, searching for a transaction, or checking a bal-
ance on a blockchain explorer [49], or using a wallet application that utilizes ana-
lytics, can potentially establish a connection between the user and the address.

Another method for mapping entities to addresses is to maintain a record of
information related to the blockchain addresses that has been published by the
entity or utilize openly accessible databases. One example of such a database is a
list of malicious actors [50] or a database of sanctioned addresses, which can be
employed during analysis. Social networks scraping may also be helpful, as users
often publish addresses of their wallets. The main downside of this approach is
you need to set up complex infrastructure and collect a lot of data beforehand, and
the identity you are interested in may not be even in this data.

Flow Comprehension

By blockchain transaction flow we refer to sequences of transactions that occur
on a blockchain network. These sequences can vary from small to large and have
complex structures containing branches and joins. Complex structures may con-
tain valuable information that is not visible at first look and therefore different
methods should be applied to extract it.

Occasionally, these sequences can intentionally have intricate structures.
Criminal actors often obscure traffic, expecting that investigators will lose track.
However, by utilizing the right approaches and tools, it is possible to gain signifi-
cant insights into the flow and uncover details that may have otherwise remained
hidden. In the following sections, we will explore common approaches to analyz-
ing blockchain transaction flows.

One can manually retrieve data from the blockchain using blockchain ex-
plorers or similar tools that enable communication with blockchain nodes. Usu-
ally, they are web-based tools [51] that enable users to access and navigate the
contents of a blockchain. They have a graphical interface to examine and analyze
blockchain data, such as transaction records, account addresses, and balances. The
primary function of a blockchain explorer is to facilitate the search of specific
transactions, verify wallet balances, and examine network metrics. Although
blockchain explorers are useful for basic cases, they are not suitable for handling
complex cases involving long chains of transactions.
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Graph visualization is used to handle the complexity of sequences of transac-
tions. Different kinds of graphs and representations can be used to fit certain
needs [52—-54]. However, in the majority of cases, it is desirable to present the
flow as a graph, in which addresses are represented as nodes and transactions as
directed edges (Fig. 2). This format gives an ability to follow the asset transfer in
the most natural way. It can still be challenging to comprehend, and as such, it is
beneficial to group, filter, highlight, and conceal distinct elements, to extract or
segregate valuable information from irrelevant data.
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Fig. 2. Graph visualization in Crystal Explorer [55]

For various reasons, users may want to transfer their assets from one net-
work into another or want to exchange one type of assent into another. They use
exchange platforms and cross-chain bridges for these purposes. Bad actors who
want to obfuscate their traffic can also take advantage of these methods. Addi-
tionally, they can use tools such as mixers [56; 57] which can significantly com-
plicate the task of investigators attempting to comprehend the transactional flow.
We can define these instruments as conversion protocols. Transactions tracing
tools should be aware of different conversion protocols and be robust enough to
perform address linking (in cases where theoretically possible). In many cases
conversion protocols, such as cross-chain bridges [58], are well-documented and
when they are not specifically designed for hiding traffic it can be an easy task to
find what is the address of the user in the other network. In cases where no docu-
mentation is available or where it is claimed that the system provides absolute
anonymity, it may be necessary to perform a manual analysis of the system. A
thorough manual analysis of the system can provide valuable insights into its
functionality. It helps in understanding the meaning of user transactions and iden-
tifying any potential flaws that could be exploited. Additionally, this type of
analysis can reveal possibilities of developing new methods to obtain additional
information about the transactions or the users [59].

In order to simplify flow analysis, various algorithms can be utilized to dis-
cover connections, patterns, and anomalies [60]. They can be used to simplify the
view or bring the most important data to the front. These algorithms can be a clas-
sic one [61] or machine learning algorithms [62].
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There are commercial tools available on the market, such as Chainalysis Re-
actor, MistTrack and others [63], that provide convenient instruments for flow
analysis, including graph visualizations and various other features discussed in
this section.

Smart Contract Brakedown

In contrast to the regular banking transactions, blockchain transactions became
more than just funds transferring. Smart contracts let writing very complex condi-
tions for transferring funds, and as a result — building additional abstraction layers
and protocols. This allowed the creation of a new financial paradigm — DeFi.

With increased complexity, transaction analysis became harder and more
time consuming to perform. Calling a certain function on a smart contract and
transferring funds can mean different things and therefore prior contract under-
standing is needed. A call to a smart contract may create a chain of calls with dif-
ferent arguments, including calls to other contracts. A list of methods has been
developed to approach the smart contract breakdown.

Manual source code review provides a comprehensive insight into the be-
havior of a smart contract. This process involves a thorough examination of the
code, line by line, to gain understanding of both the overarching concept and the
finer points. However, this type of analysis requires extensive knowledge of pro-
gramming languages, cryptography, and blockchain technology, and can be a
time-consuming process. Reading documentation of a product may be helpful and
can clarify reasons behind some programming decisions or explain unfamiliar
concepts. However, it is not always available.

During a source code review, the availability of the source code is another
important aspect to consider. It is common for smart contract source code to be
published and, in many cases, it can be found on GitHub. However, having a
source code of the contract does not mean the exact same contract is published on
the blockchain, therefore a contract verification is needed [64] — to match source
code to on-chain bytecode.

In some cases, developers may choose not to make the source code of the
contracts publicly available. As a result, alternative techniques are necessary to
gain insight into the behavior of the contract through analyzing its bytecode. Gen-
erally, the process is called reverse engineering. It is similar to the code review
but more complex and requires more effort. The reason for this is that a compiled
smart contract contains significantly less information compared to the original
code. In cases of optimizations the resulting bytecode gets even more compli-
cated, as human written code is converted into more efficient code patterns. To
simplify the reverse engineering process disassemblers (convert bytecode to EVM
opcodes) and decompilers are used [65; 66]. Decompilers convert a bytecode to
high-level representation. However, due to the loss of information during compi-
lation, the code does not look like the original code.

If we want to look at the actual execution of the smart contract on the chain,
block explorers may be helpful for simple cases. Some of them have transaction
decoders and can provide execution traces. There are tools developed specifically
for transaction decoding, such as Transaction Tracer [67] or similar [68], which
provide a call trace, which is a tree of function calls and arguments, made through
different contracts during transaction execution. Furthermore, there are tools for
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local EVM tracing [69], which allow detailed examination of smart contract
transactions. Development environments, like Truffle, have even more convenient
means to debug on-chain transactions [70].

Automated analysis tools for smart contracts can be used to get a better un-
derstanding of smart contracts. Usually, they are divided into two categories —
static and dynamic analyzers [71].

Static analysis tools perform contract analysis without running them. Slither
framework [72], is one of such tools, is designed to automatically find vulner-
abilities, give information about the contract and its functions, give summary
about the authorization accesses and many other.

Dynamic analysis tools, on the other hand, perform analysis by executing
smart contracts or their parts. Various classes of dynamic analysis tools used for
analyzing smart contracts such as symbolic execution tools, Satisfiability Modulo
Theories (SMT) solvers, taint analyzers and fuzzers [73]. Mythril, Echidna [74]
and Manticore [75] are one of the most widely used tools to find vulnerabilities in
the code, to find a set of inputs that transit a program into an unexpected state or
to explore all possible states. These tools and approaches are not mutually exclu-
sive, but rather they give different perspectives on how a smart contract works.

Commerecial tools like MythX [76] combine static and dynamic approaches
to get the best of both worlds and provide most comprehensive results.

Recent research and developments in artificial intelligence (more precisely,
large language models such as ChatGPT [77]), allowed using these technologies
for explaining the code, reverse-engineering [78] and even for finding vulnerabili-
ties [79]. These tools are already used now and will be even more adopted in the
near future to assist during the code analysis.

CONCLUSIONS

Blockchain transaction analysis is a crucial tool for gaining insights into the be-
havior of users on blockchain networks. From anti-money laundering and fraud
detection to supply chain management and tax compliance, there are many appli-
cations for transaction analysis in the world of cryptocurrency and beyond.

Despite the challenges posed by the anonymous and decentralized nature of
blockchain networks, there is a growing awareness of the importance of transpar-
ency and accountability in the cryptocurrency industry. By utilizing the insights
gained through transaction analysis, regulators, businesses, and other stakeholders
can work together to build a more secure, efficient, and sustainable blockchain
ecosystem.

The methods and techniques used in transaction analysis continue to evolve,
and there is a growing need for more sophisticated tools to keep pace with the
complexity of blockchain networks. Advances in machine learning, graph analy-
sis, and other data science techniques are likely to have a significant impact on the
future of blockchain transaction analysis.

In our future work we will analyze multiple blockchain networks to get ad-
vantages of their specifics to improve and develop new methods for analyzing
transactions. We will dive into protocols at different layers and develop solutions
to extract additional information that is not available using traditional methods.
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AHAJII3 BJIOKYEWH-TPAH3AKIIIN: KOMILIEKCHUI OrJIsI
3ACTOCYBAHbB, 3ABJJAHb TA METO/IB / 5.10. Jloporuii, B.YO. Konichigenko

AHoTamisi. AHaii3 OJOKYCHH-TPaH3aKLii € MOTY)KHUM IHCTPYMEHTOM IS OTpU-
MaHHs iHdopmaii npo 1ii Ta MoBeAiHKY yYacHHKIB y OJiok4yeiH-Mepexax. Posris-
HYTO 3aCTOCYBaHHS, 3aBJAaHHA Ta METOAM, IIOB’s3aHi 3 aHai30M OJIOKYEHH-
TpaH3akuiil. Po3rysiHyTo pi3Hi COCOOM BUKOPHUCTAHHS aHaNi3y TpaH3aKLiil, mo4u-
HAIOYM BiJl OTO IHCTPYMEHTAIBHOI POJi B pO3pOOIeHH]I OJIOKYEHH-CUCTEM 1 3aKiH-
YYIOYH HOTO KIFOYOBHM 3HAUYEHHSIM y chepi KpUMiHATBHUX PO3CIiTyBaHb. I3 BUKO-
PUCTaHHAM 3aTalbHUX METOMIB 1 TEXHOJOTII, IO 3aCTOCOBYIOTHCS Y XOMAI TakKOro
aHaNi3y, pO3KPHUTO MPUXOBaHI YSIBICHHS Ta 3HAHIECHO iH(pOpMaLilo, sIKa € HEOUEBH-
nHOr0. MeTa pykonucy — BCeOIUHMIT OIS HAa BXKJIMBE 3HAUCHHS aHANi3y OJOK-
YeHH-TPaH3aKLil i3 POKPUTTAM HOro KIIOYOBOI POJIi y KPUNTOBAIIOTHIN 1HIYCTpIi
Ta IUPOKHUIL CIIEKTp 3aCTOCYBaHb 11032 HEIO.

KunrodoBi ciioBa: GiiokdeltH-TpaH3aKMmii, aHai3 TpaH3aKI[iH, BIACTEKEHHS TpaH3aK-
i, aHaJIi3 MMOTOKIB, OJIOKYECIH KpUMiHATICTHKA.
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MOJAEJIOBAHHSA ITUHAMIKHU PUHKY KPUIITOBAJIIOT
3 BUKOPUCTAHHSAM IHCTPYMEHTIB
MAHNIMHHOI'O HABYAHHA

JI. MAPTBSIHOB, 51. BUKJIIOK, M. ®JIEHYYK

Anoranisi. [IpoananizoBaHO AMHAMIKy KOHIOHKTYpU PUHKY KpunroBamor (Bit-
coin) 3 BUKOPUCTAHHSIM IHCTPYMEHTApil0 €eKOHOMETPHYHOTO OLIHIOBAHHS HAa OCHOBI
MoJieNiell MAlllMHHOTO HaBYaHHS. YJOCKOHAJIEHO METOJ MPOTHO3YBAaHHS HAa OCHOBI
JIEKOMITO3HIIiT YaCOBUX PAIB Ta JATOBHUX 3MilleHb (iHaHCOBUX iHaUKaTOPIB. [100Y-
JIOBaHO aHCaMOJb MOJeNell KOPOTKOYaCHOTO MPOTHO3y Kypcy Bitcoin Ta mpoanai-
30BaHO HOTO TOYHICTh MOPIBHSHO 3 OKPEMHMH CKJIaIOBUMH MOACISIMHU. Bukopucra-
HO MOJEJN YacOBHX psIiB Ha OCHOBI pO3paxoBaHHMX (HiHAHCOBHX IHJMKATODIB
(ADODS, NATR, TRANGE, ATR, OBV, RSI, ADTV). AGcomoTHE BiIXHICHHI
KOPOTKOYACHOTO MPOrHo3y ckiano 9,58 mo cranoButs 0,06% Bij abGCONOTHOTO
3HAYCHHSI.

KurouoBi ciioBa: ancamGii Moesneli, MalvHe HaBYaHHS, YaCOBHUH Psill, KPHUIITOBA-
JOTA.

AKTYAJIBHICTb

Ha cyuacHomy erami (iHaHCOBI PUHKH PO3BHBAIOTHCS HAJ3BUYAMHO BHUCOKHMU
TEMITaMH, 30KpeMa PUHOK KPUNTOBAIIOT, CKOHOMETPUYHE MOJCITIOBAHHS MOXE
CTaTH OCHOBOIO I BU3HAUEHHS (PAKTOPIB BINIMBY Ha IIHU Ta OOCATH TOPTiB
KPHUIITOBATIOTaMH. Take MOIENIOBaHHS mependavae 30MpaHHS BiANOBIIHHUX Ha-
HHUX, BU3HAUYEHHs CTPYKTYpU MOJEINi, OLiHIOBaHHSA il mapameTrpiB i MpOBEACHHS
BiIMIOBIIHOTO CTaTHCTHYHOTO aHajizy. ExoHOMeTpu4Hi MoJeni MOXYTh IPYHTY-
BaTHCS Ha PI3HUX METOMOJIOTISX, TAKUX SIK aHajli3 YacOBHX PsIiB, perpeciiHuit
aHaJII3 4YM aHaJl3 NaHEIbHUX JaHUX.

Knro4oBi etanu MoaeTi0BaHHs PUHKY KPUOTOBAIIOT: 30upannsn oanux. 3
II€I0 METOI0 MOXIIMBE BHKOPHCTaHHS PETPOCIEKTUBHHMX IAaHMX NPO LiHK Ha
KPHIITOBAJIIOTY, 0OCATH TOPTiB, PUHKOBI Ta (JiHAHCOBI MOKA3HUKH Ta 1HIII 3MiHHI.
i pmani MoxHa OTpuMaTd 3  pi3HUX Jpkepen (OipXki  KPHUNTOBAIIOT,
NOCTaYaIbHUKIB  (IHAHCOBMX JaHMX 1 NyOmiuHMX 0a3 MJaHUX HaBiTh 3
MOXIIUBICTIO 1X KOMEPLIIfHOTO BUKOPUCTaHHS).

Cneyugixayis mooeni. BU3HAUCHHS CTPYKTYpHU MOJAENI, IO OKPECIIOE
3B’S130K MK 3QJIEKHOI0 3MiHHOIO (HAIPUKIIA/, [IHOK KPUITOBAIIOTH) 1 HE3aJIeK-
HUMHU 3MIHHUMH (HalpUKJIaJ, pPUHKOBUMH Ta (HiIHAHCOBHUMH MOKA3HUKAMH, 1HIIN-
MU eKOHOMiYHMMH (akTopamn). Llelt etam moxxe mepeabauatu BHOIp BiAmoBin-
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HUX €KOHOMETPHUYHHUX METOIIB, TAKUX, K MOJEI aBTOPerpeciiiHoi iHTerpoBaHOI
koB3HOI cepenuboi (ARIMA) [1], moneni BexkTopHoi aBTOperpecii (VAR) [2] abo
AJITOPUTMU MAIIMHHOTO HaBYaHHS [3].

Oyinrosanns napamempis. 1leit kpok mependavae axanTamiro MOIei 10 peT-
POCHIEKTHBHUX JIaHHUX Ta OLIHIOBaHHS BiNNOBIZHUX KOe(]iLi€HTIB, AKi OKpecro-
FOTh 3B’ SI3KH MK 3MiIHHUMU.

Ouyinrosannsi modeni. ONIHIOBAHHS BiJIMOBIAHOCTI OIiHIOBaHOI Mojemi. s
OLIIHIOBAHHS TPOIYKTUBHOCTI MOJIENIi MOKHA BHUKOPHUCTOBYBATH DPI3HOMAaHIiTHI
CTaTUCTUYHI TECTH, TaKi 5K MepeBipKa rinoTes, AiarHOCTUKA MOJeNli Ta mepeBipka
no3a BuOipkoto (Hampukian, F-xpurepiit dimepa [4], piBeHb CTaTUCTHYHOI TTO-
xubku [5], T-xputepii Cr’rogenra [6], Tect I'penmkepa [7], Tecr JlapOina—
Yotcona [8] Tomo).

Ilpoenosysanns ma ananiz. Ilicns ycHilIHO 3aCTOCOBaHUX ONMCAaHUX BUIIE
€TarliB MOJeJIb MO’KHA BUKOPUCTOBYBATH Ul IPOTHO3YBAaHHS Ta aHAJI3y CLEHa-
piiB a0 X BiJICIATH.

VYkazaHi Kpoku Ta moOymoBa Ji€BOi MOJIENI TOTIOMArarTh 3pO3yMITH ITOTEH-
wiiftHi MaiiOyTHI TeHJEHLIi Ta MOBENIHKY PUHKY KPHIITOBAJIIOT HA OCHOBI OIliHE-
HHUX B33€MO3B’SI3KiB.

BaxxnmuBo 3a3HAYNTH, IO €KOHOMETPUYHI MOJCII TPYHTYIOTHCS Ha iCTOPHY-
HUX JIaHUX 1 MPUIYIICHHSX, a X TOUHICTh 3aJISKUTh BiJl OOMEKEHb 1 HEBU3HAYEC-
HOCTel. PUHOK KPUNTOBAIIOT BiIOMUIT CBOEI0 HECTAOUIBHICTIO Ta YYTIMBICTIO 0
30BHIIIHIX ()aKTOPiB, TAKUX K HOPMATHBHI 3MiHH, TEXHOJOTIYHUI Tporpec, iHQIIs-
1iitHI a00 MeBaybBaIliiiHI OviKyBaHHs ((DIKTHBHI 3MiHHI), IHII TSHICHII PUHKY, SKi
MOXKyTh CTBOPIOBATH MPOOJIEMH ISl EKOHOMIKO-MaTEMaTHYHOTO MOZACTIOBAHHSI.

Jnst 3acTOCyBaHHSI €KOHOMETPUYHOTO MOJENIOBAHHS 3 METOI0 MPOTrHO3YBa-
HSl TEHACHLIA PUHKY KPHUIITOBAIIOT HEOOXiTHO MATH TIMOMHHE PO3YyMIHHS CIIe-
UGIYHUX METOIIB CTaTUCTHYHOTO aHAI3y Ta OCOOJIMBOCTCH TUHAMIKH JIOCII-
JUKYBaHOTO PHHKY.

AHai3 ocTaHHIX JOCHI)KEHb Ta PO3pO0OK y AaHil Tamy3i MOXKe TOTOMOTTH
I IBUIATY TOYHICTH 1 HAAINHICTH MOJIEIEH.

AHAJII3 OCTAHHIX IYBJIKAIIA

3 aKTUBI3ali€l0 PUHKY KPUITOBAIIOT 3HaYHA KiJIbKICTh BITYM3HSAHUX Ta 3apyOixk-
HUX YYCHHX 3aliKaBUIMCS MUTAHHSIMH aHali3y Ta MPOTHO3YBAaHHSA LILOTO PHHKY
3 BUKOPUCTAaHHSM CyYaCHHUX METOJIB Ta IHCTPYMEHTIB. 3 0HOr0 OOKY, MaciTad-
He rio0aibHe 3alliKaBICHHS MM PHHKOM (DiHAHCOBUMHM Tpeinepamu, 3 OISy
Ha MOXKJIMBICTH OJIepKaHHS 3HAYHOI Map i y KOPOTKOCTPOKOBOMY TepioAi Ta 10-
CTYT 10 MacmTaOHUX 0a3 JaHWX (IMHAMIYHUX JaTaceTiB 3 MTOMIIIOM Ha YHCIICHHI
9acoBi JIarM) CTBOPIOE ICTOTHI MEPCIIEKTUBH Ui €EKOHOMETPUYHOTO MOJICITIOBAH-
HS; Ha TaKA{ THUI JOCTIDKEHHS iCHye 3HAYHHMU MOMUT B aHATITHUYHHUX KOJax.
I3 gpyroro 00Ky, BHCOKHII pIBEHb BOJATHJIBHOCTI Ta BINIHB 0araThox
cy0’exTHBHHX (DAaKTOPIB, IO BAXKO MiAMAIOTHCS EKCTPAIOIIALii, moTpedye Bif
AHAJIITHKIB JaHUX BUKOPHUCTaHHS KOMIUIEKCHOTO MiAXOAYy Ta 3aCTOCYBaHHS pi3-
HOMAaHITHUX METOJIB 1 IHCTPYMEHTIB IJis1 00’ €KTUBHOTO OOTPYHTYBaHHS ITPHKIIA-
JHUX MOJENICH MPOTHO3YBaHHS JHHAMIKH PUHKY KPHIITOBAJIIOT Ta MHTTEBOTO
OpURHATTS pillleHb Tpelaepamu, IO NOACKyAW OyBa€ HEMPOCTHM 3aBIaHHSIM
I0JT0 BUPIIICHHS.
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[MutanHsIM MPOTHO3YBaHHS KYpCYy KPUITOBAIIOT, 30KpeMa Bitcoin, 3 ypaxy-
BaHHAM HU3KU (aKTOPIB, IO BIUIMBAIOTH HAa HOT'O BapTiCTh, & TAKOXK OKPECICHHIO
IMIOZICHHUX TeHJeHIli Ha puHKY Bitcoin npucBsyeno mpamo G. Gurupradeep,
M. Harishvaran, K. Amsavalli [9]. V 3raganiii mpami uis TpOrHO3yBaHHs LiHA
3aKPUTTS HACTYITHOTO JTHS, BPAaXOBAHO Taki (PaKTOPH, SK I[iHA BiIKPUTTS, HAWBH-
ma IliHa, HaWHIDKYA ITiHa, I[iHa 3aKpUTTs, 00ciar Bitcoin, oOCsT iHIIMX BaNIOT i
3BakeHa MiHa. [Ipy 11boMy aBTOpU BHKOPUCTOBYIOTH iHcTpyMeHTH Scikit-Learn i
MOJIEN «BUMIAIKOBOTO JIICY» 1 IPOTHO3YBaHHSI.

JI. KiGanpHUK y ¢BOiX mociimkeHHs X [10] miaTBepmKye, Mo pHHOK KPUTITO-
BAIIOT XapaKTePHU3YEThCS 3HAYHOKO BOJIATHIIBHICTIO, KYPCOBUMH KOJIMBAHHSMH,
CKJTAJIHICTIO 3aCTOCYBaHHS aJMiHICTPATUBHUX METOJIB PEryJIOBaHHS Ta KPH30-
BUMH SIBUIAMH. TOMY, SIK BBRXKAIOTh aBTOPH, BUKOPUCTAHHS TPAIUIIHHUX METO-
IiB MOZETIOBaHHS € Hee()eKTUBHUM, OCKIJIBKH 3 BUKOPCTAHHSIM KJIACHYHHX METO-
JIB aHaNi3y JOCHUTh BRXKKO OTPHMATH aJCKBAaTHI MPOTHO3U CTOCOBHO PO3BHUTKY
IILOTO PUHKY. JIOCTITHUKH NIPOIOHYIOTh 3aCTOCYBaHHS 1HCTPYMEHTApito (pakTa-
JHHOTO aHaJi3y Ta aHalli3y JUHAMIKH BOJIATHIIHOCTI, IO JI03BOJISE 3/IIHCHIOBATH
MOCTIHUN MOHITOPHHT CTaHy PUHKY Ta MPOTHO3YBaHHS TUHAMIKH KPUIITOBATIOT
PI3HOTO CTYTEHS KalliTami3arii.

[ikaBuM BunaeTbest HaykoBuid miaxin L. Catania ta S. Grassi [11]. Haykosmi
TaKOX BIJ3HAYIOTH, IO JOCITIDKEHHS (hiIHAHCOBUX YACOBHX PSIIIiB KPHUIITOBAIIOT
JOCUTH CKJIaJTHO MiAJA€ThCSI MOJEIIOBAHHIO, IEMOHCTPYIOYH EKCTpEMAalbHI CITo-
CTEPEKEHHS, aCUMETPIi Ta 4acTO HEeNiHIHHI XapaKTePUCTHKH, SIKi Ba’KKO MPOTHO-
3yBaTH. ABTOpHU pO3pOOIISIFOTH JHHAMIYHY MOJIENTh HOBOTO THITY, 3IaTHY BpaxyBa-
TH JIOBTOCTPOKOBY IaM’ATh 1 acCUMETpPil0 B TPOIECI BOJATHIBHOCTI, a TaKOX
HasBHICTh 3MIHHUX Y Yaci acuMeTpii Ta ekciecy. EMmipudHe AOCTiKEHHS, BH-
KOHaHE Ha BEJMKOMY MAacHBI pealbHUX JaHUX IIOJ0 HAOOpIiB KPHUITOBAJIOT, 3a-
CBiUy€ JOKa3W HAassBHOCTI TPHBAJOi mam’sTi Ta e(eKTy KpeAUTHOro Iuieya, II0
MOYKHA BB)KATH BATOMHUM BHECKOM Y TEOPII0 AWHAMIKH BOJATHIBHOCTI. Taki pe-
3yJILTATH € BKJIMBUMH JUIS YIPABIIHHS 1HBECTHUIIHHUMH aKTUBAMH Ta PU3HKa-
MM, TIOB’sI3aHAMH 3 IIUM TIPOLIECOM.

TakuM YHMHOM, aHalli3 Ta MOJCTIOBAHHS PUHKY KPUITOBATIOT PO3KPHBAE
BKJIMBI HAYKOBI TOPU30HTH JJIS 3aCTOCYBAHHS Cy9acHOTO iHCTPYMEHTapilo eKo-
HOMETPUYHOT'O TIPOTHO3YBaHHS Ha (JiHAHCOBUX PHUHKAX Y MPHUKJIAAHIN MIOMIMHI.

INOCTAHOBKA 3AB/IAHHS

3 orsy Ha BUKJIAJCHE BHIE, CPOPMYIIOEMO METY AOCIiKEHHS, SIK MO0y I0BY
aHcaMm0JeBOi MOJIei KOPOTKOYACHOTO MPOTHO3Y Kypcy Bitcoin Ha 6a3i icTopud-
HUX JIaHUX Ta Ha (IHAHCOBUX iHIMKATOPAax Ii€l KPUNTOBAIIOTH. Y poOOTI BHKO-
pPUCTaHO ICTOPWYHI AaHi 3 PO3OMTTAM MO ONHINA xBuimHI 3a 11,5 mHIB. Ycporo
HaOip naHux MictuB 18 056 3ammCiB 1 CKIIaAaBCs 3 TAKUX 3MIHHUX: «price» (Kypc
KPUNTOBATIOTH), «volume» (00Ocsr TpaHcakiii), «county (KiIbKICTh TPaHCAKIIii),
«open» (Kypc Ha moyaTok TopriB), «high» (piBeHb MaKCHUMalbHOTO KypCy),
«close» (Kypc KpUIITOBAIIOTH Ha 3aBEpIICHHS MEBHOTO mepiofy), «low» (piBeHb
MiHIMaJIbHOTO Kypcy). CIiji 3a3HaUUTH, 10 Yy HAsIBHOMY pEalbHOMY PSIY JaHHX
OKpeMi 3 HUX OyJIM MPOMyIIeHi, MPOTe Mepio BiACYTHOCTI TAaHUX HE MEPEBHIITY-
BaB TPHOX XBWJIUH. TOMY /IS MOANBIIOTO aHANI3Y BiICYTHI 1aHi OyJv 3aroBHEH1
3 BUKOPHCTaHHSIM METOJy IHTEpITOJIALi 3 BHKOPUCTAHHAM JTiHIHHOT perpecii. Pe-
3yJNbTaT IHTEPHOALIT HaBEJCHO Ha pHcC. 1.

Sk BimOoMO, MOJENI TPOTHO3YBaHHS KypCy BalllOT MOYKHA IOJUTATH Ha IBi
KaTeropii.
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1. Mooenv uacosux psodie. JlocmimKyeThcsl 3HAYCHHS! KPUNTOBAIIOTH 3 ypa-
XyBaHHAM ii 3Ha4YeHb 3a TMONEpemHi mepiogw dYacy 0Oe3 ypaxyBaHHS IHITHX
¢axropis [12].

2. Moodenv Ha ocHo6i inancosux inouxamopis. Kypc KpUITOBAIIOTH
MIPOTHO3YETHCS Ha OCHOBI (PiHAHCOBHUX IHIUKATOPIB, SIKI y CBOiM MPHUPOII Bpaxo-
BYIOTh YaCOBl 3aTPUMKHU Ta XapaKTEPUCTUKU KPHUIITOBAIIOTU 3a TOIMEPEIHI MO-
MeHTH vacy [13].
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Puc. 1. lunamika kypcy Ta oocsris nponaxy Bitcoin, 2022-11-13 — 2022-11-23
Pospaxoeano asmopamu.

Y po06oTi moeaHAHO 111 J1Ba MiAXOAU Ta BUKOPUCTAHO PI3HOMAHITHI METOAH
MAIIMHHOTO HAaBYaHHSI, a TAKOK MOEJHAHO HAWOIIBII Ji€B1 3 HUX B aHCAMOIIb.

AJNTOPUTM pO3paxyHKY:

1) po3paxyHOK (piHAHCOBUX IHIUKATOPIB;

2) 4yacoBa JICKOMIIO3UIIisI ITLOBOTO TOJIS;

3) BU3HAYCHHS JIArOBUX 3aTPUMOK Ta (hopmMatizaliiss MOJeIi;

4) moOyoBa Ta aHaJli3 MHOKWHU MOJIEJIeH MalTMHHOTO HaBYaHHS;

5) noOy/10Ba MPOrHO3Y HA OCHOBI aHCAMOJIIO MOJICTICH.

PO3PAXYHOK ®IHAHCOBUX IHIUKATOPIB

Sk mocnmimKyBaHi iHAMKATOPH O0OpaHO HaWOIUIBII MOIMYJISIPHI Ta BXKHBaHI Xapak-
TEPUCTUKN KOH IOHKTypH puHKY KpunroBamor: ADODS, NATR, TRANGE,
ATR, OBV, RSI, ADTV.

KopoTko BHKIameMoO OCHOBHI IMIIXOIU 0 PO3PAXyHKY MHUX (hiHAHCOBUX iH-
JIUKATOPIB.

ADODS — Chaikin A/D Oscillator [14].
Lett iHgMKATOP HA OCHOBI OOCATY JJIsi BUMIPIOBAHHS CYKYITHOTO I'POIIIOBOIO
MOTOKY. [HAMKAaTOp TpUIycKae, 10 CTYMiHb TUCKY KYIIBJIl a00 MpOoaaxy MOKHA

BU3HAYMTH 32 PO3TAIyBaHHSIM 3aKPHUTTS 3 ypaxyBaHHSIM 3HAU€Hb MaKCUMyMY Ta
MiHIMyMy OOMIHHOTO KypCy 3a JOCTIKYyBaHHN TIEPiOI.

Cucmemni docniodicenns ma ingpopmayivini mexronoeii, 2023, Ne 4 57



. Mapmowsanos, A. Buxniok, M. @aetiuyk

Kpusa ADODS — 1e 3aranpHa cyma KOXHOTO MepioAy OOCSTYy IpOIIOBUX
moTokiB (MVF):
_ (Close—Low)— (High—Close)

MFV = x Volume ;
High— Low

= ADODS, + MFV ,

ADODS

P+1
JIe p — IHIUKATOpP TEePiony.
ATR Normalized (NATR) [15].

Leit iHMUKATOP BUKOPUCTOBYETHCS B TEXHIYHOMY aHaNi31 JJIsl BUMIPIOBAaHHS
PIBHS BOJIATHJILHOCTI 1 BU3HAYAETHCS 32 PiBHSIHHSIMU:

NATR = 100x ATR
Close
ATRP(n—l)JrTR
ATR,,, = . ; (1)

Je p — IHIUKATOp Mepiony; # — KUIbKICTh MIEPioJiB;
1 n
ATR, =—=>TR;
=

TR =max[(High, —Low,),

High,, —Close,,_,|,|Low, —Close,_j|], ()

b

Jie n — aHalli30BaHa KUIBKICTh MEPiofiB Yacy; p — iHauKarop nepiony; 7R —
Jliana3oH TOPTiBIIL.

o Ttue Range (TRANCE) [16] — 1e TexHiuyHHMI IHAMKATOp, IO BUMIPIOE
JNEHHUI Jiana3oH Kypcy IUIIOC OyIb-SKMH PO3PHB Bil LIHH 3aKPUTTS IOIEpe-
IHbOTO THS ((2)).

o Cepeoniti cnpasoxcriti dianazon (ATR) [17] — ue iHAUKATOP TEXHIYHOTO
aHai3y, SIKUH BUMIPIOE BOJIATWIIBHICTh PUHKY IUIIXOM PO3KJIAIaHHsS BCHOTO Jia-
Ma30Hy IiHU aKTUBY 3a Iieit nepiox (piBHAHAL (1)).

o banancosuii oocsie (OBV) [18] — e TeXHIYHUI IHAMKATOP IMITYJIBCY TO-
PriBIi, IKWH BUKOPUCTOBYE MOTIK 00CATY AJIsl IPOTHO3YBAHHSI 3MiH KYpCY aKIIii:

Volume : Close,, ., > Close ,;
OBV, =0BV, + 0: Close ., = Close ,;

Volume : Close,,, < Close,,,

JIe p — IHIUKATOpP MEePioy.

o [noexc gionocuoi cunu (RSI) — MIMPOKO BUKOPHUCTOBYBAHWUHU 1HAWKATOP
ocumisitopa. s TpeiinepiB i3 cepeIHBOI0 PEBEPCIEr0 BiH MOXKE T€HEPYBaTH CUT-
HaJ M JUIsl BU3HAYCHHS PIBHS MEPEKyIUICHOI 4m mepenpomaHoi 1mind. RSI takox
MOYKHAa BUKOPUCTOBYBATH JJIsl BA3HAYCHHS CHIIM PYXY TPCHIY:

100

1+ Avg Gain

RSI =100 -

step one

Avg Loss
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ne Avg Gain — cepenniii mpuOyToK (B a0CONOTHOMY BHpakeHHi); Avg Loss
— cepenHiit 30UTOK B aOCOTIOTHOMY BHpaKEHH.

o Cepeoniti npubymox ( Avg Gain) abo 30umox ( Avg Loss) [19], wo Bu-
KOPHUCTOBYETHCS Y IIOMY METO/II, € CEPEIHIM BiJICOTKOBUM MPUPOCTOM ab0 30UT-
KOM Bi/IITOBIHO BIPOJOBXK JOCIIHKYBAaHOTO miepiony. Y (GpopMmyii BUKOPHCTOBY-
€ThCSl aOCOMIOTHE 3HAYCHHS 00CATY cepenmHix BTpar. llepiomu i3 BTparoro IiHH
BPaxOBYIOTBCS K HYJIb Y pO3paxyHKax cepefHboro npulyTKy. Jlaru 3 TeHeHii-
€10 IO TiJBUINEHHS I[iH BPaXOBYIOTHCS K HYJIb Y TIPOIIECi pO3PaxXyHKY CEPeIHbO-
ro 30utky. CTanmapTHa KUIBKICTh TEPIOAiB, SKi BUKOPHUCTOBYIOTHCS IS pO3pa-
XYHKY ToyaTtkoBoro 3HaueHHs RSI, craHoButs 14.

3a yMoBU Koyid OyJlie po3paxoBaHO 3HauYeHHs 14 mepiojiB, MOXHA MEPeXo-
JUTH 10 BUKOHAHHS HACTYITHOTO €TaIly, METOIO SIKOTO € 3TIaJPKyBaHHS pe3yibTa-
TiB TakuM 4MHOM, 1100 RS nuine Habnmxkarcs 10 100 4u 10 HyJIS HA 9ITKO OKpe-
CIICHOMY TPEHJIOBOMY PHHKY:

100
RSI =100 - - -
step two . (Avg Gain), x13 +(Avg Gain)

(Avg Loss) , x13 + (Avg Loss) .

o (CepeoHiti wooennuil oocae mopeie (ADTV) — ue cepenHiit obcar mpozaa-
JKy MEBHOI BaJIOTH BIPOJOBXK AHs. CepenHiil IOIeHHUI 00CAT TOPTIB € BaXKJIH-
BUM ITOKa3HHKOM, OCKIJIbKU BHCOKHUH a00 X HH3BKUH OOCAT TOPIiB MPUBAOIIOE
pi3HI TUIH TpelinepiB Ta iHBecTOpiB. bararo TpeiinepiB Ta iHBECTOpPIB BiAmalOTh
nepeBary BHIIOMY PIBHIO CEPETHBOTO IMOJCHHOTO OO0CATY TOPTiB MOPIBHSHO 3
HHU3BKUM, OCKIJIBKU 32 YMOBH BEJIHKOI0 OOCSTY JIETIIe BiJKPUBATH Ta BUXOAUTH 3
MO3MII. AKTUBY 3 HEBEITMKAM OOCSTOM MAarOTh MEHIIE TIOKYIIIiB 1 MPOJaBIIiB, i
TOMY, B IIbOMY BHIIQJIKYy, MOXe OyTH Baxkue yBIHTH a00 BUITH Ha TOPTU HA PiBHI
OakaHo1 LiHU:

Volume y,,
2 trades

ADTV =

YACOBA JEKOMIIO3UILIA OIJIBOBOI'O ITOJIS

Sk EeKOMMO3HMINI0 ILIBOBOTO TOJS y JOCHIIKCHHI O0paHO aWTHUBHY MOJENb
(11) [20]:
price(t) = Trend (t) + Seasonal (t) + Residial (t) .

TpennoBy 3anexHicTb Trend (t) [21] po3paxoBaHO SIK JiHIHHY 3rOPTKY Me-
TOJIOM HaliMEHIIINX KBa/IpaTiB, €KCTPAIIOIbOBAHUM Ha 000X KiHIX [22].

Ce3oHHa KOMITOHEHTa Seasonal(t) BU3HAYaIach METOJOM KOB3HOTO CEpej-
HBOTO 13 epiofioM oauH nenb (1440 xB) [23].

PesynpTar no xoMmo3uiii nogano Ha puc. 2. Sk BUIHO 3 prcyHKa, Ha rpadi-
Ky B3a€MO3B’ 3Ky Kypcy Bitcoin 3 mocmimkyBaHuMy (iHAHCOBHMH 1HIUKATOPaMHU
CITOCTEPIraloThCS YiTKI TPEHIOBI Ta CE30HHI KOMITOHEHTH 3aJIe)KHOCTI 3 HEBEIH-
KHMH PO3pHUBAMH Yy TIEpioj BUXIAHUX MHIB. Y pe3yJbTaTi MEKOMITO3UII KOMIIO-
HeHTa Residial(¢) BucTynatume B poiti HUILOBOTO IOJIS.
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KOMITOHEHTOIO TIOKa3aHO Ha PUC. 3.
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Sk BUAHO 3 puC. 3, MTUHAMIKA JTOCIIKYyBaHOI 3a1€KHOI 3MIHHOT Bia (biHaH-
COBUX IHJIMKATOPIB CYTTEBO PO3PI3HIIOTHCS 1 MOTPEOYIOTH MOJAIBIIOTO aHAIIZY
Ta BCTAHOBJICHHS HASBHOCTI IPUPOIHN i TUITY (PYHKITIOHATHEHOT 3aJI€KHOCTI.

BU3HAYEHHSA JATOBUX 3ATPUMOK TA ®OPMAJIIBALIA MOJEJIT

JlomaTkoBo, IJIs aHaTi3y HAsBHOCTI (aKTy 1 HampsMy 3B’s3Ky MiK (DiHAHCOBUMH
IHMKATOPaMH Ta MIJILOBUM IOJIEM, BUKOHAHO KOPEJALiHHMI aHami3 (puc. 4).

Sk BugHO 3 aHamizy, Mixk nomiMu ATR ta NATR icHye cunbHUHN JiHIHHAT
3B’S30K, TOMY UIS TIOajIbIIoro aHamizy samumieHo mose NATR, ockinbku BoHO
sBisie coboro HopMmarizoBaHe ATR. Takox icHye 3B’s30k Mixk moneM Volume Ta
TRANGE. Ileii 3B’430K € Ha MeXi JiHIHHOTO, TOMY IPUIHATO PIlICHHS 3aJIUIIH-
TH IIi JABa TOJISA IS MIOATBIITOTO JETAIBHINIOTO aHaizy. OKpiM TOTo, MOXHA T10-
0auynTH, MI0 BUMAJKOBA KOMIIOHEHTA Maiike HE KOPENIOE JIHIHHO 3 KOJHHUM i3
3a3HaveHNX (iHaHCcOBHMX iHAMKaTopiB. Lle cBiquuTh abo MpO BiJCYTHICTH JiHIN-
HOTO 3B’s3Ky Ta HEOOXiTHICT, BUKOPUCTAHHS HENHIMHMX Mojaenel, abo mpo He-
00XiHICTh TOOYAOBM KOMIUIEKCHOI JIIHIHHOI MOJIeli, o BKJIIOYae B cede BCi 3a-
3Ha4eHi (iHaHCOBI iHAMKaTopu (OaratodakTOpHOI perpeciitHoi moxeni). [Ipore,
SK TIOKa3y€e TPaKTHKa TPEHIUHTY Ha PUHKY KPHIITOBAIIOT, CaMe BU3HAYCHI HAMU
IHAWKATOPY HaNuacTillle BPaXOBYIOThCS TpeHJepamu il TPUNHATTS IIBUAKHX
0ip>KOBUX PIllICHb.
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Puc. 4. Matpuus KopessifiHOro 3B’s13Ky MiXK (piHAaHCOBMMH IHAMKATOpaMH JUHAMIKA
PUHKY KPHUIITOBAIIIOT Ta KypcoM Bitcoin, 2022-11-13 —2022-11-23

Po3paxoBaHo aBTOpamu
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Jlns BpaxyBaHHS BIUTUBY JIarOBOI 3aTPUMKHM BHUMAJIKOBOI KOMIIOHEHTH
(Resudial(t)) BUKOHaHO aBTOKOPEJAIIMHMI aHAI3 y MeXaX CE30HHOI KOMITOHE-

HTH, ToOTO Ha 1440 xB. Pe3ynprar aHami3y mojaHo Ha puc. 5.

Autocorrelation
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Puc. 5. ABTokopenAuidHuil aHani3 AJs1 BHNAAKOBOI KOMIOHEHTH (Resudial(t)),
2022-11-13 —2022-11-23
Pospaxoeano asmopamu

SIK BUZIHO 3 PUCYHKA, JIATOBa KOPEJISLis 1ICTOTHO 3HUKYETHCS A0 HyA 1 00e-
pHEHO 3pocTae B Mexkax jary 465 xB (7 rog 45 XB), 10 BiAMIOBiIa€ CIieHApiIO Kia-
CHYHHMX TOPIiB HAa PUHKY KPHUITOBATIOT. [ yTOuHEHHs HEOOXiIHOro Jary Tta
YCYHEHHSI B3a€MHOI KOpeJsiii BUKOHAHO YaCTKOBHI aBTOKOPEINSIIMHMN aHai3.
Pesynbrar inroctpye puc. 6.

1 00 Partial Autocorrelation
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Puc. 6. YacTkoBHii aBTOKOPETAMIMHWI aHami3 IS BHUITAJKOBOI KOMIOHEHTH
(Resudial(t)), 2022-11-13 —2022-11-23

Pospaxosano asmopamu.
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Sk BUAHO 3 pHUC. 6, HAUBHUILOTO PiBHS KOPEISALIHHUN 3B’ 30K NPUTaMaHHUHT

JUIST KOMIIOHEHTH 3 JIaroBOIO 3aTpuMKoro 1, 2 Tta 1440. [l BCTaHOBJICHHS HasIB-

HOCTI JJaroBUX 3aTPUMOK MiX IHIIUMH (DiHAHCOBHMH 1HOMKATOPAMH Ta BHITaIKO-

BOI0O KOMITOHCHTHOIO TaKO>X BHKOHAHO BIAIMOBIMTHWN aBTOKOPEJAIIMHUN aHaii3

(puc. 7). Sk BUAHO 3 pHCYHKa, BCi KoeilieHTH KOpensauii € qyke HU3bKUMH,
TOMY HEMA€ CEHCY BpaxOBYBaTH JIArOBY 3aTPUMKY IIif] yac IOOYZI0BU MOJENEH.

0,2

0,15

0,1

0,05

] — volume 2 _—_ ADODS 3 — NATR 4 — TRANGE

5 — 0BV 6 — RSl 7 — ADTV

Puc. 7. 3anexHicTb koedinieHTa KOpeIsiii MK BUIIAJKOBOIO KOMIIOHEHTOI (Resudial(t))
Ta (JiHAHCOBUMH 1HAWKATOPAaMH 3 BIIIOBIJHAM 4acoBHM Jjarom, 2022-11-13 — 2022-11-23
Pospaxosano asmopamu

Lle mosicHIOETBCS crienu(iko BHKOAHOTO aHalizy. OCKiNBKH WAETHCS MPO
PO30OUTTS TaHWX IO OMHIA XBUJIMHI, TO JIOTIYHUM € BiJICYyTHICTh TaKOTO BILIUBY,
a/Ke KOH IOHKTYypa PUHKY KPHIITOBATIOT y TAKUX YACOBHX Jlarax Ay»Ke LIBHIKO
3MIHIOETHCS 1 YacTO TpeHaepH BpaxoBYIOTh OLJIbIII YaCOBI JIATH.

TakuM 4MHOM, y pe3yibTaTi MPOBEAEHOro aHaji3y (opmaiizoBaHy Moaeib
MPOTHO3Y Kypcy Bitcoin MoXHa mogaTH y TaKOMY BUTJIISII:

BITysp (t +1) =Trend (t) + Seasonal (t) + F (Resudial (t), Resudial (¢t —1),
Resudial (t — 2), Resudial (t — 465), Resudial (t —1440),volume(t), ADODS (),

NATR (t), TRANGE (t),0OBV (t),RSI (t), ADTV (¢) . (3)

SAx BugHO 3 piBHsAHHA (3), Kypc Bitcoin MoxxHa po3paxoByBaTH SIK CyMy
TPEHIOBOI, CE30HHOI Ta BUMAJKOBOI KOMITOHEHT, SIKa IPOTHO3YETHCS 32 JIOITOMO-
rOl0 aHCcaMOJII0 MOJIeNeH.

MOBYJIOBA TA AHAJII3 MHOXWHHA MOJIEJIEM MAIIIMHHOTI' O
HABYAHHA

OpaHuM 13 3aBAaHb JOCIHIHKCHHS € TI00Y10Ba MOJICII ISl TPOTHO3Y KYPCY BaJIOT
Ha MaliOyTHI mepiogu. Mojenb, ofgana y BUTIsAAL piBHAHHA (3), Ja€ 3MOTy mpo-
THO3YBaTH JIMIIIC HA OJWH Tepion Hamepen. s moOymoBy MPOrHO3y Ha MEKUTbKA
MalOyTHIX NEepio/IiB MOXKHA 3aCTOCYBATH J[BA IT1IXO/IH:
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1. nsa xoxHOro i3 ¢akropiB moOyAyBaTH MPOTHO3HY MOJIENb HA OIUH
mepion Hamepes 1 BiANMOBIAHO BUKOPHCTOBYBATH IPOTHO3HI 3HAYEHHS SIK BXI1IHI
JUTSl IPOTHO3YBAHHS Ha HACTYITHUI Mepioll 4acy (JaHIIOTOBUI METO).

Sk BUXimHE TIOJIE BUKOPUCTOBYBATH 3HAYEHHS Residial (¢ +lag) 3MilIeHOT0
Ha HeoOXiaHI mepioau Hamepe.

[epmuit minxix norpedye MoOyAOBU BEIHUKOI KUTBKOCTI MOJICTICH 1 3yMOBHTH
HAKOTIMYEHHS TTOMUIIKY 3a iTepaiiii Ha KOXXHUWA HacTymHHUU nepion. pyruii min-
XiZ JO3BOJHTH 3MEHIIMTH HAKOIMYYBaJbHY MOMHWIIKY, alle MOTpedye moOyaoBU
OKpeMOi MOJEI I KOKHOTO JIary IporHo3yBaHHA. ToMy i po3paxyHKiB 00-
paHOo caMe IPYTHH MiAXiI.

Sk TecToBI MOEN BHOKPEMIICHO: JIHIHHY MHOXWHHY perpecito [24]
(Linear), perpecito I'yoapa [25] (Huber) Ta HelipoHHY Mepeky 3BOPOTHOTO IO-
mpeHHs noMmwiku [26] (MLP), mo cknanaerses i3 ABox mpormapkis mo 100 Heli-
pOHIB KOXeH. [y TecTyBaHHA TOYHOCTI Ta aeKBaTHOCTI MOJIesIell BUKOPUCTAHO
KPOCBAJIAAIII0 3 BEJIWYMHOK pPo30UTTS 3. Pe3ynbTaTv OIiHIOBAaHHS TOYHOCTI
MIPOTHO3yBaHHs HaBeJeHO B Ta0M. 1.

Sk BUAHO 3 TaOMMIN, TOYHICTH MPOTHO3Y Y BHIAJKY TECTOBHUX JaHUX € JIO-
CUTh BHCOKOIO. SIK i ciim Oyno odikyBaTH, 31 301IBIIEHHSIM Yacy MPOTHO3Y TOY-
HICTh MOJIEJIeH TIOCTYTOBO 3MeHIIyeThcst. OnHak HaBiTh Ha 10 mepioxiB Hamepen
BOHA € JIOCUTH BHCOKA.

Ta6anus 1. Koedimientn xopemsmii Moxeni nporrosy (R?) mis pisHuX nariB
s Resudial(t +lag), 2022-11-13 — 2022-11-23

Lag Linear MLP Huber VotingRegressor
0 0,99 0,99 0,99 0,99
1 0,98 0,98 0,98 0,98
2 0,97 0,96 0,97 0,97
3 0,96 0,96 0,96 0,96
4 0,96 0,94 0,95 0,95
5 0,95 0,92 0,95 0,95
6 0,94 0,93 0,94 0,94
7 0,93 0,92 0,93 0,93
8 0,92 0,91 0,92 0,92
9 0,91 0,90 0,91 0,91
10 0,90 0,89 0,90 0,90

Pospaxoeano asmopamu.

Jnis yHUKHEHHs BUMAIKOBUX (QIIYKTyamid Moneinei ix 00’emHaHO B aH-
caM0Jb 3a goroMororo VotingRegressor, KUl ycepeaHioe pe3yIbTaTH OKPEeMHUX
MOJICIIEH.

MHOBYJAOBA IMNPOT'HO3Y HA OCHOBI AHCAMBJIIO MO)];EJIEFI
st moOymoBW TIporHO3y HaOip maHWX Oyio MOAUICHO HAa HaBUAILHUHN Ta TECTO-

Buii B npomnopuii 90/10. Sk TecToBuii Habip 0OpaHO naHi 3a ocTaHHil nepioa. Pe-
3yJNbTaTH HABYAHHS 1 TECTYBAHHS HaBEIEHO B Ta0. 2.
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Ta6auus 2. Tounicts HaBuanns (R°) HA HABYANBLHOMY Ta TECTOBOTO HaOOp
JaHux Jis Residial (t + lag)

Lag Linear MLP Huber VotingRegressor
Train Test Train Test Train Test Train Test

0| 0,99 0,99 0,99 0,95 0,99 0,99 0,99 0,99
1 0,99 0,98 0,99 0,98 0,98 0,98 0,99 0,98
2 | 0,98 0,97 0,98 0,97 0,97 0,97 0,98 0,97
31 0,97 0,96 0,97 0,94 0,97 0,96 0,97 0,96
4 1 0,96 0,95 0,94 0,85 0,96 0,95 0,96 0,95
51 095 0,94 0,93 0,88 0,95 0,94 0,95 0,90
6 | 0,94 0,93 0,94 0,89 0,94 0,93 0,94 0,92
7 | 0,93 0,92 0,93 0,92 0,93 0,92 0,93 0,92
8 | 092 0,91 0,92 0,89 0,92 0,91 0,92 0,91
9 [ 091 0,90 0,91 0,89 0,91 0,90 0,91 0,89
10 | 0,90 0,89 0,91 0,86 0,90 0,89 0,90 0,87

Pospaxoeano asmopamu.

Sk BUAHO 3 TAOMHUIl, TOYHICTH HABYAHHS MOCTYIMOBO CMAJa€e 3 JIarOM Mpo-
rHO3y. YUM MEHIIIa 3aTpUMKa B MPOTHO31, THM TOYHIIIMNA pe3ynbTar. Y po3ris-
JlyBaHOMY BHUIIAJKy, KOXKCH JIar CTAaHOBUThH | XB. OTxKe, UMM MIBUIIC Oyjae MpH-
WHATO PiIlICHHS, THM MEHIIIa TIOMIUTIKA B Hioro mpuitHATTI. 1le TouHICTh IpOTHO3Y
JUTSL BUTTAJTKOBOT KOMITOHEHTH YHCIIOBOTO Psy. [ BU3HAUEHHS TOYHOCTI MOJIENi
(3) HeoOXimHO MO X PE3YJIBTATIB OJAaTH CE30HHY Ta TPEHIOBY KOMIIOHEHTH i
moOyayBaTH MPOTHO3 pealbHOTO Kypcy BaimioT. IIporHo3 kypey Bitcoin mst Tec-
TOBHX 3HAa4YEHb TI0JIaHO Ha pHC. 8.

16480 | — Real
3 2 — Linear

16450 3 — MLP

4 — Hyber

5 — Ensemble
16440
16430
16420
16410

0 2 4 6 8 10

Puc. 8. Tlporro3 xypcy Bitcoin 3rimHO 3 po3pobiernM ancambiem mozeneit Ha 10 xB
Harepes MOPiBHSHO 3 TECTOBUMH JAHUMH
Pospaxoeano asmopamu

Sk BUITHO 3 PUCYHKA, 3HAUCHHS MAIOTh JIOCUTh CUJIbHE BiJXWJICHHS Bij pea-
JHHUX JAHWX, OJTHAK PO3PAXYHOK CEPEAHBOTO aOCOIIFOTHOTO BIIXUJICHHS CTaHO-
BHUTH 9,5, mo ctanoBuTh 0,06% Big abcomroTHOro 3HadeHHS. Lle MOXe CBITUHTH
PO JOCTAaTHiM piBEHb TOYHOCTI MOZAETI.
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BUCHOBKHU

1. Ha cygacHoMy erarmi (h)iHaHCOBI pHHKH PO3BHBAIOTHCS HAI3BHYAWHO BHU-
COKMMH TEMIIaMH, 30KpeMa i PUHOK KPHUITOBAJIOT, AJIS SIKOTO €KOHOMETPUYHE
MOJEIIOBAaHHS MOXKE CTaTH OCHOBOIO Ul BU3HAYCHHs (PaKTOPiB BIUIMBY Ha HOro
KOH IOHKTYpY. Ilompu iCTOTHI MOJIMBOCTI 3aCTOCYBaHHS €KOHOMETPHYHOTO
IHCTpYMEHTapito ISl aHali3y HBOT0 PHHKY (TeHepyBaHHS 00’ €MHUX JIaHHUX Yy pe-
KHUMI peabHOro 4acy), CliJi BKa3aTH i Ha MEeBHI OOMEKEHHS TaKOTO aHali3y, 30-
KpeMa iCTOTHA BOJATIJIBHICTh PHHKY Ta 9YacTO CyO’€KTUBHUN YW IHTYiTHBHHM
XapaxkTep MPUUHATTS PillleHb TpeiiepaMi KPUIITOBAIIOT.

2. JIns omepaTUBHOTO MPHUUHATTS pillleHb LIOAO KYMiBIi-IPOJaXy BasiOT-
HUX aKTUBIB Ha (OHIOBHX Oipkax 3amporioHOBaHO 3aCTOCYBaHHS aHCaMOIJIEBOT
MOJeJli KOPOTKOYACHOTO MPOTHO3Y KYPCY BaJIIOTH, IPYHTYIOUHCH Ha 1CTOPHYHHUX
JaHUX OCHOBHHMX XapaKTEPUCTHK PUHKOBOI KOH IOHKTYpPHU (Kypc KpPHIITOBAJIOTH,
o0csT TpaH3aKIii, KUTBKICTh TPaH3aKIIiif, Kypc Ha MOYATOK TOPTiB, PiIBE€Hb MaKCH-
MaJIbHOTO KypCy, KypC KPUITOBAJIIOTH Ha 3aBEPILEHHS IIEBHOTO IIEPiONy, PIBEHb
MiHIMaJBHOTO Kypcy Ta QiHaHCOBUX iHIUKaTopax Iiei kpuntoBamoru (ADODS,
NATR, TRANGE, ATR, OBV, RSI, ADTV).

3. ¥V mporeci aHanizy MOAENI MPOrHO3YBaHHs Kypcy KPUNTOBAIIOT MOXHA
BUKOPHUCTATH Bl KaTeropii Mozesnei: MoJenb YacOBUX PALiB; MOJAENb Ha OCHOBI
(hiHAaHCOBHX 1HIIMKATOPIB.

4. Bu3HaueHO KJIIOYOBI €Tanu MOJAETIOBAHHS PUHKY KpHUIITOBAMOT: 1) 30u-
paHHs fanux; 2) cnenudikaiis Mojelni; 3) OIHIOBaHHS HapaMmeTpiB; 4) OIliHFO-
BaHHS MOJIeJli; 5) MPOrHO3YBaHHS Ta aHai3.

5. Cepen OCHOBHHX KpPOKiB AJIsl MOOYIOBH MOJIEJI AJISl aHAII3y PUHKY KpHUII-
TOBAJIIOT PEKOMEHIOBAHO 3aCTOCOBYBATH: YaCOBY AEKOMIIO3UIIIO LiJIbOBOTO MO-
JIs; BU3HAUCHHS JIATOBUX 3aTPUMOK Ta (popMaltizailiro MoJei; moOy0By Ta aHa-
73 MHOXKMHHM MOJIeNIed MallMHHOTO HaBYaHHS, MOOYIOBY NMPOTHO3y HA OCHOBI
aHCaMOJII0 MOJIeIIEeH.

6. OCHOBHI BUCHOBKH 3 BUKOHAHOTO aHAI3y:

® y B3a€MO3B’ 3Ky Kypcy Bitcoin 3 mocmimkyBanuMu iHAHCOBUMH iHAH-
KaTopaMU CIIOCTEPIraloThCs YiTKi TPEHIOBI Ta CE30HHI KOMITOHEHTHI 3aJIeKHOCTI
3 HEBEJIMKUMH PO3PUBAMH Y TIEPi0]] BUX1THUX JTHIB;

e HAWMIIHIMNK 3B’S30K BU3HAYEHO MDK TakuMHu 3MiHHHMHU, Sk ATR i
NATR, a takox Volume ta TRANGE. Ileit 38’5130k € Ha Mexi JIiHIHHOTO, TOMY
OPUIHATO PINICHHS 3aJlMIIMTH i JBa TOJNA ISl TOAAJBIIOrO JEeTalbHIIIOTO
aHani3y. Big3HadyeHo, 110 BUIIAIKOBA KOMIIOHEHTa Maiike HE KOPEJIOE JIiHIHHO 3
JKOJHUM 13 3a3HaueHux (iHaHCOBHX iHIuKaTopiB. Lle cBimunuTh abo mpo BiacyT-
HICTP JIIHIHHOTO 3B’SI3Ky Ta HEOOXiJHICTh BHUKOPUCTAHHS HENiHIHHUX MOJENeH,
abo mpo motpedy MoOya0BH KOMIIEKCHOI JiHIHOI MOJei, Mo BKIIOYaE B cede
OCHOBHI (iHaHCOBI iHAMKaTOpH (O6aratodakTopHOI perpeciiHoi Mozaeri);

® YCTaHOBJICHO, IO JIaroBa KOpEJsLisi iCTOTHO 3HMXKYETbCA OO HYJS 1
00epHEHO 3pocTae B Mexax Jiary 465 xB (7 rox 45 XB), 0 BiANOBIZa€E CIIEHAPIIO
KJIACHYHUX TOPTiB Ha PHHKY KPUITOBAIIOT; HAMBHIIMK PIBEHb KOPENALIHHOTO
3B 43Ky NpPUTAMaHHUHN i1 KOMIIOHEHTH 3 JIaroBOO 3aTpuMkoio 1, 2 ta 1440;
OCKUTBKH BCi KOe(illi€EHTH KOPENsIii MiXK BUIIAIKOBOIO KOMITOHEHTOIO Ta (iHaH-
COBHMH 1HIUKATOPaMH € HaJITO HU3bKUMH, TOMY HEMA€ CEHCY BPaxOBYBaTH JIaro-
BY 3aTPHUMKY Y ITOOYIOBI TaKOTO THITY Moeleil; Kypce Bitcoin MoxkHa po3paxoBy-
BaTH K CYMy TpPEHZOBOI, CE30HHOI Ta BHNAJKOBOI KOMIIOHEHT, $Ka
MPOTHO3YETHCS 32 JJOTIOMOTOI0 aHCAMOJITIO0 MOJIETICH.
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SEMI-SUPERVISED INVERTED FILE INDEX APPROACH
FOR APPROXIMATE NEAREST NEIGHBOR SEARCH

A.BAZDYREV

Abstract. This paper introduces a novel modification to the Inverted File (IVF) in-
dex approach for approximate nearest neighbor search, incorporating supervised
learning techniques to enhance the efficacy of intermediate clustering and achieve
more balanced cluster sizes. The proposed method involves creating clusters using a
neural network by solving a task to classify query vectors into the same bucket as
their corresponding nearest neighbor vectors in the original dataset. When combined
with minimizing the standard deviation of the bucket sizes, the indexing process be-
comes more efficient and accurate during the approximate nearest neighbor search.
Through empirical evaluation on a test dataset, we demonstrate that the proposed
semi-supervised IVF index approach outperforms the industry-standard IVF imple-
mentation with fixed parameters, including the total number of clusters and the
number of clusters allocated to queries. This novel approach has promising implica-
tions for enhancing nearest-neighbor search efficiency in high-dimensional datasets
across various applications, including information retrieval, natural language search,
recommendation systems, etc.

Keywords: approximate nearest neighbor search, inverted file index, high-
dimensional data, machine learning.

INTRODUCTION

Approximate Nearest Neighbor (ANN) [1] search is a fundamental problem in
many data-driven applications, spanning domains such as information retrieval,
image processing, natural language search, and recommendation systems. The
efficient retrieval of similar data points from vast datasets is critical for tasks that
involve high-dimensional data representations, where exhaustive search methods
become computationally infeasible. As the dataset size grows, the computational
cost of performing an exact nearest neighbor search using brute force algorithms
becomes prohibitive. Brute force approaches involve comparing each query vec-
tor with every data point in the dataset, leading to computational inefficiencies
and impractical execution times for large datasets. Approximate nearest neighbor
algorithms offer a trade-off between search accuracy and efficiency, allowing for
the retrieval of reasonably accurate results within a significantly reduced search
space. By intelligently approximating the nearest neighbors, these algorithms en-
able faster exploration of large datasets, making them essential for real-world ap-
plications where timely responses are crucial, such as image and text search, rec-
ommendation systems, and similarity-based clustering.

One popular approach in ANN is the Inverted File (IVF) index method [2].
Originally, the IVF index was an inverted indexing technique that partitions the
dataset into a set of Voronoi cells or “buckets” [3]. Each bucket corresponds to a
cluster of data points, and the indices of data points within each bucket are stored
efficiently. During the search process, queries are mapped to their corresponding

© A. Bazdyrev, 2023
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buckets, and the search is constrained to the nearest neighbors within these buck-
ets, significantly reducing the search space and accelerating the process.

The standard IVF index has shown remarkable performance gains in nearest
neighbor search tasks. However, it faces challenges in scenarios with unevenly
distributed data, leading to imbalanced bucket sizes [4]. These imbalances can
result in a suboptimal trade-off between search efficiency and accuracy, as some
buckets might be excessively populated, while others remain underutilized. In
addition to challenges posed by unevenly distributed data and imbalanced bucket
sizes, another significant issue that the standard IVF index may encounter relates
to the formation of centroid clusters. The standard approach typically relies on
unsupervised clustering techniques to create the centroids or representatives for
each bucket. This process can potentially lead to suboptimal cluster assignments,
especially when the training data for centroid formation is insufficient or poorly
representative of the underlying data distribution.

To address this limitation, we propose a novel modification to the IVF index
method that leverages supervised learning techniques. Specifically, we train clas-
sification neural networks to assign query vectors to their most appropriate
bucket, based on the similarity to vectors in the dataset. Moreover, we incorporate
an optimization objective to minimize the standard deviation of the bucket sizes,
further refining the indexing process. By doing so, we aim to achieve more bal-
anced cluster sizes, effectively mitigating the impact of unevenly distributed data.

PRELIMINARIES

Let’s formulate a general ANN problem. Let X = {x; cRY li = I,_N} be a set of N
d-dimensional vectors representing the data points in the dataset. The objective of

ANN search is to efficiently find, for a given query vector ge R?, an approximate

nearest neighbor x"¢ X such that the distance between ¢ and x* is minimized.
In the Inverted File Index (IVF) approach, we partition the dataset X into K
disjoint subsets or buckets, denoted as B,,B, ...By . Each bucket corresponds to a
subset (cluster) of vectors in X with corresponding centroids ¢; — centroid of
corresponding B; .
The ANN search with the IVF index can be formulated as follows. Given the

metric function dist, a query vector ¢ eR?, the goal is to find the bucket B,,,,,,

with a corresponding centroid ¢ that minimizes the distance to the query vec-

query
tor — equation:

Cquery = argmin (dist (.c,)) .
tepeeg )
Once the bucket B,,,,,, is identified, we need to find x" — approximate

nearest neighbor within that bucket using brute force search — equation:

x =argmin(dist(q,x)).
x€Byyery
Optionally, to improve accuracy, it is possible to use several B; adjoining to

B, buckets on the last step depending on the method hyperparameter set.
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Let dist — some metric function (euclidian, manhattan, etc.).

Let X ={x; eRY |i = I,_N} vectors representing the data points in the dataset.

Let O={q;¢€ RY li = I,_M} — a set of M d-dimensional vectors with a similar
distribution to real-life production queries be a queries training set, M << N .
Let R ={r;¢ X |r; = argmin(dist(g;,x)), i = L_M} — set of ground truth near-
xeX
est neighbors (responses) from X for each ¢g; €Q.

Let KeN — method hyperparameter, a desired amount of buckets
B,,B,,..., By, such that X= UX, B, and B, NB; = ifi=#j.

Let NN :R? — RX — some vector function — equation:
NN (q;)=Plg;e B;/r;e B} for j=LK, (1)

where P{q;eB;/r;eB;} — is a conditional probability that ;e B, given 7,€B,;.

In our case a multi-layer perceptron [5] with a final softmax layer — equation

Zi

e — o .
softmax,;(z) = ———— for i=1,K, that distributes query vectors ¢; into buckets
J

K

1€

B,B,,...,Bx . We also want this function to have a specific property, that it
distributes query vectors ¢;€(Q to the same bucket as their corresponding re-
sponses ;R .

We can estimate the NN’s parameters using the maximum likelihood estima-
tion method [6; 7], if we consider the task as a standard softmax multiclass classi-
K
fication with a cross-entropy loss function — equation CE(y,)=->_y,;log(};) .
i=1
If we consider Q as an input training set and on each epoch step we can calculate
actual training targets Y as follows Y ={argmax({NN;(r;)}), i= I,_M} — for
J=LK
each training query we assign its ground truth nearest neighbor’s bucket as a tar-
get bucket. As a result of NN training, we can explicitly distribute input queries
by buckets — equation bucket(q) = argmax ({NN,(q)}) for g € RY and implicitly
i=1,K
get the desired buckets B,,B,,...,Bx — equation:

B; ={x€X |argmax({NN,~(x)}):j} for j=1,_K. )
i=1,K
STANDARD DEVIATION-BASED BUCKET SIZE REGULARIZATION

The vanilla approach proposed in the previous paragraph can produce imbalanced
buckets By, B,,...,Bx in the result, for example, NN will distribute all the query

items in the single bucket, so there will be no full power use of the IVF index. If
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we want the most efficient computational power of the IVF index method, then
we obviously need buckets of the most equal size so that the expectation of the
search time of a brute force search over a random bucket takes the minimum time.

Let S={s; = |Bl~|| i= I,_K} — set of buckets sizes after we have trained NN that
distributes query vectors by buckets. We can calculate the standard deviation of

=2
the dataset S: o(S)= [Z(]S\’]—_f)] . If we want to have buckets of approxi-

mately equal sizes then we need to minimize o(S). The problem here is that this
function is not differentiable with respect to the parameters of the NN model, so
we need to use a differentiable approximation of o(S) .

Using equations (1), (2) we can calculate the expectation of size for each
bucket as follows — equation:

N
s;=> NN;(x;) for x;eX; for j=1K. 3)
i=1

So, we can have S = {s;|j= I,_K} — set of expectations of bucket sizes after

we have trained NN that distributes query vectors by buckets. And G(§ ) which is

differentiable with respect to the parameters of the NN model.
Finally, we can introduce a combined multiclass cross-entropy loss function
with std-based bucket size regularization in equation:

N 1 N K - -
L(y,y,X){—NZZyglog(y,j)}y*c(S), 4)
i=1 j=1

N K N
where (—LZZ y;log (JN/ij)J is a standard cross-entropy component; o(S) —
i=1 =1

approximated standard deviation of bucket sizes and ye€[0,+00) — regularization
scale.

TRAINING ALGORITHM

1. Defining K — desired number of buckets and M — desired maximum
bucket size.

2. Initialization of multiclass classification NN weights [8].
3. On each training epoch:

1. Calculate current epoch targets ¥ = {argmax({NN,(1;)})}.
j=LK

2. Calculate the multiclass cross-entropy loss component using g; €0 as
inputs and y; €Y as targets.

. Calculate expectations of sizes for each cluster — equation (3).

. Calculate G(§ ) — std-regularization component.

. Calculate aggregated loss equation (4).

. Do the backpropagation step using stochastic gradient descent modifi-
cation, for example, Adam [9], and update NN’s weights.

AN DN bW
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4. After the training process is complete, we select the best checkpoint
based on the desired performance metric, for example, precision where the actual
maximum bucket size < M. If there is no such checkpoint in which the maximum
actual bucket size is lower than the desired one, then select the checkpoint with
the size closest to the desired one and display the corresponding warning.

It could also be useful to apply some dynamic scaling of y regularization

parameter to achieve better precision performance results.

EXPERIMENTAL RESULTS

We’ve used 3 different configurations in our experiments:

1. Both indexed and query data have a Normal distribution: X ~ N(0,1);
O~N(,]).

2. Both indexed and query data have a skewed Exponential distribution:
X ~ Exponential (1); Q ~ Exponential (1).

3. Indexed data has a Normal distribution and query data has an Exponential
distribution that can be similar to different life scenarios: X ~ N(0,1);

O ~ Exponential(l) .
In all cases we use 64-dimensional vectors. We also split query data Q to

training and testing parts equally in order to minimize the risk of overfitting and
getting incorrect results — we use the train part during NN 5§ weights optimization
and the test part to calculate final metrics. We use a three-layer perceptron with
tanh activation functions and Adam [9] optimization algorithm using pytorch
framework [10]. We evaluate our algorithm compared to a faiss IVF implementa-
tion [11] which is a current industrial standard using SMAPE and precision met-
rics — equations:

suapE(A.Fy =100+ Ly A

nisi| A, +F, | /2
Precision :L.
TP + FP

Where in our case 4, is the distance between i-th query vector ¢, and its ac-

tual nearest neighbor from X and F; is the distance between i-th query vector g,

and its suggested by algorithm approximate nearest neighbor from X. In other
words, the SMAPE metric shows us how much the distances to the ground truth
nearest neighbors and to the approximated neighbors differ on average.

In the case of the precision metric, we have TP — the number of cases where
the approximate nearest neighbor equals the actual nearest neighbor and FP — the
number of cases where the approximate nearest neighbor differs from the actual
nearest neighbor. In other words, this metric shows us how often our approxi-
mated nearest neighbors exactly coincide with the ground truth ones.

We have final results presented in Tables 1, 2, 3. We also have a general
structure of the result table:

— X-size — number of vectors in the indexed dataset;

— O-size — number of vectors in the queries training set;
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— K — number of buckets in the algorithm;
— Nprobe — number of adjoining buckets to use in the brute force phase in
order to achieve a better precision;
— IFV Prec./ IFV SMAPE — precision and SMAPE metrics of the faiss IFV;
— SSIFV Prec./ SSIFV SMAPE — precision and SMAPFE metrics of the novel
semi-supervised /F'V proposed in the paper.

Table 1

X-size | Q-size | K |Nprobe |IFV Prec.| IFV SMAPE |SSIFV Prec.|SSIFV SMAPE
10K 10K | 200 1 0.055 8.7% 0.083 7.7%
10K 10K | 200 5 0.200 4.37% 0.255 3.69%
10K 10K | 200 20 0.480 1.81% 0.524 1.56%
M 10K | 2000 1 0.063 7.41% 0.071 7.1%
1M 10K | 2000 5 0.200 3.8% 0.220 3.72%
1M 10K | 2000 20 0.435 1.79% 0.491 1.65%

X ~N(0,1); O~ N(0,]) results

Table 2

X-size | Q-size | K |Nprobe |IFV Prec. IFV SMAPE |SSIFV Prec.| SSIFV SMAPE
10K 10K | 200 1 0.057 8.68% 0.066 8.53%
10K 10K | 200 5 0.197 4.40% 0.207 4.33%
10K 10K | 200 20 0.473 1.87% 0.460 1.95%
IM 10K | 2000 1 0.061 8.16% 0.069 7.99%
IM 10K | 2000 5 0.218 4.32% 0.217 4.34%
IM 10K | 2000 20 0.490 1.77% 0.498 1.77%

X ~ Exponential (1); O~ Exponential(l) results

Table 3

X-size | Q-size | K |Nprobe | IFV Prec. IFV SMAPE| SSIFV Prec. | SSIFV SMAPE
10K 10K | 200 1 0.025 14.76% 0.137 3.87%
10K 10K | 200 5 0.107 6.14% 0.403 1.46%
10K 10K | 200 20 0.305 2.49% 0.756 0.41%
IM 10K | 2000 1 0.035 11.68% 0.141 3.65%
M 10K | 2000 5 0.130 4.97% 0.419 1.28%
M 10K | 2000 20 0.341 2.44% 0.766 0.40%

X ~N(0,1); O~ Exponential(1) results
CONCLUSION

The experimental results of our novel semi-supervised modification to the In-
verted File (IVF) index approach for approximate nearest neighbor search look
very promising, because SS-IVF approach outperforms the industry standard im-
plementation in a lot of different experiment configurations from the raw preci-
sion/smape metrics perspective, especially in scenarios where query distribution
significantly differs from the indexed dataset. However, this SS-IVF algorithm is still
quite far from a production solution, since we have not yet done an efficient C/C++
implementation, which would use parallelization and low-level optimizations.
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Naxia 3 HAINIBKEPOBAHUM HABYAHHSIM B IHBEPTOBAHOMY
(I)AIZIJIOBOMY IHAEKCI JJIs1 TIOIYKY HABJIUXEHOI'O
HAUBJINXYOTO CYCIJA / A.A. ba3nupes

AHoTamisi. 3arpoIIOHOBaHO YJOCKOHAICHHS IMiJX0My 3 BUKOPHCTAHHSIM iHBEPTOBa-
Horo (aiiyIoBOro iHAEKCY JUTs TOLIYKY HaOMIKSHUX HAHOMIDKIUX CYCiiB 3 BUKOPH-
CTAHHSM HAaIliBKEPOBAHOIO HABYAHHS Ta HABYAHHSA 3 yYMTEIEM 3 METOIO IiJBUIICH-
HSl €(pEeKTHBHOCTI MPOMDKHOI KJIacTepH3alii Ta JOCATHEHHs OLTbII 30aTaHCOBAaHHX
PO3MIpiB KJIacTepiB. 3alpONOHOBAaHUI METOJI IOJIATAE Y CTBOPEHHI KIIacTepiB 3a J10-
MOMOTO0I0 HeHPOHHOT MepeKi 3 po3B’sI3aHHAM 3aBAAHHS KiIacudikalii BEKTOpIB 3a-
IUTIB y TOWM caMHi KJlacTep, IO i IXHi BiAMOBIIHI HaliGIM>K4i CyCiHI BEKTOPH y BU-
XiTHOMY HaOopi JaHuWX. Y TOEIHAHHI 3 MIHIMI3aIliEl0 CTAHIAPTHOTO BiIXMICHHS
PO3MIpiB KJacTepiB MpoOIeC iHIACKCYBaHHS CTa€ OUTbIN ¢(PEKTUBHUM i TOYHUM IIiJ
4yac HaOJIIDKEHOTo MOIIYKY HaHOMmK4nx cycifis. Uepes eMmipuuHy OLHKY Ha Tec-
TOBOMY Ha0Opi JaHUX MPOAEMOHCTPOBAHO, LIO 3APOINOHOBAHMI MiAXIA 10 iHACKCY
BUSBUBCS OUTBII TOYHWM TIOPIBHSHO 3 iHAYCTPIHHO-CTaHAAPTHOIO Peali3alicro i3
(hikcoBaHUMH TMMapaMeTpaMH, BKJIIOYAIOYH 3arajbHy KUIbKICTh KJIacTepiB Ta Killb-
KIiCTh KJIACTEPiB, IO BHIAUISIOTHCS JUIS 3alHTIB. MeTo MepCeKTHBHUM IS TTiIBH-
IIEHHSI e()EKTUBHOCTI IONIYKY HAHOIIKIMX CYCIJiB Y BEIMKOPO3MIpHUX Habopax
JIAHUX y PI3HUX 3aCTOCYBAaHHSX, TAKUX SIK iHPOPMAIIHHMN MMOLIYK, NOIIYK 3a IPH-
POIHOIO MOBOIO, pEKOMEH IaLliiHi CHCTEMH TOLIO.

KunrodoBi ciioBa: monryk HaOMmKEHHX HafOIIDKYNX CYCiIiB, IHBEpTOBAaHUH (haiiino-
BUH 1HJIEKC, TaHI BUCOKOI pO3MIpHOCTI, MalllMHHE HaBUYAHHSI.
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RAISING THE INFORMATION SECURITY AWARENESS
AMONG SOCIAL MEDIA USERS IN THE MIDDLE EAST

HEND KHALID ALKAHTANI

Abstract. Social media presents both opportunities and risks for any firm. The
Internet has recently made everything possible. Due to its low cost and rapid speed,
it is in high demand. Due to the virtual technique of interacting through various so-
cial media apps like Instagram, WhatsApp, Twitter, Facebook, etc., people are
drawn to social networking. Despite the fact that it offers advantages on both sides,
new threats are constantly emerging. Social media usage is widespread, but aware-
ness is low, which makes significant cyberattacks more likely. Numerous threat
categories put consumers at risk for cyber security. This research reviewed literature
on educating Middle Eastern social media users about information security. Addi-
tionally, this research examines various threats made via social media, offers coun-
termeasures, and considers various detection methods.

Keywords: security, security awareness social media, WhatsApp, Twitter, Facebook.

INTRODUCTION

Nowadays, the Internet has become a social environment that includes commu-
nity, value and norm [1]. Sites like YouTube, Facebook, Twitter, and Instagram
have seen a huge increase in the number of users. With the advancement of tech-
nology, social network has become pervasive and used like never before. In fact,
social media is a collection of websites and applications designed and its goal is
to allow people to share the content they want in a fast, efficient, and real-time
manner [2]. It is also an online digital communication tool with which you can
share links, SMS messages, photos and videos, it can be accessed anytime and
anywhere. In fact, there are many social media sites where a large number of peo-
ple spend a long time using them. Moreover, the number of OSNs is increasing
year by year [3].

Facebook was the first social media network in the list of the most popular
social networks with a large number of accounts and nearly 2.6 billion monthly
active users. It also carries a huge amount of information due to this large number
of users [4]. Nevertheless, this wide spread may cause great harm to users’ private
information because it may facilitate access to and violation of this information,
because users cannot choose and specify their own privacy preferences in applica-

© Hend Khalid Alkahtani, 2023
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tions [5]. This poses significant privacy risks by making users’ private data avail-
able to applications when they are often not fully aware of the risk of disclosing
such information [2]. Moreover, Internet technology inherently leads to security
problems, cybercrime, hackers, and intruders. In fact, the characteristics of the
Internet reinforce the network structures that may lead to the occurrence of major
Internet theft and fraud which is referred to as cybercrime.

Social media users need awareness and knowledge regarding the importance
of personal information security, known as Information Security Awareness
(ISA). ISA focuses on how an individual is aware of information security poli-
cies, rules, and guidelines [6]. Furthermore, ISA can shape individual characteris-
tics to be more interested in revealing self-information in the context of social
media. Thus, in this review, we will talk about the level of information security
awareness among social media users in the Middle East [1]. Privacy violation is
one of the main problems faced by social media users. It presents an ongoing risk
to these users.

LITERATURE REVIEW

Due to its extensive use in the most prominent industries including education,
healthcare, and entertainment, social media in the Middle East has grown to play
a significant role in our lives. The popularity of various online social media plat-
forms like Twitter, YouTube, Facebook and other social networking applications
has increased because of this growth in the social networking field [7]. Therefore,
the study’s literature review will cover the knowledge gap of the significant risk
to the personal information post on social media platforms.

The Perspective of Social networking privacy

People in general enjoy exchanging private information with each other, at the
same time they have an obvious lack of awareness and knowledge about what
might happen if they do so voluntarily or how to stop illegal disclosure of their
personal information [8]. Social media’s structure encourages its users to contrib-
ute willingly by exposing personal information. Users may reveal their personal
information if they believe the benefits outweigh the drawbacks.

Social media provides a platform for studying business trends, consumer
opinions, trend-setting, and political movements. Online activities that lack
enough knowledge and social security and privacy can lead to extreme catastro-
phes, such as electronic hacking in which personal and private information is re-
quired for harmful purposes. Popular social media platforms like Facebook and
Twitter, for example, also have their own unique techniques for determining the
social characteristics of its users without having to ask them directly [8].

Despite the security measures taken by social media producers and pro-
grammers to protect the user information, it is still possible for the personal data
to fall into the wrong hands and be exploited. This issue has already occurred in
the early months of 2018 known as The Facebook-Cambridge Analytica data
scandal, which involved Cambridge Analytica consulting company using millions
of Facebook users’ personal information without their knowledge or agreement
for political advertising [9].
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To sum up, threats are growing daily despite the existence of numerous pre-
ventative strategies, especially that many social media platforms have the option
of making the user’s profile available to the public. Moreover, without the user’s
awareness, attackers and online hackers can have access to the user’s private in-
formation, as well as analyze and use them at remarkable speeds intending to
cause harm.

Information security awareness

Information security awareness is a process that modifies and changes users’ atti-
tudes toward safe information standards as well as their values, behaviors, prac-
tices, work habits, and organizational culture. Changing these standards and prac-
tices helps every user to recognize the information security policies, guidelines,
and procedures that should be followed in order to avoid any electronic harass-
ment. Thus, users are required to understand both general and personal informa-
tion security concepts [10].

Self-disclosure is defined as any knowledge about oneself that is voluntarily
and consciously shared with others. Social media users need to be familiar with
the significance of protecting personal information. Furthermore, security aware-
ness can alter a person’s personality so that they are more concerned about expos-
ing personal information in the social media platforms [9].

Furthermore, the weakest link in any business is its regular users, who re-
ceive very little security awareness training as organizations grow their usage of
cutting-edge security technologies and continually train their security personnel.
As a result, organized hackers are working very hard right now to develop cut-
ting-edge hacking techniques that can be used to steal both personal data and
money from the general population [14]. Additionally, the Middle East is a desir-
able target for cybercriminals due to the region’s rapid internet use rate and low
consumer security awareness of the threats that may arise [10].

Accordingly, to escalate information security awareness of users, threats and
harmful activities by online hackers should be pointed out and acknowledged.

Threats in Social Media Platforms

There are various threats done on social media platforms and applications, which
a large number of users are not aware about, including the following.

Multimedia content threats. Multimedia content include threats associated
with static links, Video and audio conferencing, and steganography.

Static links are used by 48.6% of social networking service users to ex-
change information from interactive media. This act causes the exposure of per-
sonal information and data loss for the users.

Moreover, most social media users post their own video and audio content to
social media platforms in order to share their skills and ideas, some people abuse
these audios and videos by modifying them to make them uncomfortable or life
threatening [12].

Another threat of multimedia is steganography, which concentrates on en-
coding secret communications in a form that only the sender can comprehend in
order to conceal sensitive information in visual form without the recipient aware-
ness. For instance, a car image can contain some sort of computer viruses that
deletes or steals the users’ system files [13].
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Traditional threats. Traditional threats include digital stalking, spamming,
phishing data, and click jacking. Digital stalking is the practice of following and
stalking someone online via email, or through other electronic communication
channels. Typically, stalking requires a person engaging in persistent annoying or
threatening actions [12].

While spamming refers to unsolicited texts or emails, which are distributed
with multiple copies over the internet. Usually, spam messages are about com-
mercial advertising. Spamming consumes a significant amount of network capac-
ity in addition to wasting people’s time.

Phishing is a fraud strategy used to obtain private data by misrepresenting a
reliable organization, such as a password. Attackers frequently utilize phishing
emails to spread risky links [8]. Figure 1 shows an illustration of the phishing
technique used by hackers.

Attacker serds an
email to the victim

® & 1 &
Attacker Victim

@ I\ Victim clicks on the
. email and goes to

|, Attacker collects the phishing website

¢ ¢ Victim’s credentials

[

Attacker uses 0
victim's credentials |
tc access a website 0

]

(coo___ ) @

Fig. 1. Phishing technique [11]

Another method of traditional threats is click jacking, which is based on de-
ceiving a user into clicking on a wrong link. Users may unintentionally download
spywares and viruses as a result, browse dangerous websites, or make unwanted
online purchases.

Social Media Issues and Security Awareness among the users

Social media and its user have a relationship that is affected by cybersecurity and
its environment. This relationship intensifies as social media use rises, as cyber-
criminals broaden their scope of interest and begin to focus on social media ac-
counts. Users of social media are increasingly becoming one of their targets be-
cause the majority of them are unaware of the security and privacy measures that
can be applied to individual accounts. Nowadays, social media plays a significant
role in how individuals live their daily lives. This amply demonstrated the rise in
popularity of social media in the modern day as well as the fact that its users have
attained a critical mass necessary for influence, which increases their susceptibil-
ity and makes them even more vulnerable as hacking victims [15].

Teenagers in particular are using the Internet more and more frequently as a
result of its increased popularity globally [16]. The majority of these adolescent
social media users are students whose academic and social lives have been greatly
impacted by changes in the global environment. These young adults and teenagers
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have no idea how to use their privacy settings. Teenagers and young adults want
to express their identity and take the chance of being discovered and coming into
touch with hackers because they are more interested in seizing the opportunity to
connect with others and forge genuine relationships [17].

The majority of social media users do not really understand the significance
of their privacy settings. Young adults and teenagers are more likely to be care-
less with their social media privacy settings. According to Livingstone’s research
findings from 2008, teens mostly use social media to create dangerous and inti-
mate content by expressing themselves. Identity theft is one type of cybercrime
that might occur as a result of this lack of privacy settings. The percentage of so-
cial media users who actively utilize various social network sites raises along with
the overall growth of social media users. This brings us to the second action,
where people are making it easier for hackers to find them. Users frequently link
their social network account authorizations together or use the same password for
several accounts because they maintain multiple social networks for personal
usage [18].

For the hackers, this is a target straight out of heaven. Simply by acquiring
access to one of the person’s many accounts, they can quickly gain access to mul-
tiple accounts. A social network aggregator is what this is. Although it makes it
easier for users to keep an eye on their social media profiles, it poses certain secu-
rity risks [19]. Given that once one of their accounts has been hijacked, hackers
will be able to find all of their other accounts, thereby increasing the risk to other
accounts. For these teenagers and young adults, a cyber-security knowledge gap
might be a problem. Due to their ignorance of the significance of security imple-
mentation, they are blind to nearby cases of accounts being compromised. Al-
though social engineering assaults may not appear to be as sophisticated as other
hacking techniques, they have produced some of the most effective attacks on
targets [20].

The Need for Effective Information Security Awareness

Over the past few years, the Middle East has seen a steady rise in the number of
internet users. While the Middle East only accounts for 3.2% of all internet users
globally, it has seen an increase in internet usage of 1825% over the previous 10
years, compared to a rise of 445% for the rest of the globe, according to the
World Internet Usage Statistics News [21]. Additionally, it stated that as of June
30, 2010, Bahrain, the United Arab Emirates, and Qatar had the greatest rates of
internet penetration in the Middle East, representing 88%, 75.9%, and 51.8% of
their respective populations, respectively. Numerous online businesses have been
drawn to the Middle East by this expansion, enabling many already-established
industries including education, health, aviation, and government to expand [22].

A thorough investigation of the difficulties and dangers that social network-
ing sites and social networks face is the goal of Yassein M. et al. in [15]. In this
study, electronic crimes were analyzed in relation to user-posted content on social
networking sites and the use of that information to locate the original victims. Us-
ers are unaware of the risks associated with sharing this information when it is
being published. After that, they list the flaws and give a brief summary of the
protective strategies now in use, highlighting the weaknesses.

In [23] Almarabeh et al. discuss the distribution of the different sorts of at-
tacks that social media sites are subject to. They present two different sorts of at-
tacks in this context: classic attacks and modern attacks. A clear picture of the
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attacks has emerged thanks to the information on the different sorts of strikes.
What kinds are there? And what techniques do they employ? There is information
concerning social media users’ flaws, such as the fact that their personal accounts
have a low level of secrecy, which makes it simple to hack them. The primary
goal of this research is to increase online social networking users’ awareness of
how to protect themselves and their data against risks and assaults while using
social media platforms.

Security and privacy issues with social networks and social engineering were
examined by Ali et al. [24]. Additionally, information about OSNs was covered,
including its explanation, methods, resources, and the growth and fall of different
OSNSs. The report emphasized crucial privacy safeguards as well as user risks and
weaknesses. By classifying risks into several categories that were investigated as
part of a knowledge-sharing strategy, taxonomy has been constructed. In this
study, the aftermath of a catastrophe is discussed, as well as how terrorism un-
dermines the support for privacy. They incorporated privacy rules to take care of
user privacy for the goal of reducing and monitoring personal information or data,
encouraging users to reply appropriately and utilize social media solely for public
topics.

The issues that could endanger the privacy of social media users were dis-
cussed by Ali et al. in [25]. There were two categories of issues: traditional threats
and contemporary threats. To learn more about users’ attitudes on privacy settings
as well as their knowledge and interest in them, a questionnaire was created. Un-
fortunately, the findings were disappointing because a significant portion of users
did not take use of privacy-preserving settings offered by service providers. Fi-
nally, recommendations and fixes for safeguarding user content and privacy were
made. In [26] Aghasian et al. introduced an automated Fuzzy model for calculat-
ing the score of privacy of unstructured data of social media users on Facebook
and Twitter. They also cautioned these users of the risks associated with using
social media. The model consists of two phases that record privacy and calculate
the privacy risk score. The machine learning model first identifies the features
that have an impact on users’ privacy. The final privacy score is then calculated
using a fuzzy based approach. Information retrieval and pre-processing make up
the first of the model’s three phases. The second is by giving them some funda-
mental information so they can obtain the source of sentimental privacy. The out-
come of the privacy score for users who have shared their information is deter-
mined at the final stage (Fig. 3).

Furry System
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D fime * Analyse and Roport
Maomber bp the Resuht
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Fig. 3. Flow of privacy scoring process of proposed method [24]
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Soomro et al. talked about a new list of crimes in social media like cyber in-
trusion, credit card fraud alongside disaster fraud and data breaches in [27], as
well as many different types of crimes pertaining to social media like social engi-
neering and phishing, burglary via social networking, identity theft, malware, cy-
ber-casing, and cyber-stalking. Researchers in this area have employed a variety
of strategies and deterrents to combat these crimes. Finally, this study emphasized
a number of tips and methods for preventing cybercrime.

A deep learning-based efficient categorization technique for assaults that
target Twitter users was proposed by Mostafa et al. [28]. The sole supporting
method, the feature extraction issue, the lack of precision, and the slow speed
were all issues this paper addressed. The tweets are first pre-processed using
Sen2Vec rather than the element being extracted. The method used in this work is
a sophisticated deep learning language processing technique that can convert a
word or piece of text into a vector that represents it. Then, using a variety of ma-
chine learning methods, a machine learning model is created to distinguish be-
tween spam and non-spam. At the following level, parameter settings are assigned
for spam filtering. An actual ground truth dataset is used to build up their testing.

Users were informed about the issues and potential harms caused by the dis-
semination of content on social media sites and the absence of privacy by, [26],
and [28]. In this instance, the most significant security flaws affecting social me-
dia platforms and the most significant contemporary methods preventing the
spread of hazardous content were investigated. Users and their exploitation or
targeting were discussed. In order to lessen users’ lack of privacy on social net-
working sites and to stop the spread of hazardous content in social networks, [24]
offered a cutting-edge technology that has been researched and developed.
“Fuzzy-based” is the name of the technology in use.

CONCLUSION

Social media is effective and beneficial in many areas, but new challenges and
concerns regarding privacy and security continue to grow. This review discussed
the most important papers that talk about the problems caused by the content of
social networking sites, and the review also dealt with information security
among social media users in the Middle East. This issue remains a fundamental
and important issue. Accordingly, research and studies are ongoing. We suggest
for future studies to focus more on information security awareness among social
media users in the Middle East.

As Middle Eastern organizations expand their use of social media, advanced
security technology, and use of the latest hardware and software, launching tech-
nical attacks has become more and more difficult. Similarly, organizations de-
velop complete and well-written security policies and hire IT security experts who
also help reduce the number of potential attacks. Unfortunately, little is used to
secure the weakest link, that is, social media users. This drives attackers to gain
unauthorized access to information by exploiting the user’s trust and propensity to
help. The paper discussed the level of information security awareness among so-
cial media users in the Middle East and reported the results of several IT security
awareness studies. Discuss the importance of assessing security awareness by
conducting monitoring audits. Several key factors have also been shown to help
raise security awareness among social media users.
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NIJIBUILIEHHS TH®@OPMAIIIMHOI BE3NEKHA CEPE] KOPUCTYBAYIB

COUIAJIBHUX MEJIA HA BJIU3bKOMY CXO/I / Xenn Xamig AnkaxtaHi

84

Anoraunisi. CorianbHi Meziia CTBOPIOIOTH SIK MOXKJIMBOCTI, TaK 1 PHU3UKU Il Oyib-
SIKOT KoMIaHii. [HTepHeT HeloAaBHO 3pO0OHB Bce MOXKIIMBHM. 3aBISKH HU3BKIH Bap-
TOCTI 1 IIBUIKOCTI BiH KOPUCTYETHCS BETUKUM TTOMIUTOM. 3aBASKH BipTyasbHIH TeX-
HiIi B3aeMoxii depe3 pi3HI HporpaMu COIIATBHHX Mepex, Taki gk Instagram,
WhatsApp, Twitter, Facebook Tommo, ironeit mprBadbiroe BUKOPUCTAHHS COLIATEHIX
Mepex. He3axkatouu Ha Te, 1110 [HTEpHET NPOIOHY€E nepeBaru A1 000X CTOpiH, 1o-
CTIHO BHHHUKAaIOTh HOBi 3arpo3u. ColianbHi MEpeXi BUKOPUCTOBYIOTHCS IHUPOKO,
ane noiH(GOopMOBaHICTh HU3bKA, IO MiJABUILY€E HMOBIPHICTH 3HAYHUX KibepaTak. Ic-
Hye 6arato KaTeropiit 3arpos, siki 3arpoXXyIoTh CIHOXKHBa4daM. Y Tpari po3risiHyTO
JiTepaTypy Mpo HaBYaHHS KOPUCTYBAdiB coLialbHUX Mepex biamspkoro Cxomy 1mo-
no iHpopmManiitHoi 6e3nekn. Kpim mporo, po3ristHyTO pi3Hi 3arpo3u 4epes comianbHi
MepeKi, 3apOIOHOBAHO 3aX0/IH IPOTUIIT Ta PO3IIISTHYTO Pi3HI METOAN BHUSIBICHHS.

Kurouogi ciioBa: Gesneka, comiansi menia, WhatsApp, Twitter, Facebook.
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NOVEL MODIFIED KERNEL FUZZY C-MEANS ALGORITHM
USED FOR COTTON LEAF SPOT DETECTION

PRADIP M. PAITHANE, SARITA JIBHAU WAGH

Abstract. Image segmentation is a significant and difficult subject that is a prerequi-
site for both basic image analysis and sophisticated picture interpretation. In image
analysis, picture segmentation is crucial. Several different applications, including
those related to medicine, facial identification, Cotton disease diagnosis, and map
object detection, benefit from image segmentation. In order to segment images, the
clustering approach is used. The two types of clustering algorithms are Crisp and
Fuzzy. Crisp clustering is superior to fuzzy clustering. Fuzzy clustering uses the
well-known FCM approach to enhance the results of picture segmentation. KFCM
technique for image segmentation can be utilized to overcome FCM’s shortcomings
in noisy and nonlinear separable images. In the KFCM approach, the Gaussian ker-
nel function transforms high-dimensional, nonlinearly separable data into linearly
separable data before applying FCM to the data. KFCM is enhancing noisy picture
segmentation results. KFCM increases the accuracy rate but ignores neighboring
pixels. The Modified Kernel Fuzzy C-Means approach is employed to get over this
problem. The NMKFCM approach enhances picture segmentation results by includ-
ing neighboring pixel information into the objective function. This suggested tech-
nique is used to find “blackarm” spots on cotton leaves. A fungal leaf disease called
“blackarm” leaf spot results in brown leaves with purple borders. The bacterium can
harm cotton plants, causing angular leaf blotches that range in color from red to
brown.

Keywords: Cluster Accuracy Rate (CAR), Clustering, Cotton Leaf Disease, Fuzzy
Clustering Method (FCM), Kernel Fuzzy C-means Algorithm (KFCM), Novel
Modified Kernel Fuzzy C-Means Clustering Algorithm (NMKFCM).

INTRODUCTION

Cotton is the most significant cash crop farmed in Maharashtra, India. The pri-
mary issue reducing cotton output is disease on the plant. Because a minute dif-
ference in color pattern might be caused by a different disease that is present on a
cotton leaf, we know that the human eye’s perception is not powerful enough to
enable it to recognize minute variations in the diseased region of an image. The
cotton plant’s leaf is the disease’s primary source. The leaves of the cotton plant
are where 80-90% of the illness is located. One crucial technique for separating a
picture into its backdrop and its objects is image segmentation. Clustering is one
of the crucial phases in picture segmentation. In the early portion of the season,
affected crops may develop slowly or be stunted. Blackening of the roots is
a symptom of the illness, which results in the destruction of the root cortex (outer
layer). Thielaviopsis basicola does not kill seedlings on its own, however some
roots may perish. Significant black root rot exposes the root to Pythium or
Rhizoctonia infection. When growth begins in warmer temperatures, the dead
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cells of the root cortex are shed, and plants that were severely harmed earlier in
the season may not continue to exhibit symptoms later in the season.

e Diseases on Leaves of Cotton.

o The diseases on the cotton leaves are classified as:

— Bacterial disease: e.g. Bacterial Blight, Crown Gall, Lint Degradation;
— Fungal diseases: e.g. Anthracnose, Leaf Spot;
— Viral disease: e.g. Leaf Curl, Leaf Crumple, Leaf Roll;

e Diseases like alternaria leaf spot, Bacterial blight, Bacterial stunt, Black
root, Boll rot/tight lock.

The collection of observations is divided into smaller groups so that observa-
tions within each group are somewhat comparable to one another. Multivariate
data analysis typically uses clustering as a routine practice. It is intended to inves-
tigate the data objects’ innate natural structure, where items in the same cluster
are as similar as possible to one another and objects in separate clusters are as dis-
tinct as possible from one another. The method used to arrange items or patterns
so that samples from the same group resemble one another more than samples
from other groups. There have been many different clustering techniques em-
ployed, including the hard clustering scheme and the fuzzy clustering scheme,
each of which has unique particular traits. Each data point can only belong to one
cluster when using the traditional hard clustering approach. As a result, when us-
ing this method, the segmentation results are frequently quite precise, meaning
that every pixel in the image belongs to exactly one class. Yet, in many actual
scenarios, problems with pictures like inadequate contrast, noise, overlapping in-
tensities, and insufficient spatial resolution make this hard (crisp) segmentation a
challenging process.

Types of Clustering:

e Hard: same object can only belong to single cluster.

e Soft: same object can belong to different clusters.

The current days, deep learning approach is used for cotton leaf segmenta-
tion. The CNN, VGG-16, VGG-19, ResNet-50 and some hybrid model has been
used for this problem. The deep learning approach has been improved the accu-
racy of cotton leaf image segmentation as compared to state-of-art. The
NMKFCM model is also gives stable result as compared to deep learning ap-
proaches. In deep learning approaches, training time period is major constraint
for this problem. In the experimental analysis, the training time is near about 1
hour to 2 hour and in the proposed method the training process is not required.

MATERIAL AND METHODS

Fuzzy Clustering

In image segmentation, a soft segmentation technique has received extensive
study and effective application. Since it has resilient qualities for ambiguity and
can preserve significantly more information than hard segmentation methods, the
Fuzzy C-Means (FCM) algorithm is the most widely used fuzzy clustering ap-
proach in picture segmentation. The typical FCM method has a severe flaw in that
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it lacks spatial context information, making it vulnerable to noise and imaging
artefacts even while it performs well on the majority of noise-free pictures.

Fuzzy C-Means Algorithm. A well-liked and practical image division
algorithm is FCM. The FCM algorithm was created by Dunn and enhanced
by Bezdek [1]. This method is intended to scale back an objective goal [2].
Because each quality vector may only belong to one cluster and the quality
vectors of the data set can be separated into solid clusters, this method out-
performs the k-mean technique. Instead, the FCM loosens the restriction
and enables the quality vector to assign a range of association scores to di-
verse clusters. Suppose a set of data with related clusters. A data value is
equidistant from both clusters while also being near to them.

Activity in the clustering loop is FCM. By reducing the intragroup biased
sum of the squared error task J,, function, it produces the best c partitions [3]:

C N )
I =2 2.U%d;
j=li=2

where N — the number of patterns in X ; C — the number of clusters; U, g —
the degree of membership; /; — the center of cluster j; d;; — distance between
object X; and cluster center WJ ; m — the biased value.

The FCM algorithm focuses on minimizing J,

m>°

subject to the following
constraints on U :
Uije[O,l], i=1,2,3,..,N, and ;=1,2,3,...,C;

N
Uj=1, i=123,.,N, O<ZUl-j<1, j=L123,....C.
i=1

Il
LN

J
Objective function J,, describe a constrained optimization problem, which

can be converted to an unconstrained optimization problem by using Lagrange
multiplier technique. By using this calculates membership function and update
cluster center separately:

1
Uj=———5—, i=12,.,N, and j=12,...,C;

c dzj ﬁ
Zi=1 (dﬂj

If d; =0 then U; =1 and U; =0 for 1= ;.

)

And calculate cluster center using following step
N
21:1 (Uij )m Xi
wWw. =——
AL
=1\

The FCM algorithm focuses on minimizing objective function Jm. It fails in
noisy image to detect accurate and sharp image segmentation process.

Kernel Fuzzy C-Means Algorithm. The FCM algorithm calculates the dis-
tance between the cluster center and the data item using Euclidian distance. FCM

, j=12,..,C.
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fails in noisy and nonlinear data sets because Euclidian distance does not perform
as intended in noisy data. Kernel Fuzzy C-means technique is used to address this
flaw. Kernel information is used with FCM in the KFCM approach [4]. KFCM
works by mapping input data into a higher-dimensional feature space and utilizing
the Kernel technique to transform nonlinearly separable data into linearly separa-
ble data. While using the kernel approach, the data set was complicated and
nonlinear before becoming simple and separable when using the FCM method [5].

KFCM classifies noisy objects into clusters with greater clarity than FCM
and with greater accuracy in noisy images. The value of the KFCM membership
matrix U may range from 0 to 1

KFCM is iterative clustering methods that generate optimal ¢ partition by us-
ing minimize objective function Jy, :

C N
JimU W) =23 S U1~ K(X;,1,).
j=li=1

In this objective function Gaussian kernel function is used:
x—y°
K(X,Y)=exp| ———|.
c

In KFCM clustering algorithm choose initial cluster randomly and perform
following step.

1. Provide Gaussian kernel function for input image.

2. Evaluate membership function between object and cluster center.

3. Evaluate new updated cluster center.

4. Repeat step iteratively until no new cluster found.

KFCM it work properly in noisy image but KFCM not focus on neighbor-
hood term.

Modified Kernel Fuzzy C-Means (MKFCM). This method is intended to
scale back an objective goal [6]. Because each quality vector may only belong to
one cluster and the quality vectors of the data set can be separated into solid clus-
ters, this method outperforms the k-mean technique. Instead, the Fuzzy C-Mean
loosens the restriction and enables the quality vector to assign a range of
association scores to diverse clusters. Suppose a set of data with related clusters.
A data value is equidistant from both clusters while also being near to them.

FCM is looping clustering activity. It generates optimum c partitions by
abating the intragroup biased sum of the squared error task J,, function [7].

Kernel Method. The kernel methodology is a method that, by replacing the
internal product with an appropriate Mercer Kernel, generates an implicit non-line
map of the feedback information to a high-level quality space [8]. The kernel may
be used in any method that solely depends on the dot product between two vec-
tors. Every time a kernel is applied, a dot product is replaced. When two data are
planned into a high-level-dimensional space, the space metrical that calculates the
space between them is simplified. It is easier to tell apart and more distinctly dif-
ferentiated [9].
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Feature Space Mapping. Consider a non-line map task @ : / = R> > F=R?
from the 2-dimensional input space / into the 3-dimensional feature space F:

D(%) = (57 23133, 33) (1)
Hyperplane is represented by Eq. for separable dataset:
W X+b=0. )

Consider the splitting hyperplane Eq. (1) into a linear task in R3:

Eq. (2) is an elliptic job when as usual value of a constant ¢ and assessed in R?.
In Fig. 1 any nonlinear separable data is converted into linear separable, so
every pixel is classified on the basis of a feature.

Fig. 1. Conversion of Non-line Distinguishable Data into Line Distinguishable Data

Use the appropriate mapping function to use F’s linear classifier with the
converted form of the data to find a non-straight classifier without hassle. After
mapping the non-line distinguishable data to a high-level space, I, locate a hyper-
plane that distinguishes linearly. For sensitive learning consider Fig. 1.

It depends only on the data mapped by the inner product of the feature space
F. Defining a function K(X;,X)= @()‘cl-)T J(X), called kernel, that directly calcu-

lates the dot product of the mapping data places in the quality space eliminates the
need for even the explicit coordinates of F or the mapping task [10]. The subse-
quent standard sample of a kernel “K”” shows the computation of the dot product

in the quality space applying K(X,Z)=(X Tz )2 . It is encouraging the map task
O(F) = (57, V 2, 00,39)
X=(x,x), Z=(21,23);
K(X,2)XT,2)* = (xyz + x,2,)* =
= (7 + 20252, +%323) = (7 [220%0.53) (27422125, 23) .

The advantage of such a kernel operation is that the complexness of the im-
provement of drawback continues solely reliant on the spatial property of the “in-
put space” and not of the “quality space”.
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Different types of Kernels are mentioned below [11]:

Linear Kernel function: K(x,z) = xlz;

Polynomial Kernel function: K(x,z)= (xT z+ G)d ;

2
Gaussian Kernel function: K(x,z) = exp(— al 22 J ;
c

Sigmoid Kernel function: K(x,z)=tanh (a((x"2)+0)).

Q
5B 0D oo
O 05080
O Kuyx 24 ¢ e
S Aka %o I AL
o Fa
< 00 DQD A o A LDp
O DG Gl FANEARFAN
Input Space Kernel Feature Space

Fig. 2. Kernel Feature Space

Figure 2 is depicted the kernel working process for liner separable process to
detect correct segmented regions. NMKFCM method is integrating closer pixel
quantity in objective function [12]. NMKFCM method is a revised form of
KFCM. KFCM is unsuitable for images damaged by instinct disturbance. KFCM
has operated accurately in indistinct and nonlinear separable data, but it doesn’t
consist of information of closer pixel, to overcome this drawback, introduced
NMKFCM is integrating closer pixel cost by applying “3x3” or “5x5” window
window. A closer pixel quantity is included in objective task [13; 14]. Thec “a”
constraint is applied to manage the impact of closer’s term. It is having upper cost
with growth of image disturbance. Scale of o cost rests within “0 to 17, if ratio of
disturbance is minimal then take cost of o between “0 and 0.5”. Ratio of distur-
bance is above average then take cost of o is “0.5 and 1.0”. It is a beneficial and
useful algorithm as compared to other algorithms. It has achieved sharp outcomes
in disturbance images.

It is a looping procedure. It reduces the cost of objective tasks through closer
pixel. In this objective task, present window across pixel and ““ o ’parameter [15]:

o » Ng - oakZ]:VU J
SN
I nmkre ,,; (Us W) = 2 2ULU-Kp(Z, W) —————|, )
y=lx=1 NR
where N, — the cardinality; N; — set of closer pixel value include into a win-

dow across pixel Z;. Objective task j,, .., illustrate a constrained optimization

dilemma. Eq. 3 is applied for conversion into an unconstrained optimization di-
lemma. In Eq. 3, Lagrange multiplier technique is used.
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By applying this computes membership function and update cluster center
separately:

Ng-a U, i
(1-Kp(Z,, W,)) Ni‘:N"
U, = —
Np—a D Uy )| m1
> 1-K(Z,,W,)) Nj:‘N’

And calculate cluster center using following step:

P
Y ULK(Z,W)Z,
W=

y

0
Z;U;;(zx,wy)

Algorithm: Objective Function of NMKFCM
INPUT
1.Z=4{Z,,Z,,...,Zy}, Data set
2.P,2<P<y, y is number of cluster

3.Define cost of & used to terminate loop

4.Set membership function U )?y using input data and cluster.
5.Determine cluster center Wy, = (wy;, Wya,- -, Wp )

OUTPUT
Wj ={Wy,W,,..., Wp} , targeted center of clusters.

begin
for
t=0
if (U -U'"™") <¢
Update center W; with U' by using Eq.

Update membership function U'*! by using Eq.
t+1
else
segmented output
end
This method is advantageous to integrate closer pixel information. Standard
FCM and IFCM methods are responsive to disturbance and preliminary cluster
centers. It is ignoring the 3-D correlation of pixels, leading to inaccurate cluster-
ing outcomes [16]. NMKFCM work very fit in neighborhood pixel material.
Goal and Objectives:
e Choosing value of alpha to improve accuracy of image segmentation.
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e Add Gaussian kernel method and RBF function to give more accuracy
and also work in noisy and noiseless.

e Determine required number of clusters for image segmentation.
o Improving CAR value in all image formats.

Hills Climbing Algorithm

Image segmentation is a crucial step in the processing of images. Applications
like image segmentation, adaptive compression, and region-based image retrieval
benefit from the detection of conspicuous picture areas. Saliency is measured by
comparing an image region’s local contrast to its surrounding area at different
scales [17]. It is using a contrast determination filter that runs at various scales to
produce saliency maps with saliency values per pixel for the purpose of identify-
ing salient locations. These separate maps come together to form the final sali-
ency map [18]. We employ a rather straightforward segmentation approach to
show how the final saliency map may be used to segment whole objects [19].

R,

- ]
e

=

e

R,
Fig. 3. Saliency map with R, inner and R, outer region

In this, compare the distance between the average feature vectors of the
pixels in a subregion of the picture with the pixels in the area around it. Instead of
merging separate saliency maps for scalar values of each feature, this enables the
creation of a combined feature map at a particular scale utilizing feature vectors
for each pixel [20]. The distance D between the average vectors of pixel charac-
teristics of the inner area R, and that of the outer region R, is what determines

the contrast-based saliency value c(i, j) for a pixel at location /() in the picture:
1 U 12
G =Dl — 2 vy b| =2V ||

Nl p=1 N2 q=1
where v is the vector of feature elements corresponding to a pixel and N; and N,
are the number of pixels in R; and R,, respectively. If v is a vector containing
uncorrelated feature items, then the distance D is a Euclidean distance; if the vec-
tor’s elements are correlated, then the distance D is a Mahalanobis distance. In
this study, feature vectors for color and brightness are generated using the CIELab
color space and RGB photographs. Although the CIELab colour space’s percep-
tual differences are roughly Euclidian, D in equation [13]:

Ci,j=V1— V2
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where v =[L;; a;;0,]T and v, =[L,; a,;b,]T are the average vectors for regions
R, and R, , respectively.
The final saliency map is determined as a sum of saliency values across the

scales S :
ml,] = ch’] .
S

The hill-climbing technique may be thought of as a search window that is
ran through the d-dimensional histogram’s space to locate the biggest bin inside
of it. Each bin in the colour histogram has 3d —1=26 neighbors because the
CIELab feature space is three-dimensional, where d is the number of dimensions
in the feature space. The values of these bins serve as the starting seeds, and the
number of peaks obtained reveals the value of K [21]. By adding up values in the
final saliency map M that correspond to pixels in the segmented picture, the av-
erage saliency value V' per segmented region is determined:

1
Vk T 1 Z mi’j,

|r k| i,j €Ty
|rk| is the segmented region’s size in pixels. The segments with an average sali-

ency value greater than a predetermined threshold 7 are maintained, while the
other segments are removed, according to a straightforward threshold-based pro-
cedure. As a consequence, the output only includes the segments that make up the
salient item.

The L*a*b* color space enables us to quantify these differences. The
L*a*b* color space is derived from the CIE XYZ tristimulus values. The
L*a*b* space comprises of a luminosity layer ‘L *’, chromaticity-layer ‘a *°’
indicating where color falls along the red-green axis, and chromaticity-layer 5 *’
indicating where the color falls along the blue-yellow axis [22].

Algorithm: Hill-climbing Based Segmentation.

Input: An Image.
Output: a group of aesthetically connected segments.
1. Create the image’s color histogram.
2. Ascend the color histogram’s slope from a non-zero bin to the apex as
shown below:

2.1. The amount of pixels in the current histogram bin should be com-
pared to the numbers in the adjacent (left and right) bins.

2.2. The algorithm moves upwards towards the neighboring bin with the
greater number of pixels if the surrounding bins have differing amounts of pixels.

2.3. The algorithm checks the next nearby bins if the immediate
neighbors have the same amount of pixels, and so on, until two neighboring bins
with different numbers of pixels are discovered. Next, a shift upward is performed
to the bin with the most pixels.

2.4. Repeat steps 2.1-2.3 to continue going upwards until you reach a
point from which you can travel no further uphill. When the adjacent bins contain
less pixels than the current bin, that is the situation. As a result, the present bin is
considered a high.

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2023, Ne 4 93



Pradip M. Paithane, Sarita Jibhau Wagh

Choose a different unclimbed bin to use as your starting bin, then follow step
2 to locate another summit. This process is repeated until the color histogram’s
non-zero bins are all climbed (associated with a peak). The discovered peaks are
preserved since they indicate the input image’s original number of clusters.

2.5. The halting bin is designated as the peak of a hill if no upward pro-
gress is made, and all bins going to this peak are connected to it.

3. Choose a different unclimbed bin to use as your starting bin, then follow
step 2 to locate another summit. This process is repeated until the histogram’s
non-zero bins are all climbed (associated with a peak).

4. The recognized peaks are preserved because they show how many clusters
there were in the input picture at the beginning.

5. The same peak’s neighboring pixels are clustered together.

Lastly, pixels that are close to one another and lead to the same peak are
grouped together, assigning each pixel to a different peak. Hence, create the input
image’s clusters.

EXPERIMENTAL RESULT

Evaluation Parameter

1. Cluster Accuracy Rate

CAR = ‘ﬂ‘
AUS
2. Dice
dice(A4,8)=2 *M
| 4+[s]
3.10U
|4 S|
0oU =——.
|40 S|
4. Bfscore

2 * precision * recall

bfscore = —,
(recall + precision)

where A =output image; S =input image.
Detail comparison of proposed method with traditional method (see Table 1-3)

Table 1. Detail Comparison of Proposed Method with Traditional Method

Image Name Approach Evaluation Parameter .
(010 bfscore dice
FCM 55.78 33.51 71.62
Image 1 KFCM 73.81 26.36 84.93
NMKFCM 81.55 41.25 89.83
FCM 68.61 21.28 81.38
Image 2 KFCM 84.47 36.81 91.58
NMKFCM 89.88 42.29 98.81
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Continued Table 1

Image Name Approach Evaluation Parameter .
10U bfscore dice
FCM 90.22 37.14 94.86
Image 3 KFCM 80.66 34,71 89.29
NMKFCM 90.75 36.98 95.15
FCM 72.94 18.11 84.35
Image 4 KFCM 90.06 40.33 94.77
NMKFCM 94.51 54.46 97.18
FCM 74.95 26.51 85.68
Image 5 KFCM 73.17 25.37 84.51
NMKFCM 80.36 27.42 87.99

Table 2. Detail Comparison of Proposed Method with Traditional Method

Image Name Approach Cluster Accuracy Rate(CAR)

FCM 63.71
Image 1 KFCM 71.78
NMKFCM 74.98

FCM 57.9021

Image 2 KFCM 64.8723

NMKFCM 69.9572

FCM 67.2396

Image 3 KFCM 64.3482

NMKFCM 70.2246

FCM 58.6222

Image 4 KFCM 66.3623

NMKFCM 69.184

FCM 86.8277

Image 5 KFCM 86.0188
NMKFCM 95.337

Table 3. Detail comparison of proposed method with traditional method

Image Name Approach Time Period

FCM 12.24

Image 1 KFCM 10.44
NMKFCM 8.47

FCM 14.24

Image 2 KFCM 08.37
NMKFCM 06.54

FCM 11.61

Image 3 KFCM 11.29
NMKFCM 09.24

FCM 13.19

Image 4 KFCM 12.66
NMKFCM 07.29

FCM 12.24

Image 5 KFCM 08.59
NMKFCM 07.76
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The Table 4 depicts the detail comparison of NMKFCM approach with
deep learning approaches. The NMKFCM is providing strong and stable result
as compare to CNN model. The CAR value of NMKFCM approach is 98.80
which higher than other approaches. The IOU and Precision value of
NMKFCM achieved higher result value as compared to deep learning models.
The NMKFCM is having less value The Dice value of NMKFCM improvised
the result as compare to state-of-art. in bfscore as compare to other ap-
proaches.

Table 4. Detail comparison of proposed method with traditional method

Training
Time
CNN [23] 95.37192.00| 0.8750 | 46.0 | 87.50 |8~9second| 94 Minute
VGG16[23] |98.10(92.18 | 0.9583 | 46.0 | 95.16 |5~6second| 54 Minute
ResNet-50 [23] [98.32/91.49| 0.9482 | 50.0 | 95.65 |2~3 second| 53 Minute
Menon Model[23]]98.53|94.23 | 0.9579 | 50.0 | 96.42 |5~6second| 77 Minute
NMKFCM 98.80(94.51| 1.0000 | 98.81 | 54.46 |4~6 second|Not Required

Approach CAR | IOU |Precision| Dice | bfscore | Time

The execution time of NMKFCM is less than CNN, VGG-16 and Menon
Model, but higher than ResNet-50. The training time is not required for
NMKFCM (Fig. 4).

20

S
[}
I

x
(e}
I

B CNN
H VGG-16
B ResNet-50

S
o
L

B Menon Model

B NMKFCM

Evaluation Parameter
D
o

N
[}
I

CAR 10U Precision Dice bfscore
Evaluation Parameter

Fig. 4. Comparison of NMKFCM with Deep Learning Approaches

In above image, sub image (A), (E), (I), (M) and (Q) are original image of
cotton leaf. Sub image (B), (F), (J), (N) and (R) are segmented by FCM approach,
Sub image (C), (G), (K), (O) and (S) are segmented by KFCM approach, Sub im-
age (D), (H), (L), (P) and (T) are segmented by NMKFCM approach. The sub
image (A) is affected by Bacterial Blight disease, The sub image (E) is affected
by Leaf Curl, The sub image (I) is affected by alternaria leaf spot , The sub image
(M) is affected by fungal disease.
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(A)

® s M
Fig. 5. Cotton Leaf Image Segmentation using FCM, KFCM and NMKFCM

CONCLUSION

The crucial and indispensable element of an image analysis system, image seg-
mentation is a key area of study for many image processing researchers. Four
methods — Clustering, Thresholding, Region Extraction, and Edge Detection —
are used to segment images. Clustering is the downgrouping of related data ele-
ments. Here, we’ve used techniques for clustering like crisp and fuzzy. In this
system, Fuzzy C-Means, Kernel Fuzzy C-Means, and Modified Kernel Fuzzy C-
Mean Clustering are all used as clustering techniques. In comparison to FCM and
Crips clustering methods, MKFCM is a suggested system that provides accurate
picture segmentation while also enhancing segmentation performance by adding
the influence of neighbor pixel information. The MKFCM method can automati-
cally identify the necessary cluster number for picture segmentation with the use
of the Hill climbing algorithm. The suggested technique can automatically esti-
mate the cluster number for a noisy picture, but this number is not helpful for im-
age segmentation since the proposed algorithm has formed a cluster for noisy pix-
els, making image segmentation less effective than for noiseless pixels. In the
future, we will be able to select an alpha value to increase the precision of picture
segmentation and CAR (Cluster Accuracy Rate) values across all image formats.

The proposed method is not required training time but in deep learning ap-
proaches training is mandatory. The proposed method is improvising the IOU,
precision, Dice and CAR value as compared to deep learning approaches.

No conflict of interest.
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HOBHUI MOJA®IKOBAHUM AJITOPUTM SIIPA FUZZY C-MEANS, IO
BUKOPUCTOBYE€THCA JIs1  BUSBJIEHHA IUISIM HA  JIMCTY
BABOBHMKA / Ilpanin M. Ileiitane, Capira [Ixioxay Bar

AnoTtamisi. CerMeHTallis 300pakeHHsI € BaXXIIMBOIO Ta CKJIaTHOK TEMOIO, SKa € He-
00XiZHOI0 YMOBOIO SIK [Uisi 0a30BOr0 aHalizy 300pakeHHs, Tak i AJIsl CKIAAHOI iH-
Teprperauii 300pakeHHs. B anHaimizi 300paxxeHb CerMeHTallist 300pakeHHsI Ma€e BHU-
pimansHe 3HaueHHsA. Kinmbka pi3HHX Tporpam, 30Kpema Ti, IO CTOCYIOTHCS
MEIUIMHY, 11eHTudiKamii o06amyys, AiarHOCTHKH XBopoOou KoTToHa Ta BHSABICHHS
00’€KTiB Ha KapTi, OTPUMYIOTh IIEpEeBaryu BiJl CerMeHTallil 300pakeHHs. {1 cerMen-
Tauii 300pakeHb BUKOPHUCTOBY€EThCS MiXia KiacTepu3allii. [cHye aBa Tumm anropu-
TMIB KJIacTepH3allii: 4iTkuii i HeuiTkuid. TeXHika 9iTKOCTI epeBepINy€e HEUITKY Kia-
crepusauito. HediTka kiacTepu3sauis BHKOpUCTOBYe noOpe Bimomuil miaxin FCM
JUTSL TIOJIIIICHHS pe3yJibTaTiB cermenTanii 3o00paxenus. Texnika KFCM st cer-
MeHTalil 300paxkeHHs] MO)ke OyTH BHUKOpUCTaHa Uil ycyHeHHs HenousikiB FCM y
3alIyMIICHUX 1 HETiHIHHUX po3ALIbHUX 300pakeHHsx. Y minxoxai KFCM smposa
¢dyskuis ['ayca BUKOPHCTOBY€EThCS Ul IEPETBOPEHHST BUCOKOBUMIPHUX HEINIHIIHO
PO3MiTEeHNX JaHUX Y JiHIIHO po3aineHi naHi nepen 3actocyBanHsM FCM no nanux.
KFCM mnoninmrye pe3ynbTaTH cerMeHTanii 300pakeHHs i3 IIyMOM, IiJBHINY€E pi-
BEHb TOYHOCTI, ajie irHopye cycigui mikcenu. 1106 momonaru mo npobiemy, BUKO-
pPUCTOBYEThCS MonaudikoBanuii miaxin HeuiTkoro C-cepeanboro sapa. Ilimxin
NMKFCM noninurye pe3yabTaTd cerMeHTauii 300pakeHHs IUIIXOM BKIIOYCHHS
iH(opMaLil mpo cyciaHi mikcenan a0 uinpoBoi GyHkuii. [{ei 3anpornonoBanuii MeTox
BUKOPHCTOBYETHCS [UIsl BUSBIICHHS IUISIM «YOPHOI IIKIPKH» Ha JHCTY GaBOBHHKA.
I'pubKOBE 3aXBOPIOBAHHS JIMCTS ]| HA3BOIO «YOPHA IUISIMHCTICTHY MPH3BOJUTD J10
KOPHYHEBOT'O JIHCTS 3 (hioNeTOBMMH KpasMH. bakrepis Moke 3aBIaTH MIKOIU POC-
nuHaM OaBOBHUKA, CHPHUYMHSIOUM KyTacTi IUIIMH HA JIUCTY, SKi MAalOTh KOJIIp Bix
YEepPBOHOTO 10 KOPUYHEBOTO.

Kiouosi cioBa: xoedimient Tounocti kinactepa (CAR), kmactepusanis, XBopoba
mucts 6aBoBHHKA, MeTox HewiTkoi knacrepusanii (FCM), anroputM HediTKoOro
C-cepennsoro sapa (KFCM), HoBrit MoanGiKoBaHUH aNrOpUTM KiIacTepu3alii He-
gitkoro C-cepenusoro sapa (NMKFCM).

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2023, Ne 4 99



UDC 004.942:614.4(460)
DOI: 10.20535/SRIT.2308-8893.2023.4.08

INFORMATION SYSTEM FOR ASSESSING THE
INFORMATIVENESS OF AN EPIDEMIC PROCESS FEATURES

K. BAZILEVYCH, O. KYRYLENKGO, Y. PARFENIUK, S. YAKOVLEYV,
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Abstract. The primary objective of this study is to assess the informativeness of
various parameters influencing epidemic processes utilizing the Shannon and Kull-
back—Leibler methods. These methods were selected based on their foundation in
the principles of information theory and their extensive application in machine
learning, statistics, and other relevant domains. A comparative analysis was per-
formed between the results acquired from both methods, and an information system
was designed to facilitate the uploading of data samples and the calculation of factor
informativeness impacting the epidemic processes. The findings revealed that cer-
tain features, such as “Chronic lung disease,” “Chronic kidney disease,” and “Weak-
ened immunity,” did not carry significant information for further analysis and hin-
dered the forecasting process, as per the data set examined. The developed
information system efficiently supports the assessment of feature informativeness,
thereby aiding in the comprehensive analysis of epidemic processes and enabling the
visualization of the results. This study contributes to the current body of knowledge
by providing specific examples of applying the described algorithmic models, com-
paring various methods and their outcomes, and developing a supportive tool for
analyzing epidemic processes.

Keywords: information system, epidemic process, informativeness of features,
Shannon method, Kullback—Leibler method.

INTRODUCTION

Predicting morbidity is an essential task in health care and public health. The use
of machine learning in the analysis of epidemic processes is relevant in contem-
porary conditions, as it allows for rapid and efficient processing of large volumes
of data and making accurate forecasts [1]. This helps reduce the consequences of
epidemics and ensures a more effective fight against diseases. Using machine
learning models helps predict morbidity with high accuracy [2].

In the modern world, especially considering the current situation related to
the COVID-19 pandemic, the theme of analyzing data on epidemic processes re-
mains extremely relevant and critically important. Data analysis is an essential
tool that plays a key role and helps understand the spread of disease [3], identify
trends [4], identify risk groups of the population [5], evaluate the effectiveness of
control measures [6], imagine the scale of the problem [7], and predict the future
development of epidemics [8]. It helps scientists, doctors, and relevant authorities
make informed decisions and develop strategies for effective epidemic control [9].

It is also difficult to overestimate the importance of timely medical diagnos-
tics in managing epidemic processes. Rapid and accurate disease diagnosis is
a key factor for successful control and management of epidemics [10]. Ensuring
timely diagnostics allows diagnosing and isolating sick people, starting treatment,

© K. Bazilevych, O. Kyrylenko, Y. Parfeniuk, S. Yakovlev, S. Krivtsov, I. Meniailov, V. Kuznietcova,
D. Chumachenko, 2023
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taking necessary preventive measures and vaccination, and taking strategic steps
to reduce the spread of the disease.

Laboratory tests are one of the main tools for medical diagnostics of epi-
demic diseases [11]. They allow for detecting the presence of a pathogenic agent,
determining its characteristic properties, and establishing a diagnosis. For exam-
ple, in the case of the COVID-19 pandemic, testing for the SARS-CoV-2 virus is
crucial for detecting infected individuals, even when they do not show symptoms.
This helps to take appropriate control measures and preventive strategies.

Many modern healthcare facilities have information systems for storing
various medical data about patients' health, used by doctors for diagnosing patho-
logical processes [12]. However, when analyzing medical data, identifying pat-
terns, and extracting it, one faces the problem of dimensionality. The dimension-
ality of stored data, determined by the number of different features describing the
patient's health status, is vast and sometimes reaches several tens and hundreds of
indicators [13].

Evaluating informativeness is essential for analyzing epidemic process data,
as it allows for determining the significance of various factors and relationships
associated with diseases [14]. This helps to identify key factors affecting the
spread of epidemics and make effective decisions regarding their prevention and
treatment. Informativeness evaluation also helps detect complex relationships be-
tween different factors and determine which has the most significant impact on
epidemic processes [15]. This allows for making more accurate predictions and
effective decisions regarding epidemic response.

Therefore, the problem of reducing the dimensionality of the feature space
and identifying the most informative features is a very relevant task of epidemic
process data analysis.

The aim of the paper is to develop the information system for evaluation of
the factors’ informativeness for healthcare data.

Research is part of a complex intelligent information system for epidemiol-
ogical diagnostics, the concept of which is discussed in [16, 17].

2. MATERIALS AND METHODS

2.1. Informativeness of features

The informativeness of a feature is an indicator of its significance or usefulness
for solving a specific task or problem. This is an essential concept in many areas,
including machine learning, statistics, signal processing, and many others [18].
The informativeness of features is assessed depending on their ability to classify
or predict the target variable. More informative features have a greater impact on
the model and provide more significant information for the separation or predic-
tion of classes.

Diagnostic features are specific symptoms, indicators, or characteristics used
to diagnose a disease, condition, or problem [19]. In medicine, diagnostic features
help doctors determine a disease or condition based on examination, patient sur-
veys, laboratory tests, examinations, images, and other studies. Diagnostic fea-
tures may include such indicators:

e Physical symptoms: for example, pain, pulsation, swelling, bleeding, skin
color change, etc.
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e Behavioral symptoms: for example, nervousness, depression, irritation,
inability to concentrate, sleep change, appetite change, etc.

e Laboratory results: such as cell count, hormone level, substance concen-
tration in the blood or urine, or results of other analyses.

o Imaging: results of X-rays, CT scans, MRI, or other techniques that may
show changes in the structure or function of organs.

¢ Anamnesis: information obtained from the patient about their medical his-
tory, symptoms, duration, and nature of the disease.

o Genetic research: determining the presence or absence of certain genetic
mutations or variants.

2.2. Problem formulation of feature space reduction

The application of modern information technologies in medicine contributes to
accumulating large volumes of medical data, which are stored and processed us-
ing medical information systems (MIS). These data contain medical knowledge
that can be extracted and used for decision-making, such as diagnosing pathologi-
cal processes [20]. The dimensionality of the stored data, defined by the number
of different features describing the patient's health status, is vast and sometimes
reaches several tens and hundreds of indicators. Therefore, the problem of reduc-
ing the dimensionality of the feature space and highlighting the most informative
features is very relevant for MIS development.

Let € be aset of objects, and X = {x;,x, ...,x,} be the finite set of quanti-

tative features of these objects. For any object weQ, its feature descrip-
tion {x; (@), x, (®),...,x,(w)} is known as a n-dimensional vector, where this

vector's (i —a )-th coordinate equals the (i —a )-th feature's value. The set of fea-
ture descriptions of objects for a given sample of objects 4 < Q is given as a ma-
trix of size | 4| xn , a table “object — feature”. Let /(Z) be the measure of infor-
mativeness of the subset of features Z < X, defined on A. It is necessary to

select some subset Z" c X from all different subsets of the set X, such that
I(Z")=maxI(Z).
ZeX
The task of features selection is computationally complex; as for | X |=n, a

permutation of all different subsets Z < X requires O(2") time.

2.3. Kullback—Leibler Method

The Kullback—Leibler method is a statistical approach for measuring the diver-
gence between two probability distributions. This method is popular in many
fields, including statistics, machine learning, and information theory [21]. Using
the Kullback—Leibler method, a measure is calculated that gauges the divergence
between two distributions to assess the informativeness of a feature.

Typically, two distributions are input into the Kullback—Leibler method to
evaluate the informativeness of features [22]: the distribution of data with the fea-
ture value considered and the distribution of data without considering the feature
value. The method estimates the informativeness of the studied feature as a value
ranging from 0 to 2. In this case, it is considered that the closer the informative-
ness measure /(x) is to 2, the higher the informativeness of x, and conversely,

the closer /(x) is to 0, the lower the informativeness of x. The output of the
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Kullback-Leibler method is a numerical estimate indicating the informativeness
of the feature.

Algorithmic Model of the Kullback—Leibler Method

Step 1. Define the target input set (in this case, it is “Morbidity”).

Step 2. Calculate the probability of the event for each value in the target set:
O(X)=n(X)/N , where n is the number of cases X , and N is the total number
of cases.

Step 3. Calculate the probability of the event for each value in the feature:
P(y)=n(y)/ N, where n is the number of cases y, and N is the total number of
cases.

Step 4. Calculate the Kullback—Leibler divergence between the two sets P
and Q. The Kullback—Leibler divergence, sometimes called relative entropy, is a
measure of the difference between two probability distributions:

D(P,Q) =2 P(i)log, (P(i)/ Q1)) ,

where P(i) is the joint probability of the event X-target set and y-feature, and Q(i)
is the probability of the event of the target set.

Repeat steps 3-4 for all values in the feature and calculate the overall Kull-
back—Leibler divergence.

Step 5. Calculate the overall informativeness of the feature.

Step 6. Evaluate the obtained results based on the magnitude of the informa-
tiveness of the feature. The higher
the evaluation value, the more in-
formative the feature. )

Step 7. Select the features Definition of the

with the highest values as the most
informative.

The algorithm of the model is
shown in Fig. 1.

2.4. Shannon Method

The Shannon method for calculat-
ing feature informativeness in a
table is based on the concept of
entropy in information theory [23].
Entropy is a measure of uncertainty
or randomness in a data set. En-
tropy reflects the average level of
'information,’ 'surprise,’ or ‘uncer-
tainty' inherent in the possible out-
comes of a random variable [24].
The Shannon method
provides an estimate of the
informativeness of the studied
feature in the form of a normalized
variable, which takes values from 0
to 1 [25]. In this case, the informa-
tiveness of feature x is said to be
higher as /(x) approaches / and
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Fig. 1. The algorithm of the Kullback—Leibler method
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lower as /(x) approaches 0.

Algorithmic model of the Shannon method
Step 1. Define the target input set (in our case, it is “Morbidity”).
Step 2. Calculate the total entropy for the target set using the Shannon formula

N
H(S)=-) p;ilog, p; »
i=0

where p, is the probability of the occurrence of the i-th class in the data set, / is

the entropy, and S is the set of instances.

Step 3. Divide the data by each unique feature value and calculate the frequency
of each value in the target set.

Step 4. Calculate the entropy for each feature value.

Step 5. Calculate the weighted entropy for each feature value, multiplying
the entropy value by its frequency. Weighted entropy by the Shannon method [26]
is used to measure the informational weight of a random event:

H weighed

Definition of the
target input set

v

Calculate the probability of]
an event for each value in
the target set

)

Separation of data by each
unique value
and frequency

v

Calculation
the total entropy for the
target input set

}

Feature

n

)

Separation of data by each
unique value of the char-
acteristic and frequency

!}

Calculation of entropy
for a feature

Y

Calculation of weighted
entropy for a feature

}

Calculating the informa-
tiveness for a feature

n<N (number
of characters)

informativeness
of the signs

Fig. 2. The algorithm of the Shannon method

Assessment of the

=P(S)H(S),

where P(S)=m/ N : m is the fre-
quency of the occurrence of the
value in the feature; N is the total
number; P(S) is the probability of
the occurrence of the S-th class
relative to the target variable.

Step 6. Calculate the informa-
tiveness of features. The informa-
tiveness of a feature is calculated
as the difference between the en-
tropy of the output set and the sum
of the entropy of the subsets
formed by the given feature, with
weights equal to the fraction of the
subset in the output set:

1(8) = H(S)= X o Hoveighed s
where 7(S) is the informativeness
of the feature of the subset S .

Repeat steps 2-6 for all features
and calculate the informativeness for
each feature.

Step 7. Evaluate the obtained
results based on the informative-
ness of the feature. The higher the
evaluation value, the more infor-
mative the feature.

Step 8. Select features with
the highest values as the most in-
formative.

Figure 2 shows the flowchart
of the algorithmic model.
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3. RESULTS

3.1. Program realization

Various algorithms and methods were employed to develop the information sys-
tem, and Python is an ideal choice for such tasks. Its library, sklearn, includes
many machine learning algorithms, including naive Bayes, logistic regression,
and gradient boosting [27].

For data visualization, tkinter, matplotlib.pyplot, and seaborn were used,
which are powerful visualization tools in Python. These libraries provide many
possibilities for creating plots, diagrams, interactive visualizations, and more.

Based on data from healthcare facilities, the developed software product
predicts the probability of a patient getting sick. The product is a decision-support
system for general practitioners, which is especially important during pandemics
and other disasters that limit the number of doctors.

Figure 3 shows the interface of the software product.

# Covid-19 - O X

Import medical data Import user data Bayes method - Calculate |

When loading data, select a method and click 'Calculate'

Table data
USMER MEDICAL_ SEX PATIENT_T PNEUMON| A
0 0 1 1 0 1 2
1 0 1 1 1 0 €
2 0 1 1 1 1 4
3 0 1 1 0 0 K
4 0 1 1 0 0 :
5 0 1 1 1 0 3
6 0 1 0 0 0 :
7 0 1 0 0 0 ]
8 0 1 0 1 0 L
9 0 1 1 1 0 g
< > v

Rows: 950217, Columns: 17

Fig. 3. Decision support system interface

Further, by pressing the "Calculate” button, the calculation of informative-
ness estimation methods is carried out, precisely the Shannon method and the
Kullback—Leibler method.

3.2. Data analysis

The experimental study used data on patients suffering from COVID-19 [28].
Figure 4 depicts the histogram of the input data.

Next, we checked the dataset for empty data that would worsen the predic-
tion. Figure 5 shows all data output in terms of data type, presence of zero, and
the number of records of 950217 patients.
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200000
500000 500000
0 0 0
000 025 050 075 100 0 50 100 000 025 050 075 100 000 025 050 075 100
ASTHMA INMSUPR HIPERTENSION OTHER_DISEASE
500000 500000 500000
0 0 0
000 025 050 075 100 000 025 050 075 100 000 025 050 075 100 000 025 050 075 100
CARDIOVASCULAR OBESITY RENAL_CHRONIC TOBACCO
500000 500000 500000
0 0 0
000 025 050 075 100 000 025 050 075 100 000 025 050 075 100 000 025 050 075 100
CLASIFFICATION_FINAL

0
0.00 025 050 075 100

Fig. 4. Patient Data Histogram

Data columns (total 17 columns):

11
12
13
14
15
16

Column

USMER
MEDICAL_UNIT
SEX
PATIENT_TYPE
PNEUMONIA

AGE

DIABETES

COPD

ASTHMA
INMSUPR
HIPERTENSION
OTHER_DISEASE
CARDIOVASCULAR
OBESITY
RENAL_CHRONIC
TOBACCO

CLASTFFICATION_FIMNAL

dtypes: int64(17)

memory usage:

170.5 MB

Non-Null Count

950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217
950217

Fig. 5. Checking for the presence of empty values
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non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null

Dtype

int6d
int64
int6d
int64
int6d
int64
int6d
int64d
int6d
int64
int64
int6d
int64
int64
inte4
int6d
int64
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Figure 6 shows the output of the first 5 rows of the input data table.

USMER MEDICAL_UNIT SEX PATIENT_TYPE

&=

1 1

N VT

ASTHMA INMSUPR HIPERTENSION

=

1
2
Fil

@ B
@ e
1
1
@

TOBACCO CLASIFFICATION_FINA

&=

W

Fig. 6. View of the first 5 rows of input medical data

3.3. Feature selection

PNEUMONIA AGE

40
64
64
37
25

OTHER_DISEASE CARDIOVASCULAR

5}

We should note that the Shannon method estimates the informativeness of the
investigated recognition in a normalized quantity, which takes values from O to 1.
Comparison of results of both methods allows the following conclusions: the con-
sidered methods do not contradict each other and give similar sets of the most
informative features on the same training samples, and the results of the Shannon
and Kullback methods mostly coincide. Table shows the results of using methods
for assessing the informativeness of features.

Results of calculating the informativeness of features

Name Results (Shannon) | Results (Kullback—Leibler)
Treatment in medical institutions 0.92 1.55
Medical insurance 0.44 1.99
Gender 0.99 1.73
Patient type 0.55 1.97
Pneumonia 0.43 0.94
Age 0.86 2.00
Diabetes 0.46 0.99
Chronic lung disease 0.08 0.00
Asthma 0.19 0.46
Weakness of the immune system 0.09 0.025
High blood pressure 0.57 1.13
Another disease 0.16 0.34
Cardiovascular disease 0.12 0.18
Obesity 0.60 1.17
Chronic kidney disease 0.10 0.08
Smoking 0.40 0.89
Covid-19 disease 0.93 1.56
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The obtained results were visualized. Figures 7 and 8 show which features
have an impact and informativeness and which can be excluded from the set.

SEX.

CLASIFFICATION_FINAL
USMER

AGE

OBESITY
HIPERTENSION
PATIENT_TYPE

DIABETES

MEDICAL_UNIT
PNEUMONIA
TOBACCO
ASTHMA
OTHER_DISEASE
CARDIOVASCULAR
RENAL_CHRONIC
INMSUPR

COPD

0.0 02

0.4 Importances 0.6 0.4 0.6

Fig. 7. Diagram of informativeness assessment by the Shannon method

AGE
MEDICAL_UNIT
PATIENT_TYPE

SEX
CLASIFFICATION_FINAL
USMER

OBESITY
HIPERTENSION
DIABETES
PNEUMONIA
TOBACCO
ASTHMA
OTHER_DHSEASE
CARDIOVASCULAR
RENAL_CHRONIC
INMSUPR

COPD

000 025 050 075 100 125 150 175 2.00
Importances

Fig. 8. Diagram of informativeness assessment by the Kullback—Leibler method

4. DISCUSSION

The evaluation of informativeness is pivotal in understanding the dynamics of
epidemic processes and devising effective disease control strategies. This study
aimed to implement and evaluate methods to assess the informativeness of fea-
tures that influence epidemic processes. The methods examined in this study,
namely the Shannon method and the Kullback—Leibler method, are grounded in
the principles of information theory and have distinct advantages, differences, and
commonalities. Both methods utilize the concept of event probability and employ
a logarithmic scale to measure informativeness, which is particularly helpful
when dealing with extremely small or large probability values. These methods are
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also extensively applied in machine learning for feature selection, model man-
agement, and assessing feature informativeness.

The study found that the Shannon and Kullback—Leibler methods are valu-
able tools for quantifying the information contained in a random process and thus
can be applied across various fields such as information theory, statistics, and ma-
chine learning. The comparison of different methods and the results they yield is
crucial for understanding their applicability and limitations. It was observed that
certain features, such as "Chronic lung disease," "Chronic kidney disease," and
"Weakness of the immune system," did not carry significant information for fur-
ther analysis and prediction, indicating that not all available features are necessar-
ily informative or relevant for epidemic process analysis.

Developing an information system that facilitates the assessment of feature
informativeness is a significant contribution of this study. This system not only
supports data sample uploading but also enables the calculation of the informa-
tiveness of factors that influence the epidemic process. The visualization of the
system's results aids in the interpretation and application of the findings.

However, there are several limitations to this study. First, the analysis was
based on a specific data set, and the informativeness of features may vary in dif-
ferent contexts or with different diseases. Therefore, the findings of this study
may not be directly generalizable to other epidemic processes. Second, the study
focused on two specific methods of assessing informativeness, and there may be
other methods that could yield different results or insights. Additionally, the study
did not consider the potential interactions between different features, which could
also influence the informativeness of individual features.

The study contributes a novel perspective by demonstrating a methodical
approach to assess the informativeness of various features related to epidemic
processes. By applying the Shannon and Kullback-Leibler methods, this study
brings a quantitative, data-driven approach to a field often dominated by qualita-
tive assessments and heuristic methods. This quantitative approach can lead to
more objective, replicable, and actionable insights into the drivers of epidemic
processes.

Additionally, this study contributes by identifying specific features that are
not informative in the context of the analyzed data set. This is crucial as it chal-
lenges conventional wisdom and prompts a re-evaluation of commonly held be-
liefs about the most critical factors in driving epidemic processes. This can lead to
a paradigm shift in how epidemic processes are analyzed and managed, moving
away from a one-size-fits-all approach to a more nuanced, data-driven approach.

Moreover, the study compares two widely used methods for assessing in-
formativeness, thereby providing insights into their relative merits and limitations.
This can guide researchers and practitioners in selecting the most appropriate
method for their specific context and research questions.

Developing an information system that supports data upload and informa-
tiveness calculations adds a practical tool that researchers and practitioners can
use to assess the informativeness of features in their own data sets. This contrib-
utes to the methodological rigor of future studies and enhances the practical ap-
plicability of the findings by enabling real-world implementation.

Future research should validate the findings of this study in different con-
texts and with different diseases to assess the generalizability of the results. It
would also be beneficial to compare the performance of the Shannon and Kull-
back—Leibler methods with other methods of assessing informativeness. Further-
more, future studies should also explore the potential interactions between differ-
ent features and their impact on the informativeness of individual features.
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Developing and evaluating more sophisticated information systems that can ac-
count for feature interactions and other complexities in the data would be a valu-
able avenue for future research.

Overall, this study contributes a novel perspective, challenges conventional
wisdom, provides practical insights into the relative merits of different methods,
and offers a practical tool for assessing feature informativeness. These contribu-
tions are crucial for enhancing our understanding of epidemic processes and de-
veloping more effective strategies for their management.

CONCLUSIONS

The use of methods for assessing informativeness is crucial in analyzing epidemic
processes. The main objective of such an analysis is to understand the spread of
the disease and determine the effectiveness of strategies to combat it. Methods of
informativeness assessment allow for determining how well a specific parameter
correlates with the risk of disease. This enables identifying population groups that
may be more susceptible to the disease and considering this when developing
prevention and treatment strategies.

As a result of this study, methods were identified and implemented that al-
low assessing the informativeness of features. Methods for assessing the informa-
tiveness of features were considered; algorithmic models were developed for the
Kullback—Leibler and Shannon methods. Both considered methods are based on
information theory principles and have advantages, differences, and standard fea-
tures. Thus, both the Shannon method and the Kullback—Leibler method are based
on the concept of the probability of events, use a logarithmic scale to measure
informativeness, which helps in dealing with very small or tremendous probabil-
ity values, and is widely used in the field of machine learning for evaluating the
informativeness of features, model management, and feature selection. Overall,
the Shannon and Kullback—Leibler informativeness assessment methods are valuable
tools for measuring the information contained in a random process. They can be used
in various fields, such as information theory, statistics, machine learning, etc.

Specific examples of using the described algorithmic models are presented.
A comparison of different methods and their results was carried out. It was found
that such features as “Chronic lung disease”, “Chronic kidney disease”, and
“Weakness of the immune system” do not carry information for further work with
the table and burden the prediction relative to the presented data set.

An information system for analyzing epidemic process data was developed
to assess the informativeness of features. This system supports data sample up-
loading and calculations of the informativeness of factors affecting the epidemic
process. The results of the system operation are visualized.
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IHOOPMAIIMHA CHUCTEMA JIJI1 OIIHIOBAHHSI IH®OPMATHBHOCTI
O3HAK ENIAEMIYHOI'O MPOLECY / K.O. basinesnu, O.}O. Kipinenko, 10.J1. ITap-
tertok, C.B. Axosmres, C.O. Kpusnos, €.C. Mensiinos, B.O. Ky3unenora, /1.I. Yymauenko

AHoTanisi. PoGoTn mosnsirae B omiHIOBaHHI iHGOPMATHBHOCTI MapaMeTpiB, SIKi BILIH-
BAaIOTh Ha eMmifieMiyHi mporecH, 3 BukoprctanHsM metoaiB IlleHona ta Kynpbaka—
Jletibnepa Ha OCHOBI iX (yHIaMEHTaNBHOCTI Y MpUHLHIAX Teopii iHpopmanii Ta ix
HIMPOKOTO 3aCTOCYBaHHS B MAIIMHHOMY HaBYaHHI, CTATHCTUIN Ta IHIINX BiAMOBIJI-
HUX rany3sx. [IpoBeneHo MOPiBHUIBHUI aHali3 pe3ysbTaTiB, OTPUMaHUX 00oMa Me-
ToIaMH, po3po0iieHo iH(pOpMaLiiiHy cuCTeMy IS CIPOIICHHS 3aBaHTaXEHHS BUOI-
pOK maHMX Ta obumcieHHs iHdopMaTHBHOCTI (aKTOpiB, SKi BIUIMBAIOTH Ha
enigemiuni nporecu. [Tokasano, Mo JesiKi 03HAKHU, TaKi K «XPOHIYHE 3aXBOPOBAH-
HS JIETEHb), «XPOHIUHE 3aXBOPIOBAHHS HUPOK» Ta «OCIAOJICHUH IMyHITET», HE Mic-
THIM 3HadyInoi iHpopMarii I MOJajibIIOro aHalli3y Ta YCKJIaJHIOBAIM IPOLEC
MIPOTHO3YBaHHS 32 JaHUMH JOCIiKyBaHOTO Habopy maHux. Po3poOieHa inpopma-
uiiiHa cucteMa e(eKTHBHO MIATPUMYE OLIHIOBaHHS iH()OPMATHBHOCTI O3HAK, THM
CaMUM CIPHSIOYM KOMIUIEKCHOMY aHali3y emiIeMiuHHX MpoLeciB, Bisyamizauii pe-
3yJIBTATIB, @ TAKOXK ITOTOYHOMY CTaHy 3HaHb. HaJjaHO KOHKPETHI MPUKJIaIH 3aCTOCY-
BAaHHS ONMCAHUX AJTOPUTMIYHHX MOJIENIEH, IOPIBHAHHS Pi3HUX METOMIB Ta IX Pe3yJIbTaTiB
Ta PO3pOOJICHHS MiATPHMYBAIEHOTO IHCTPYMEHTY IUISl AaHATI3Y eMieMIYHUX POLIECIB.

KurouoBi cioBa: indopmariiina cuctema, emieMidHui nporec, iHpOPMATUBHICTH
o3Haku, meton Lllenona, meron Kynbbaxa—JleiiGnepa.
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SURVEY OF IMAGE DEDUPLICATION FOR CLOUD STORAGE

S. CHAUDHARI, R. APARNA

Abstract. Increased growth of real-life communication has motivated the creation,
transmission, and digital storage of vast volumes of images and video data on the
cloud. The explosive increase in virtual/visual image data on cloud servers requires
efficient storage utilization that can be addressed using image deduplication tech-
nology. Even though the virtual and visual image properties are different, the exist-
ing literature uses a similar approach for deduplication checks, which motivated us
to consider both image types for this review. This article aims to provide a detailed
survey of state-of-the-art visuals as well as virtual image deduplication techniques in
a cloud environment, summarizing and organizing them by developing a five-
dimensional taxonomy for analysing the features and performance with several non-
overlapping categories in each dimension. These include: 1) location of applying
deduplication; 2) image feature extraction; 3) time of application; 4) image data par-
titioning strategy; 5) involvement of user dataset level. Existing image deduplication
techniques are categorized into two main categories based on whether the technique
involves security. A comparison of techniques is discussed across a set of functional
and performance parameters. The current issues are highlighted with the possible fu-
ture directions to motivate further research studies on the topic.

Keywords: image deduplication, cloud computing, cloud storage, image copy detection.

INTRODUCTION

With the massive development of electronics and the internet, digital data is in-
creasing at an alarming rate. This includes data in the form of text, images, vid-
eos, sketches, etc. All this data comes from different parts of the Internet and
hence causes information explosion due to huge velocity of data generation and
huge variety of data sources. In 2007, it is said that the total digital resources of
the world exceeded the global storage capacity for the very first time. Hence, it
was decided that this problem of information explosion cannot be handled by
simply increasing the amount of storage. But now it is estimated that by 2025,
there will be 163.2 zettabytes of digital data [35].

Primary data generators like social networking platforms, industries and
transactional data from various businesses are generating huge volumes of data
every day. Due to the sudden increase in volumes of data, it becomes extremely
crucial to be able to store this data in a cost-effective manner that optimizes stor-
age. Cloud based infrastructure for on demand service provisioning from any-
where, anytime is the popular solution used. The National Institute of Standards
and Technology (NIST) reference architecture for cloud computing has following
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five actors: 1) cloud consumer; 2) cloud provider; 3) cloud carrier; 4) cloud audi-
tor; 5) cloud broker. The interaction among these actors is shown in Fig. 1 along
with their activities and functions.

Cloud Auditor — conduct security audit,
privacy impact audit and, performance
audit of the cloud implementation

Cloud Consumer —

uses service from \
Cloud Providers

\ Direct request

Request via Cloud Provider — makes the service

\ available to the interested parties:
« through various layers, resource abstraction
Cloud Broker manages — the use, and cor%trol layer, pl};ysical resource layer;
L performance, and delivery of cloud / + cloud service management including business
services, and negotiates relationships support, configuration, service provisioning
between Cloud Providers portability, and interoperability;
and Cloud Consumers * security and privacy

Cloud Carrier — provides connectivity and transport of cloud services
from Cloud Providers to Cloud Consumers

Fig. 1. Cloud Actors Activities and Interaction in Cloud

Storage as a service on Cloud is one of the critical and popular services
wherein the cloud storage provider provides cost effective and easy to access
storage space on the cloud to the interested customers to host their data instead of
maintaining it on their on-premises. The user data stored on the cloud can be in
any form like images, audio, video etc. The customers or the data owners cannot
rely on public service providers like cloud for data security. So, to provide secu-
rity to the data, many researchers proposed secure storage techniques for storing
the data on cloud.

The cloud services are provided through virtual images whose size is very
large requiring large amount of storage space in addition to huge network trans-
mission requirements and reduction in operation time. Virtual images, each with
large size starting with 1GB with different configurations may belong to a single
cloud user. Almost 80% of the virtual image content is identical among these Vir-
tual Machine (VM) images due to existence of similar data segments [1]. The two
primary reasons namely sudden explosion of data and similarity in virtual images
apparently induce a need in Cloud Service Providers (CSP) to optimize the stor-
age and network bandwidth used in data transfer of VM images.

Hence, a concept called deduplication was formulated, which could identify
duplicates and delete all copies except one (or precisely retain as many copies as
specified by deduplication ratio) [36]. It optimally minimizes the storage utiliza-
tion by deleting redundant data from the cloud storage or data centers and thereby
bringing down the unnecessary usage of network bandwidth [40]. It is a lossless
data compression technology, which replaces duplicate image copies by using
pointers to the unique image object.

The image deduplication [40] process involves four steps to remove dupli-
cate images or parts of images as follows [39]: 1) file chunking wherein the image
is divided into fixed or variable size blocks known as chunks; 2) fingerprint gen-
eration: the fingerprint will be computed using some transformation algo-
rithm/technique such as hash function; 3) fingerprint lookup: the fingerprint of
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already existing images will be compared with this newly created fingerprint in
step 2 for identifying the duplicate file/block. If it is found to be same, this new
file/block will be discarded otherwise it will be stored in the cloud storage; 4) data
storage: store the unique image/block systematically on the cloud storage.

Deduplication can be done at two levels: the single user level and the cross
level. In the single user level, the deduplication is done keeping only one user in
mind and duplication happens in their own storage. Cross level deduplication is
when data is compared by taking from many users, and then redundant data is
deleted. It can also be done at either the client side or the server side. At the client
side, the data is checked for duplicates by the client itself and is then sent to the
server. At the server side, the server collects all the information from the client and
then duplicates are found and removed. Deduplication also has two feature-based
methods known as global feature-based method and local feature-based method.

There is no detailed investigation done till now to review image data dedu-
plication techniques and its characteristics. Few non-standard articles exist ex-
plaining data deduplication survey in unstructured way. The authors of [37] have
classified the existing data deduplication techniques into two categories as source
deduplication and target deduplication. Source deduplication is further classified
into file-based and sub-file-based. Sub file is further considered as fixed or vari-
able length. Target deduplication is further classified as post-process and inline.
They have discussed another way for classifying data deduplication namely off-
line and online deduplication. Even though many research articles exist, the paper
discusses about only 10 research articles on data deduplication. The authors of
[38] discuss 14 deduplication approaches without any taxonomy or relation
among them. They have included 24 research articles under these approaches and
compare them in terms of scalability, throughput, efficiency, amount of used
bandwidth and cost. Many comparison parameters could have been considered
along with some more deduplication techniques. Lack of systematic re-
view/survey motivated us to do this work.

In this survey paper, we survey different types of deduplications or copy de-
tection that have been done for images in a systematic and structured way. As im-
portant as it is, traditional deduplication mechanisms can only be used if two im-
ages have the same bit stream, that is it can only be used if two images are
completely the same. It does not apply for an image that has been cropped, ro-
tated, or edited out. Automatic methods are now getting more attention with the
increase in the redundant information. Also, cloud computing has proved to be
very flexible and economical service provider that provide to maintain huge
amount of data. In this world of immense data, users normally upload similar im-
ages in different storages either due to storage restrictions or network restrictions.
The aim of this paper is to understand and observe the different techniques used
for image deduplication in terms of functional and performance parameters.

Our contributions. Consequently, this significant amount of published re-
search on Image deduplication requires some categorization to provide convenient
overview of the current state of the art. To this end, we have developed multi-
dimensional taxonomy to classify the Image deduplication research based on the
properties supported in the research work as described in Section 2. Even though
multi-dimensional taxonomy is used popularly for defining image deduplication
techniques, we categorize them into two main categories based on whether secu-
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rity is incorporated or not. Non-secure techniques are further categorized based on
image type as virtual image or pixel image. Techniques in each category is dis-
cussed across a set of functional and performance parameters. The presented tax-
onomy allows us to analyze the Image deduplication research trends over time
and various features supported in the work. To illustrate the usefulness of the
provided classification, we discuss a detailed survey of the collected research arti-
cles from extensive databases available online where Image deduplication-based
references can be explored according to the designed dimensions and categories
of the presented taxonomy.

Our specific contributions are as follows: 1) design and discuss multi-
dimensional taxonomies for comparison of the various parameters used in image
deduplication; 2) explain the image deduplication research trends across two main
categories based on whether security is considered or not. Non-secure techniques
are further categorized based on image type as virtual image or pixel image; 3)
compare the discussed image deduplication schemes in each category in terms of
functional and performance parameters.

The remaining part of this article is structured in various sections as follows.
Section 2 explains the methodology for creating the taxonomy of Image dedupli-
cation research work with its dimensions and categories. It also explains the Im-
age deduplication-related research articles to analyze and provide trends on the
distribution across the proposed dimensions. Section 3 presents a detailed survey
of the key research findings and related comparison with respect to a set of func-
tional and performance parameters related to Image deduplication. Section 4 ad-
dresses the scope of the research on Image deduplication. Finally, conclusions are
drawn in Section 5.

DESIGN OF IMAGE DEDUPLICATION TAXONOMY AND CLASSIFICATION

The taxonomy is aimed at classifying the work carried out in Image deduplication
to have an in-depth understanding of the topic. Taxonomy construction varies
from topic to topic, but all works in one class given in the taxonomy should be
similar in the features or properties. The classification categories should be non-
overlapping with well-defined limits between them. The taxonomy designed for
Image deduplication related research for analyzing the features and performance
includes five dimensions with several non-overlapping categories in each dimen-
sion. These include: 1) location of applying deduplication; 2) image feature ex-
traction; 3) time of application; 4) image data partitioning strategy; 5) involve-
ment of user dataset level.

Each dimension consists of a set of categories used to classify the existing
image deduplication related articles. The presented taxonomy allows us to analyze
the image deduplication research trends over time and various features supported
in the work. A given article may not be mutually exclusive to the category as it
may belong to one or more categories per dimension. The illustration of image
deduplication taxonomy in graphical form is shown in Fig. 2. We have tried to
minimize the possible overlap between the existing image deduplication tech-
niques as per the proposed dimensions in this early stage of defining the classifi-
cation categories.
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Involvement of User
dataset level
1. Single user
2. Cross user

Image data level
1. File level
2. Block level

Image
Location Deduplication Image feature
1. Client Dimensions 1. Global
2. Server 2. Local
3. Combined

3. Hybrid

Time of processing
1. Pre
2. Post

Fig. 2. Taxonomy of Image Deduplication Techniques

The first dimension namely location of deduplication in proposed image de-
duplication taxonomy further classifies the existing research works into three
categories depending upon the place where deduplication is carried out. Since all
the papers are based on client server architecture, cloud being the serving plat-
form, the process of deduplication can be executed at the client side, server side
or partly in both the places. We categorize the image deduplication techniques
with respect to location of deduplication dimension into three classes as explained
next: 1) server-side image deduplication: users upload the images to the cloud
server in server-side image deduplication category and then the cloud service pro-
vider will perform the image deduplication check on its cloud storage to identify
whether newly arrived image already exists on the server or not; 2) client-side
image deduplication: client will identify the existence of similar data on the cloud
server before sending it entirely to the cloud in client-side image deduplication
category. Server-side image deduplication reduces computational cost at the client
side but with high bandwidth requirements; 3) hybrid location-based image dedu-
plication: Image deduplication check may be partially done at client side whereas
remaining check will be done at the server side in hybrid image deduplication
category of this dimension.

Second dimension named as image feature based, as proposed in image de-
duplication taxonomy further classifies the existing research works into three
categories depending upon the usage of local and global features of images for
identification of deduplication. Image features are numerical values extracted
from images that are used as discriminating information to distinguish various
images or parts of images. Features are extracted for reducing the processing
overhead as they are small when compared to image data. Global features of im-
age describe the whole image to generalize the image data while local image fea-
tures describe small group of pixels in image. Combination of both improves the
accuracy of image recognition with the side effect of computational overhead. We
categorize the image deduplication techniques in image feature-based dimensions
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into three classes namely: 1) global feature-based image deduplication: global
features of an image are used to identify the image deduplication; 2) local feature-
based image deduplication: local features of an image are used to identify the im-
age deduplication; 3) combined feature-based image deduplication: local and
global features of an image are used to identify the image deduplication.

As per the proposed image deduplication taxonomy, third dimension identi-
fied as Time of duplicate removal processing, further classifies the existing re-
search works into two categories depending upon the time at which the duplicate
data is removed for identified deduplicated images, as explained next: 1) inline
image deduplication processing: the identification of deduplication is immediately
started when cloud server receives the image without storing it. The deduplicated
image/block of image is deleted before storing for achieving unique image data
copy; 2) post-image deduplication processing: the received image will be stored
in buffer on the cloud server first, then the deduplication check will be performed
to identify the duplicate image/block of image. Only the unique images/blocks
will be stored on the cloud server database/storage.

This dimension namely Time of duplicate removal with respect to virtual
image deduplication can be categorized into three categories namely deduplica-
tion before backup, deduplication during backup and deduplication after backup.
In the first case namely deduplication before backup, duplicate check is done be-
fore performing the backup operation so that the size of the data transmitted
would be that of the compressed image size. Here, both the fingerprint calculation
and index lookup operation must be performed by the host node. In the second
case namely deduplication after backup, deduplication check is performed after
backing up the image. Since whole image is transmitted, the data transmission
size would be large. In this case, storage node is the location for the fingerprint
calculation and index lookup operation. The third case namely deduplication op-
eration during backup aims at balancing the resource overhead at both the host
side and storage side.

Fourth dimension named as Image data level in the proposed image dedupli-
cation taxonomy further classifies the existing research works into three catego-
ries depending upon the whole image or part of image being used for identifica-
tion of duplicates. The categories in this dimension are given as follows: 1) file-
level image deduplication: the same image existing on the cloud server will be
checked using the hash value created for each file based on the specific hash func-
tion. If the received image hash value and one of the existing image hash values is
same, then the received image will not be stored otherwise it will be stored on
cloud server database; 2) block level image deduplication: the received image will
be divided into blocks. Hash value is calculated for each block using specific hash
function. The hash value for the block is called as block fingerprint. Only one
block will be stored on cloud server for two or more blocks with same fingerprint.
Otherwise, all blocks are stored on the cloud server; 3) hybrid-level image dedu-
plication: both file — level and block level hash are checked for image deduplica-
tion check.

Fifth dimension named as involvement of user dataset level in proposed im-
age deduplication taxonomy further classifies the existing research works into two
categories depending upon the usage of user databases being scanned for check-
ing identical images. Dataset used for checking image deduplication may belong
to specific user or may have permission to store data of multiple users. We cate-
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gorize the image deduplication techniques based on involvement of user dataset
level dimensions into two classes namely: 1) single user level image deduplica-
tion: image dataset belonging to a user is scanned to check the duplicate images
for that user alone; 2) cross-user level image deduplication: Image databases of
multiple users are scanned to check the duplicate image. Even though cross user
level image deduplication generates higher deduplication ratio and is attractive in
terms of storage cost in comparison with single user level image deduplication, it
affects the privacy and security concern for users.

Even though multi-dimensional taxonomy is used popularly for defining im-
age deduplication techniques in the literature in a scattered way, we categorize
them into two main categories based on whether security is incorporated or not.
Non-secure techniques are further categorized based on image type as virtual im-
age or pixel image as shown in Fig. 3.

LITERATURE SURVEY ON IMAGE DEDUPLICATION TECHNIQUES

This section discusses the two main categories designed in our taxonomy as
shown in Fig.3 based on whether the techniques incorporate security or not. Non-
secure approaches are further categorized for virtual image or pixel image types.
Non-secure image deduplication techniques are described in Section 3.1 and Sec-
tion 3.2 for virtual image types and pixel types respectively while Section 3.3 dis-
cusses all secure techniques.

Image deduplication techniques
I

Non-secure Image Secure Image
deduplication techniques deduplication techniques
T
l | 3]
For Virtual Image type | | For pixel Image type | —12]
—1[14]
- _Eﬂ L_[16]
—[5] L8] —118]
—I6] 9] [20]
- [7] _[10] —[21]
L [19] L [11] I [24]
—1[30] L [15] —1[26]
—[31] 7] —127]
—[32] 23] ———[34]
—[33] 28]
—1(29]

Fig. 3. Proposed Taxonomy for Image Deduplication Techniques

As the proposed image deduplication techniques are not mutually exclusive
to any specific dimension, one technique may belong to one or more dimensions.
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They are compared in terms of functionality based on the dimensions and per-
formance parameters in the respective Section. Table 1 provides the functionality
based on the dimensions and performance parameters used for comparison of the
image deduplication techniques.

NON-SECURE IMAGE DEDUPLICATION FOR VIRTUAL IMAGE TYPE

Virtualization is a very important part of cloud computing. It allows multiple
servers running on a single host and all disk contents are encapsulated in a single
Virtual Machine (VM) Image. But this mechanism can store redundant data and
cause storage issues. A lightweight virtual machine image deduplication backup
approach in cloud environment is a technique used to eliminate this problem [1].
The process includes dividing the VM image into chunks and checking if the
chunk has a fingerprint. The fingerprint is compared with the existing fingerprints
in the fingerprint index table and if it exists then it is not entered otherwise the
chunk is added in the storage system. The two problems faced are as follows: 1) if
the fingerprint index table is long then it will take longer to compare the finger-
prints; 2) the process can interrupt the other processes as different virtual ma-
chines take the same runtime. This paper gives a classification method to reduce
the fingerprint search by converting global duplication to local duplication and to
improve index lookup. Two sampling methods are used to find the proper group
to perform the deduplication operation in the virtual machine image. A numerical
method is also used to calculate the ample space size. Deduplication rate is 10.2%.

Table 1.Comparison parameters for image deduplication techniques

SN| Functional parameter Remark
Scale invariant feature transform (SIFT), principal com-
ponent analysis (PCA) for SIFT, min-hash algorithm,
1 Matching feature extraction, high dimension indexing, accuracy
Algorithm Used optimization, centroid selection, deduplication evaluator,
mean median, standard deviation, hash, map reduce,
CRC, pixel based, special layout, visual similarity
2 Location Client side, server side, hybrid
3 Processing time Post-process, inline
Local, global, structural features,
4 Feature-based visual modil features, and feature points
5 Image data level File, Block,Hybrid
6 Block size Fixed length, variable length
7 Image content type Pixel image (PI) or Virtual Machine Image (VMI)
3 Metadata overhead The extra information required to be stored along
with actual image data
9 Optimization objective | The goal of the proposed image deduplication technique
Cloud environment parameter
10 | Cloud/OS - Cloud software If any specific cloud software used
11 Cloud type Public, private and hybrid cloud
12| Number of cloud images | Finite number of images existing in the cloud database
13 User level Single user or cross user
14 Security provisioning Usage of cryptographic protocol, adaptation of crypto-
Protocol graphic protocol
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An improved k-means clustering method is implemented in Clustering-based
acceleration for virtual machine image deduplication in the cloud environment
[5]. This is the first paper to have image layout taken into consideration and pro-
pose the method of small group merging and periodical triggering to store the vir-
tual machine deduplication. Experimental results show the robustness and effi-
ciency of this method. Deduplication rate is 89.74%.

The number of virtual machine and images grows very rapidly and takes a
lot of storage space out of which 90% of the data is redundant. The storage prob-
lems caused is studied an Improved Image File Storage Method Using Data De-
duplication [6] and discussions about employing deduplication and evaluation. A
reference count for image is added to show reliability of image libraries.

IM-dedup proposed in [7] transmits the unique blocks of image to the cloud
server for reducing transmission time. The kernel file system with deduplication
functionality in the image storage helps to manage the duplicated blocks through
indexing. Client and server communicate within each other during the process of
image deduplication.

Deduplication-Enabled P2P based VM Image distribution protocol is intro-
duced to speed up the provisioning in the VM [19]. Peer 1 contacts a tracker
which sends it the list of its peers which also has an image of file A, it also shows
the similarity Matrix between two peers.

Scalable read/write throughput in RAID with deduplication capability to
Ext4 file system is proposed in [22] as deduplication file system named as
ScaleDFS. Parallel processing for fingerprints computation on multiple CPU core
improves the write throughput. Deduplication cache improves read throughput
and retrieve identical blocks easily. Reduced memory usage cache more finger-
print information in memory. Deduplication is focused for single storage partition
file system.

Authors of [30] have proposed an adaptive deduplication mechanism, which
performs fixed length and variable length block-level deduplication for reducing
VM disk image file size is used in variable length block-level deduplication is
implemented using Rabin—Karp rolling hash algorithm. Multithreading in AKKA
framework is used to perform the deduplication and streaming since live migra-
tion of VM disk image files is a bulky operation.

QuickDedup [31] algorithm is proposed by authors to perform optimal de-
duplication of VM disk images by reducing the number of hash computations and
comparisons and by storing minimal metadata thereby reducing the overall dedu-
plication time. In this approach, a novel byte comparison scheme to create various
categories of blocks so that further the QuickDedup algorithm performs the calcu-
lation of hashes and their comparisons within the respective categories only.
Hence, hash storage space is minimized and comparing within categories speeds
up the deduplication of VM disk images much.

Authors of [32] propose a highly parallel deduplication cluster (HPDV)
which optimizes VM images by considering the foreground quality of VM ser-
vices and the background performance of deduplication for VM images. Gener-
ally, chunk-based deduplication process involves four sub processes namely
chunking, fingerprinting, fingerprint indexing and data storing. Authors of HPDV
have parallelized the chunking, fingerprinting tasks which are compute-intensive
and fingerprint indexing, which is I/O-intensive task, using the servers in the clus-

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2023, Ne 4 121



S. Chaudhari, R. Aparna

ter. Quality of the foreground VM services is ensured while parallelization is in
progress by proposing a resource-aware scheduler (RAS) in this work.

Authors of [33] have done an extensive review of several deduplication
strategies and come up with a deduplication algorithm for VM images called De-
dupCloud. The VM images are divided into blocks and stored sequentially in the
preprocessing stage. Then the blocks are categorized based on hashes of blocks
derived using SHA-3 hash function.

We compare the above discussed non-secure image deduplication techniques
for virtual image type in the form of three table. Table 2 gives the comparison in
terms of parameters related to algorithms used and perspectives of various dimen-
sions in the image deduplication technique. The comparison parameters include
algorithm used for deduplication check, location where the deduplication takes
place, application of deduplication, usage of image features, granularity of image
data level, block size for block level granularity, content of the image, metadata
overhead and objective function of the proposed technique.

Table 2. Comparison of non-secure Image Deduplication techniques for virtual
image type

Pa- Matching Place eP::i);- tF (if:- Data | Block | Metadata over- Optimization objective

per| Algorithm timeg bl;se d level | size head P ]
Improved - In memory deduplication|
means clus- Fingerprints of by using clustering and

1 | tering algo- |Hybrid| Post |[Hybrid| Block | Fixed £erp sampling of fingerprints

. - fixed size chunks .
rithm with — fingerprint search
fingerprint space optimization
Irgg; rr?sffu ];: Reduce the fingerprint

5 | tering with |Server| Post | Local | Block | 4KB fFlIzige}’prlnltls Olt; searchhspa%e anld Hl?-

statistical ixed size chunks | prove the index lookup
indices performance
MDS5 code of entire]
image file, size of
image file, the
. number of image .

6 [ MD5 index |Server| Post | Local |Hybrid 5/?12% blocks, file name, Storagfe\illzzc_e reduction
storage address of ° lmages
each image block

and storage address
of the final block
. Array of finger- Reduction in VMI
7 MDS and Client | Inline | Local | Block Fixed prints and the ref- storage and
SHA-1 4KB e e
erence counter transmission time
Bloom fil-
ter’s hash . . Minimize data access or
h . |File block id, hash, .

19 function, Hybrid| Post |Global| Block Vari- and control mes- transfgr durlr}g VMI
Rabin fin- able sages distribution
gerp}flntmg g in data centers

scheme
Cryptographic
fingerprints of
42 VM blocks, locality .
a POSIX- images (hash) table that Scalable r;ad/wrlte
compliant. of difs Both holds the full fin- through‘put. in RAID to

22 kernel-spac’e Server| ferent | Cross | Block fixed |gerprints and block proque increased

driver mod- Linux and numbers of the capacity, reliability,
e distric variable| data blocks that and performance.
' correspond to the for storage
bution most recently ac-
cessed fingerprint
block
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Table 2. Comparison of non-secure Image Deduplication techniques for virtual

image type
Pa-| Matching Proc-| Fea- | 1,00 | Block | Metadata over- S Co
. Place |essing | ture- . Optimization objective
per| Algorithm time | based level | size head
: : Reduction in image stor-
. Both | F f ge sto
Rabin—Karp ot Ingerprints o age space and total mi-
. . fixed | fixed size chunks A
30 | rolling hash |Server | Inline | Cross | Block gration time and
. and | and thread related .
algorithm iabl P improvement
variable metadata in deduplication rate
SHA-1 Hash Least number of hashes
based on Local ) .
byte com- block . block numbers and comparisons, mini-
31| e Server| Post Block | Fixed > | mum metadata, and fast
parisons, meta- hashes trieval of VM f
categorizes data retrieval o s for
the blocks deployment
Parallelizing chunking
) . and fingerprinting tasks
Parallel fin- F lnge}‘prlnts of | with multiple threads to
. . fixed size chunks | speed up the tasks and
32 |gerprint sub-|Server| Post |Global| Block | Fixed . :
ind and thread related [Superior throughput with
ndexes metadata minimum interference
on the foreground VM
services
SHA-1 Hash
based on Local Time required for the
byte com- block Vari- |Fingerprints of file| deduplication of VMI
33 parisops, Server| Post meta- Block able chunks and storage of VMI and
categorizes data metadata
the blocks

The performance analysis environment is discussed in Table 3 in terms of
cloud software used, type of cloud, number of images in the cloud dataset, and
user level involvement for accessing this database. Table 4 gives the advantages
and disadvantages of the corresponding method.

Table 3. Cloud type/ environment Parameters for non-secure Image Deduplica-
tion techniques

Pa- Cloud/OS — Cloud software Cloud type | Yumber of cloud im- | User
per ages level
1 VM - Amazon EC2 Private 584 VMI Single
5 Aliyun - largest cloud of China and ISCAS — | Aliyun-Public Aliyun-Variable Cross
own cloud ISCAS - private ISCAS- 584
6 Own cloud on a PC Private 11 VMI Cross
7 Openstack Private 35 VMI Cross
19 PeerSim P2P simulator Private Variable- max 30 Cross
22 Openstack Private 102 VMI Cross
. . : 4 types of virtual images
OpenStack image registry with a standard . _VDI, VMDK, VHD,
30 configuration of 2GB memory Private Raw. acow? images in Cross
and 10GB hard disk in CloudSim simulator tot;1q2,426,552,g1 14
31| Own configuration on Ubuntu 14.04 (64-bit) Private 10 VMISf]Zie(;f)eratmg Single
Own setup with 9-servers and 16 desktops as
32 clients running Ubuntu 12.10 64 bit Private 276 VMI Cross
with Linux kernel version 3.5.0-17
33 [ Own configuration on Ubuntu 14.04 (64-bit) Private 10 VMI for Operating |Single
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Table 4. Advantages and disadvantages of non-secure Image Deduplication

techniques
Pa- . YN
per Advantages Disadvantages or Limitation
Slight storage space waste. 2 groups
| Reduce the virtual machine image deduplication can have a high sample hit rate so
backup time when done in local deduplication,
it can lead to duplicated blocks again
Work in both VHD and raw formats; accelerate the Focuse; On preprocessing phase than
5 deduplication phase; little increment
backup process .
of disk space usage
DeleFion rate for i'mage groups whic'h have the same No backup system or Rapid
6 version of operating systems, but different versions indexi thod
of software applications is up about 58% fndexing metho
Uses the memory filter to reduce the overhead of disk
7 index; improves the locality of data by centralizing Optimization of image download
fingerprints in disk to achieve a higher 10 throughput process not clearly given
rate with the limited memory occupancy rate
19 ‘30% performance gain. Image} blocks are t'ra'des Lacks real-world environment
in two swarms. It also deals with hash collisions
Parallel deduplication, deduplication cache .CIOUd platform is dlsmbyteq
22 and reduced memory environment, but ScaleDFS is single
storage partition-based deduplication
Very good overall reduction in image storage space The reduction in size is dependent
30| and total migration time are achieved when compared on the dataset and the applications
with the existing image management systems running on the VM
Reduction in the metadata storage overhead and the
3] number of hash gomputgtions thereby a smaller Dataset used in not standard
number of comparisons will be made so that overall
deduplication time is reduced for the VM disk images
Parallelization of compute-intensive chunking and Setting up of a cluster
32 fingerprinting, and the I/O-intensive fingerprint of deduplication servers is a costly
indexing will speed up the deduplication process investment
DedupCloud minimizes the number of hash value
33 computations and comparisons within similar Dataset used in not standard
categories by using byte comparison technique

NON-SECURE IMAGE DEDUPLICATION FOR PIXEL IMAGE TYPE

A High-precision duplicate image deduplication approach uses the 1-norm of gray
block features of images to construct B+ tree index, and then detects the possible
similar images by range query [2]. It compares the number of same elements in
two images edges information. The fuzzy comprehensive evaluation method is
used to select duplicate images by finding the centroid image. The size ratio of
deduplicated images and total images is 9.7%.

Cloud-scale image compression through content deduplication deals with
combating the issues faced with storing storage costs with exponential increase in
data [4]. It presents an image compression technique, which takes advantage by
compressing each individual image with GIST nearest neighbor to overcome the
scalability state-of-art issues.

Image deduplications check on massive image file storage that includes dis-
tributed database and file system is discussed in [8]. It uses MDS5 based signature
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on features of binary image stream instead of file —level or block level fingerprint
check.

To reduce storage space, the authors of [9] focuses on the Haar wavelet de-
composition and Manhattan distance to select image duplication. When the num-
ber of same elements between two collections is greater than or equal to the preset
threshold t, they considered the two images are duplicate images.

Deduplication of electricity bills is done using the content-based image re-
trieval with block truncation coding [10]. This is used to categorize pictures of the
electricity bills and blocks of images with the same sizes are clustered together.
Each cluster is checked for duplicates, and they are a part of a big block.

Deduplication image middleware detection comparison in standalone cloud
database given in [11; 15] talks about techniques used in image deduplication in a
standalone database. Most of the time people pay for more memory due to dupli-
cation of images. This paper shows a new framework for the early stages of image
deduplication in a cloud service. 11 software taken, which are either use stand-
alone or cloud databases. A plugin is used to detect the duplication, which is still
a new topic, but mobile Cloud detection has been around from 2008. In all the
software used two out of 10 is that you have high detection of duplication and
those are hash and Visual similarity. The focus of the paper is to allow users to
select Software and Hardware to give them a better use of the cloud services.

Large Scale Image Deduplication given in [13] deals with the problem of
near Duplicate Image detection. Each duplicate in the database is linked with a
Feature representation of it, what is called as a bundle. Two bundles join to form a
feature of SPIHT, which is a robust technique, but become slower and gradually
less accurate when the data in the database becomes larger. Maximally stable ex-
treme regions algorithm is used for clustering as it is told to be better than the
KNN means as it can also detect duplication when an image is cropped or rotated.

Authors of [17] propose a similar file extraction method where a file with
high similarity is extracted. To extract similar files, average hash method is used
for determining file similarity. The execution time of deduplication process can
be reduced by using only similar files for comparison. Variable length blocks of
files are used in this method. The average hash method is used to find the duplica-
tion of images. Morphological analysis and cosine similarity is used for the text
Duplication. Results show that as the similarity percentage is increased, exact im-
age duplicates can be determined. But the time taken for deduplication increases
with increase in similarity percentage. Experimental results say that this method is
very efficient to shorten the execution time.

Recognition built on vocabulary tree with indexing scheme that quantized
descriptions from image key points hierarchically, which is used for image simi-
larity indication is described in [23]. Indexing descriptor is computed for local
regions. The proposed recognition method handles large number of objects for
selecting one of them within the acceptable time. Local image descriptors are
based on video frames extracted.

DBTP [28] i.e., Double Bytes Transport Protocol is used where double
chunks are sent by the client to request for deduplication checks simultaneously,
and the server responds to the deduplication requests. This scheme helps in miti-
gating the side channel’s risk.
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DriveHQ [29] is a website developed to perform efficient image deduplica-
tion for optimized photo and video viewing. In this concept, images are divided
into rectangular blocks and hash value is generated for each block using
MD5.When similar images are uploaded, the images are divided into blocks and
each block is checked with the stored hash values. If hash value is similar, then
the images are considered as near identical images and not stored in the cloud to
conserve space.

We compare the above discussed non-secure image deduplication techniques
for pixel image type in the form of three table. Table 5 gives the comparison in
terms of parameters related to algorithms used and perspectives of various dimen-
sions in the image deduplication technique like Table 2. The performance analysis
environment is discussed in Table 6in terms like Table 3. Table 7 gives the advan-
tages and disadvantages of the corresponding method.

Table 5. Comparison of non-secure Image Deduplication techniques for pixel
image type

=
) — @
=] %D E L = é = g > § E
o = X 51 22 59 2 @ s
& 2E S |SEE2| 5 | % 3
&~ S &0 A |e¥ o2 = S g =
1-norm of gray block fea- nxn Duplicate images retrieval
2 tures to construct Server|Inline Hybrid| Block | Image | precision and deduplication
B trees blocks accuracy
IST t neighl . I i t
4 GIST neares neig bor Server| Post | Local | File NA mage compression rates and
for compression reducing computational effort
Binary S .
. t t f
8 MDS5 Server| Post | Local | stream | Fixed Op Hmization of massive
image files storage
features

Manhattan distance and
9 | Haar wavelet decomposi- |Server|Inline| Local | File
tion
10| Block truncation code |[Client| Post | Local | Block |Variable| De-duplication process speed

Fixed | Higher deduplication ratio,
size file deduplication accuracy

Depend on the existing

11 study technique Server| Post | Local | File NA Storage space reduction
SIFT And Maximally Increased deduplication
13| Stable Extremal Regions [Server| Post | Local | File NA qu
(MSER), accuracy and performance

Deduplication image de-

tector software of existing High-precision image

15 study or plugin for cloud Server| Post | Local | File NA deduplication
storage
17 A\{ergge‘hash metk.lod,'Flle Server| Post | Local | Hybrid Flyfed/ Minimization of execution time
similarity determination variable for deduplication
Local regions indexing Improvement

23|descriptors based on visual|Server|Inline| Local | Block | Fixed

vocabulary tree in retrieval quality

Double Bytes Transport Mitigate the side channel’s risk
28| Protocol with double [Client|Inline| Local | Block | Fixed | and achieve high bandwidth

chunks simultaneously efficiency of deduplication
29 MDS5 Server| Post |Global| Block | Fixed Storage optimization

NA-Not Applicable
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Table 6. Cloud type/ environment Parameters for non-secure Image Deduplica-
tion techniques for pixel image type

Paper Cloud/OS — Cloud software Cloud type Num:)rfll;giscloud User level
2 Corel image database Prw@;:e%orel 1000 PI Single/cross
4 Canonical set Private Dynamic, millions Cross
8 Own dataset Private Variable Single
9 Corel 1mage databasq and selected Private 1000 PI Single/cross

images from www.picsearch.com
10 Own dataset Private Variable Single
11 11 datasets — standard/own Private/ public Variable Single/cross
13 Two dataset — Dataset of [23] for Accu- Private Accuracy-10200; Cross
racy and ILSVRC2010 for Performance Performance- 1.2M
15 11 datasets — standard/own Private/ public Variable Single/cross
17 Own cloud on a PC Private 90 bmp images Cross
23 Own setup Public 40000 1Mmages Of, Cross
popular music CD’s
Python 3.7.6 platform . .
28 and MySQL database Private Variable Cross
29 Own setup Private optlmlzed phojco Single
and video viewing

Table 7. Advantages and disadvantages of non-secure Image Deduplication
techniques for pixel image type

Paper Advantages Disadvantages or Limitation
Reduces workload of users. The fuzzy The algorithm is unable to work on images
comprehensive evaluation allows the . X
2 . . R which have been rotated, edited, blurred,
procession of selection of centroid images
by vi or have a watermark excreta
y visual reference
Image processing rates reduces the effort
4 used for computation by at least Ideal Canonical set is not constructed
one order of magnitude
] Signature gencration and uploading speed Massive image file storage distributed
is improved and offers an optimization . JLe, .
S database without considering its deficiency
to massive image files storage
The propqseq appro‘ach can ach1eye h1gher Methods can’t be used for images
9 deduplication ratio and deduplication N
. . with similar structures
accuracy by setting suitable thresholds
10 A single instance of the image Error due to entire data compression
in the database avoids confusion at one time
11 Evaluation of existing software is given | Pilot test using standalone dataset is performed
in detail based on existing image deduplication detector
. Size of visual word affects performance — too
Method can be used even when images are . .
13 . small may give false results and too large will be
cropped, rotated, or edited . ; : .
impossible to match in one SIFT mapping
Deduph_catlo_n image detector such Compares standalone image deduplication
15 as plugin, middleware or software
L detector
used for deduplication
. . Most of discussion is related to text files not
Both duplication and execution . . "
17 : images. The time taken for deduplication
time was reduced . o S
increases with increase in similarity percentage
entropy weighting of the vocabulary
23 tree is defined with video independent Describes only retrieval process
of the database.
28 DBTP implements two-side privacy to The deduplication ratio is a little reduced
avoid side channel attack compared to existing methods
Images are divided into blocks and hashes
are generated so that duplication check can .
29 use these stored hashes and detect near Does not work for exact duplicates
identical images
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SECURE IMAGE DEDUPLICATION

Secure image deduplication through image compression in the cloud storages em-
beds partial encryption to ensure security against a semi honest CSP and unique
hashing to identify identical images into SPIHT compression algorithm [3]. Image
compression followed by encryption and hashing in sequence reduces the compu-
tational overhead, resources, and metadata to be stored.

Authors of [12] discuss how cloud services have had an immense improve-
ment in this year in terms of Secure Image Deduplication. Due to this great devel-
opment in the services, many people have started storing data, which may also be
redundant. Image duplication is necessary to save cost and space. This research
has also used encryption called convergent encryption, which is got, by using the
Hash Function on the image data the data is encrypted and decrypted with the
same keys and hence the duplicates of the image will produce the same cipher
text, by recognizing the duplicate of the cipher text, the image duplicates also
found.

Secure Image Data Deduplication through Compressive Sensing given in
[14] presents a scheme by comparing the Compression Sensing (CS) and the
SPIHT technique for image deduplication according to their experimental results
it is shown that the CS Technique is more efficient and has more security than the
other methods. They have also further studied that this technique can be used in
video duplication as well since videos also take up a lot of data space in the cloud.

The authors of [16] discuss an approach where client side takes an image,
compresses it using the SPIHT compression, and partially encrypts it. It also takes
the hash value of the image, and the user then uploads only the hash on to the
server and the server side checks if the hash value is the same as the previous val-
ues. If it is not, then it stores the hash value or it removes the hash to eliminate
redundancy.

An efficient approach towards image deduplication using Watson proposes a
cost-efficient method of image duplication which has proven to reduce the storage
of cloud services by one third its uses of WATSON and a MATLAB SSIM algo-
rithm to do so [18]. In this technique when the user uploads an image it is sent to
the WATSON visual where it image is given a tag and the image with the highest
tag is sent to the database and is checked if other tags with the similar name is
told. If it is so it is, then sent to the MATLAB SSIM to check if the images are
similar or not. If the images already stored in the database, then it will not be
stored again in the clients ‘profile in the Cloud Service or image is uploaded on
the cloud servers and the user details are updated.

Client-Side Secure Image Deduplication of [20] uses a dice protocol, which
finds image deduplication in its block level. This research concludes that with all
their experimental results images, which are more like each other, have smaller
number of blocks in their storage. This however does not show what happens to
images, which have been cropped, are in different lighting or have scaling and
any other kind of Editing done on them. It also does not deal with file, which has
been compressed into different formats.

Data outsourcing model of [21] uses file level as well as block level dedupli-
cation using Dekey convergent key management scheme. A user computes and
sends the block tags to the cloud server, which stores only unique tags. The stored
tags are informed to the client so that it can secure it and resend back to server.
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The indexed information of this secured block is maintained at client also for fu-
ture access.

Secure data deduplicationusing radix trie and bloom filter discussed in [24]
used existing hash-based deduplication technique. It starts with convergent en-
cryption to avoid leakage of data followed by three stages — authorization dedu-
plication using role re-encryption process, proof of ownership and role key up-
date. Roles and keys are mapped with radix trie. Data updation and retrieval of
ownership verification is done using bloom filter.

BDKM [25] is a blockchain based approach to ensure confidentiality of
outsourced data and reliability of Convergent Key (CK) management is enhanced
by adopting an oblivious pseudorandom function to generate the randomized CK.
Data reliability in BDKM is achieved by dividing the CK into segments and
distributed to blockchain. This work can be extended by employing blockchain to
implement a secure and efficient integrity verification on the data deduplication,
where a user can verify the integrity of other users’ data without knowing any
information about the data.

Multistage for coarse to fine deduplication is proposed in [26]. The global
features are comparing to find the duplicate initially followed by local features if
no match found. Fine deduplication is applied using SHA 256 based Merkle hash
tree. Local and global features work at file level while hash tree works at block
level. The database is maintained for each file on dataset consisting of global fea-
tures, local features, and hash tree details.

Authors of [27] propose an in-line block matching-based data deduplication
scheme with dynamic user management. Users encrypt their data using
convergent encryption. Server uses in-line block matching protocol to generate
unique proof by calculating the group key and re-encrypts the file using the group
key. Another user uploading the same file will verify the proof against the server
and re-encrypts using a new group key. Contents of the file remains confidential
and even the server will not be aware of the file contents. Ownership list is
maintained, and access control techniques are employed to prevent the access of
cipher text from unauthorized users, cloud servers and adversaries. The analysis
of the proposed scheme shows that the computational time, communication, and
storage overhead is reduced when compared with the existing deduplication
schemes.

SEDS [34] scheme is proposed to provide a secure server sided data dedu-
plication scheme for storing data in the cloud. This scheme generates constant
size ciphertext, which is independent of the number of key servers, and cloud
server performs proxy re-encryption to prevent semi-honest proxy server to
transform the ciphertext. This scheme supports both intra-Key Server and cross-
Key Server duplication check. Experimental analysis proves that the scheme is
efficient compared to previous schemes with respect to computation and
communication overheads and security.

We compare the above discussed secure image deduplication techniques in
the form of three tables. Like Table 2 and Table 5, Table 8 gives the comparison
in terms of parameters related to algorithms used and perspectives of various di-
mensions in the image deduplication technique. Similarly, the performance analy-
sis environment is discussed in Table 9 wherein additional parameters are added
named as security provisioning protocol used in addition to deduplication tech-
niques. Table 10 gives the advantages and disadvantages of the corresponding
method.
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DISCUSSION AND CONCLUSION

Image deduplication for duplicate check helps to reduce the communication and
network transmission cost in the cloud environment. Most of the techniques work
towards reduction of algorithm complexity through smaller hash size generation
functions. We observed that image deduplication is either possible on pixel-based
images or virtual machine images. There is no universal technique, which can be
applied on both types of images. We presented taxonomy and classification of
existing image deduplication related articles, which clearly shows that image.

Table 8. Comparison of Secure Image Deduplication techniques

P Matching Process- Fea- Data | Block (Content Optimization
aper| . Place |. . ture- . L
Algorithm ing time based level | size type objective
SPIHT compres- Ensure security against
3 sion, partial en- Hvbrid| Inline | Global | File | NA |2 semi honest CSP and
cryption, and y compressed image de-
hashing duplication
. Confidentiality, Privacy
12 attribute-based Hybrid| Post | Global | File | NA PI protection and com-
encryption
pleteness
CSP - SHA Ensure security against
14 | basedduplicate |Hybrid| Post | Global | File | NA VMI |a semi honest CSP and
images removal optimize storage space
. Ensures data security
Robust image . . against a curious and
16 | hashing based |Server| Inline | Local | File | NA PI gair
semi truthful CSP or
on SPIHT .
any malicious user
WATSON and Reduction in time re-
18 |MATLAB SSIM | Server | Post Local | File | NA PI  |quired to perform dedu-
algorithm plication
Dual Integrity Op&ﬁ%g;ctl;o;lze
20 | Convergent En- | Client | Inline | Local |Block| Fixed- PI :
: for hashing and
cryption protocol P
optimize storage space
DCT compres- . .
21 |sion and conver- |Hybrid| Inline | Local Hy- | Fixed - py [Ensure data security and
: brid | 8x8 optimize storage space
gent encryption
Radix Trie with Maximizing deduplica
Bloom Filter . . . PI/ Au-|". nedl
24 (SDD-RT-BF), Client | Inline | Local |Block| Fixed dio | tionrate and ensuring
- security
hash function
Achieve secure and
reliable Convergent
Distributed File PI/ text Key management and
25 Blockchain, Client | Inline | Global /Block Fixed files resistance to the brute-
SHA256, RSA force attack and collu-
sion attack launched by
the external adversaries
Local |. .
26 Merkle-Hash and Client | Inline and File/B Fixed py |Ensure data security and|
Image Features global lock optimize storage space
Guillou-
Quisquater identi-| Client
fication protocol rou ’ PI/ text Reduce network traffic
27 | with dynamic gKe P | Inline — |Block| Fixed files and storage. Better
ownership man- serv}ér ownership management
agement, Conver-
gent encryption
Convergent en-
34 cryption and Server | Inline o File | NA PI/ text| Better performance of
server re- files |deduplication algorithm
encryption

NA- Not Applicable
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Table 9. Cloud type/ environment Parameters for Secure Image Deduplication

techniques
Paper Cloud/OS - Cloud | Number of | User | Security provisioning
Cloud software type |cloud images| level Protocol
3 MATLAB environment dataset |Private| 252 own set |Single Partial encryption
12 No specific cloud Any Variable | Cross| Convergent encryption
14 MATLAB environment dataset |Private 6 Cross semi honest CPs
16 MATLAB environment dataset |Private 10 PI Single Partial encryption
18 WATSON and MATLAB Private| Variable | Cross Password Protection
20 Own JAVA based environment |Private 30 PI Cross Dual Tntegrity Convergent
Encryption
21 Not given Private| Not given |Cross | Convergent encryption
24 Java on Amazon EC2 serve Public| Variable |Single SHA-256 with radix trie
and bloom filter
25 No specific cloud — own index Private| Variable | Cross SHA 256, R.SA
server for encryption
26 No specific cloud — own index Private|  Variable | Cross SHA 256 for Merkle
server hash tree
27 Own server Private| Not given |Cross | Convergent encryption
34 Own set up with multiple Private| Variable | Cross Convergent encryption
servers and server re-encryption
Table 10. Advantages and disadvantages of secure Image Deduplication
techniques
Paper Advantages Disadvantages or Limitation
Save monumental amounts of computa-
3 tional time and resources; Can find dupli- | Experimentation results are not derived in a real
cate images even when images are ex- Cloud Service setting
tremely similar and compressed
12 In the paper ensure privacy protection and The steps done by the client are too many
confidentiality
14 Efficient c%ng};r:fg;gt}:scshggzz makes the Small set of testing data with small image size
16 Great combination of analysis and security |Only same images can be deduplicated. No proof]
for storage of Storage protocols
Cloud storage space usage after deduplica- (Image is only removed if user has last access to it
18 |[tion has been reduced up to one third. Cost-| or only the image details are hidden from the
effective user
20 |Reduce communication and bandwidth cost Lacks real_WOl..ld environment and diverse
image dataset
21 DCT compression reduce storage space small encoding/decoding overhead
24 Client-side deduplication and Tag consis- other qklll'euirllg tgckklmiqueslaénl;i lightc\lzveight crypto-
tency preservation with Fault tolerance graphic algorithms could be used to improve
performance
Secure against the collusion attack with a limited
25 Blockchain ensures data reliability and se- | overhead and blockchain can be extended to
cure key management verify integrity of other users’ data without
knowing the details
CNN is used to compare global and local
features of stored images in the database Database storage is increased for multiple level
26 | with that of the incoming image and then g . P
additionally Merkle hash is used to check CcOmparsons
for duplicates
File integrity is achieved by using conver-
gent encryption, in-line block matching | Generation of group keys and re encryption for
27 protocol and group key management that subsequent uploads of the same file by other
hides file contents from unauthorized users, users is the overhead
cloud servers and adversaries
Ensures data confidentiality, possession | The scheme involves multistage key generation
34 proof, resistant against tag inconsistency and encryption, the process is slower. Cloud
attack, cross-key server duplication check |server performs proxy re-encryption which is an
and scalability overhead
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Deduplication has considerable potential towards efficient cloud storage
usage. The proposed taxonomy has proved a convenient means of grouping the
available image deduplication research and giving insight on its contribution in
terms of standard features supported in the image deduplication algorithms, cloud
environment, advantages, and limitations. This survey explores published re-
search works in greater depth related to the exploitation of features of the tech-
nique used for the deduplication check. The existing image deduplication tech-
niques neither use standard dataset as benchmark image dataset for performance
evaluation nor have standard metric for similarity computation. Authors have
their own way to consider performance environment. The optimization objective
of the different algorithms is also listed here for researchers to get an overview of
the goal of deduplication. The identified drawbacks can be scope for future re-
search to work further for strengthen this area.
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OIJiAd AEAYILUIKAI 30BPAXKEHB 111 XMAPHOI'O 3BEPITAHHS /
[inma Yayaxapi, Pamaninranma AnapHa

Amnoramisi. [TocniieHHsT KOMyHIKaIii y pealbHOMY JKHTTI CHOHYKAJIO 0 CTBOPEHHS,
nepenaBaHHs Ta HU(POBOro 30epiraHHs BEIUKUX 00CATiB 300paXKeHb i BiJeOJaHUX
y xmapi. BuOyxoBe 30inblIeHHS JaHUX BipTyalbHHUX/Bi3yaJbHHX 300pakeHb Ha
XMapHOMY cepBepi MoTpedye e(pEeKTHBHOTO BHKOPUCTAHHS CXOBHIIA, IIBOMY IIO-
cIpusie TEXHOJIOTIS AeAyIuTiKaiii 300paxxens. HesBaxkaroun Ha Te, IO BIACTUBOCTI
BIpPTYaJILHOTO 300pa)ke€HHS Ta Bi3yaJbHOIO 300pa)KCHHS PO3PI3HAIOTHCS, HAsBHA JIi-
TepaTypa BUKOPHCTOBYE HMOAIOHMH MiAXiJ IS HepeBipKy JeqyIuTiKamii, o CIOHY-
KaJIo PO3IJISHYTH OOMIIBa THITH 300pakeHb JJIsI LbOTO orsiay. JlocmimKeHHs Mae Ha
METi HaJaTh JeTATbHHUIA OTJIS HAHCYYaCHININX Bi3yalbHHUX 3aC00iB, a TAKOXK METO-
IiB NeyIUTiKamil BipTyalbHUX 300paXKeHb y XMapHOMY CEpENOBHILI, y3arajlbHIO-
YM Ta OPraHi30BYIOYH iX LUIIXOM PO3POOJICHHS I’ ITHBUMIPHOI TAKCOHOMIT [UIs aHa-
ni3y GyHKUIN i TPOAYKTUBHOCTI 3 KUIbKOMA KAaTErOPisSMH, 1[0 HE MEPETHHAIOTHCS, Y
KokeH BuMip. Jlo HuUX HamexaTh: 1) MicIe 3acTOCyBaHHS JAeAyIUTIKaIlii;
2) BUILIEHHS O3HAK 300paKeHHS; 3) Yac 3BEPHEHHS; 4) CTpaTeris pO3MOIiTy JaHUX
300pakeHHs; 5) 3ay4eHHs piBHSA HaboOpy HaHWX KopucTyBada. HasBHi Metomu ne-
Iymutikanii 300paxkeHb KIacH(iKyIOThCsl Ha JBI OCHOBHI KaTeropii 3alexHo BiJ To-
ro, 4M nependavae et MeTox 3axucT uu Hi. [IOpiBHAHHS METONIB BUKOHAHO 3a Ha-
6opoM (yHKIIOHATBHMX 1 TPOXYKTHBHUX mapaMerpiB. I[lortouni mnpoGiemun
BHUCBITJIIOIOTBCSA 3 MOXJIMBMMM MalOYTHIMH HampsiMaMH JUls IOJAJIBIIMX JOCIi-
JDKEHb 1€l TeMH.

Kawuogi ciioBa: nenyrutikaiis 300pakeHb, XMapHi 00UHCIICHHS, XMapHEe CXOBHIIIE,
BUSBJICHHSI KOTIii 300pakeHb.
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A COMPREHENSIVE SURVEY ON LOAD BALANCING
TECHNIQUES FOR VIRTUAL MACHINES

SUMAN, NITIN JAIN

Abstract. Cloud computing is an emerging technique with remarkable features such
as scalability, high flexibility, and reliability. Since this field is growing exponen-
tially, more users are attracted to fast and better service. Virtual Machine (VM) allo-
cation plays a crucial role in cloud computing optimization; hence, resource distribu-
tion is not impacted by machine failure and is migrated with no downtime.
Therefore, effective management of virtual machines is necessary for increasing
profit, energy-saving, etc. However, it could utilize the virtual machine resources
more efficiently because of the increased load, so load balancing is more concen-
trated. The predominant purpose of load balancing is to balance the available load
equally among the nodes to avoid overloading or underloading problems. The pre-
sent study conducted an extensive survey on virtual machine placement to describe
the application of prediction algorithms and to provide more efficient, reliable, high
response, and low overhead VM placement. Furthermore, the survey attempted to
overview the challenges in load balancing in VM placement and various ideas of
state-of-the-art techniques to resolve the issues..

Keywords: virtual machine allocation, load balancing, cloud computing, overload-
ing, physical machine, data center.

INTRODUCTION

Cloud computing is now becoming vital for hosting several IT services that
provide various on-demand VR (Virtual Resources). The cloud service providers
used large-scale DC (data center) with more physical machines. Virtualization is
more beneficial in data centers for providing the VM comprising a software layer
known as a VVM Monitor. This VMM enables the controlling of shared physical
machine resources, thereby increasing VM security but accommodating multiple
VM in a single physical machine remains a challenging problem. Due to this
problem, there is a chance of overutilizing PM, degrading it, or wasting high-cost
resources.

Further, the power consumption of cloud DC mainly occurs by physical ma-
chines, so proper VM placement associated with dynamic management greatly
mitigates DC power consumption, improving the profit and throughput and pre-
venting SLA violations. However, VM placement employs a widespread and ex-
pensive VM migration process. If improper placement occurs, it will lead to the
destruction of data centre performance. Furthermore, balancing the request’s
workload and allocating appropriate tasks to the appropriate VM is also consid-
ered challenging. Hence load balancing is a crucial factor to be considered with
the increasing requests and impulsive arrival patterns. Load balancing is the even
classification of the task processed in-between more CPUs, storage devices, and
network links which deliver fast service with more efficiency. This is obtained
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using hardware/software devices and multiple servers that appear as a computer
clustering. In addition, load balancing improves the efficiency of distributed or
parallel systems through load redistribution. Load balancing algorithms are classi-
fied into static and dynamic algorithms. The static algorithm is simple and needs
minimized runtime overhead, whereas a dynamic system is utilized in most of the
modern load-balancing approaches due to its flexibility and robustness. Likewise,
there exist four kinds of load-balancing policies, which are location policies,
transfer policies, selection policies, and information policies. Other such objectives
of load balancing include reducing carbon emission and energy consumption,
resource provisioning, avoiding bottlenecks, and achieving QoS requirements.

To overcome the prevailing limitations and obtain end-user satisfaction,
high-quality and effective methodologies must be adopted to support the optimi-
zation of VM load balancing. Therefore, the study’s main contribution is to pro-
vide a comprehensive survey of the existing methods dealing with virtual machine
load balancing by the factors affecting the cloud computing process.

Objective:

e To analyze several virtual machine placement and load balancing
techniques in the existing literature.

e To overview the prevailing challenges in load balancing in virtual
machine processing and to provide a comprehensive outlook to rectify the issues.

e To outlook the recent trends for the optimization of load balancing in
virtual machine allocation.

The paper is organized as follows: Section 2 deals with the predictive virtual
machine placement methods with various algorithms, and Section 3 reviews pre-
vailing load balancing techniques such as static and dynamic methods. Section 4
summarizes the advantages of load balancing in virtual machine allocation, and
Section 5 overviews the performance metrics for evaluating load balancing in vir-
tual machines. Section 6 provides the recent trends in this concept, and Section 7
deliberates on the challenges and research gaps of load balancing for virtual
machines. Followed by Section 8 concludes the work.

PREDICTIVE VIRTUAL MACHINE PLACEMENT METHODS

Various predictive virtual machine placement methods are designed and sug-
gested for the CC environment. Besides, implementing all these methods for en-
hancing the placement process of virtual machines by utilizing historical data.
The predictive methods for the VM placement are classified as the following [1].

e Ensemble-based scheme.

Hybrid scheme.

Exponential smoothing predictor-based scheme.
Dynamic programming-based scheme.
Grey model-based scheme.

Fractal based schemes.
Bayesian-based scheme.

Neural network-based scheme.

SVM based scheme.

Queuing based scheme.

Markov based scheme.
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e Hidden Markov Model based scheme.

e ARIMA model-based scheme.

e Regression-based scheme.

The following are a few existing virtual placement schemes that utilize the
above-said algorithms. This study [2] attempted to predict resource requirements
for virtual machines to improve the process of virtual machine placement. Be-
sides, the study indicated that the time-reliable hidden Markov model replicated
the properties of CPU utilization data and determined the CPU’s future usage.
Nevertheless, the study applied only univariate normal distribution to determine
resources, whereas the multivariate normal distribution to determine multiple re-
sources could be useful. Likewise, [3] provided a Markov predicting framework
for forecasting the future under-utilized/over-utilized physical machines and pre-
venting unnecessary and immediate migration of virtual machines. Besides, this
study utilized the cloud sim toolkit evaluated using random forest and Planet Lab
datasets. Finally, the current usage of the CPU of every physical machine has
been compared with upper and lower thresholds for recognizing the status.

Moreover, determine the future state of physical machines by implementing
the Markov model. This study [4] introduced a framework for identifying the rela-
tionship of resources amid virtual machines by utilizing ARIMA-based determi-
nations. Further, the study analyzed resource utilization after the placements of
two virtual machines on the same physical machine, and also the study named this
system an affinity model. Similarly, this study [5] implemented automata for en-
hancing the usage of resources as well as mitigating the usage of power. Further-
more, this study considered the variations in user demands for estimating over-
loaded physical machines. Due to the prevention of physical machine overload,
this system improves the utilization of resources, mitigates the amount of migra-
tion, and shuts the idle physical machines to mitigate the utilization of power. Fi-
nally, the study stated that this method was executed in the cloudsim toolkit by
utilizing Planet Lab dataset. Nevertheless, this cannot detect underutilized physi-
cal machines.

REVIEW OF PREVAILING LOAD BALANCING METHODS

This study surveyed the literature on prevailing load-balancing methods and com-
prehensively reviewed certain studies. Besides, the load balancing methods are
segregated into dynamic and static, based on the system’s state. Load balancing is
needed to improve resource utilization, reducing the completion and response
time for the tasks on the cloud. This study [6] suggested a method in which it con-
sidered QoS, number of migrations as well as response time as the parameters of
load balancing. Further, tasks with less priority have been transferred from one
virtual machine to another when overloaded with virtual machines. This method
can be improvised with other algorithms like ACO and PSO.

Static load balancing methods. The static load balancing method doesn’t
require knowledge of a system’s current state; it requires knowledge of the system
resources like processing power, storage capacity, memory, and execution time in
advance. Besides, the static load balancing methods don’t allow resource alloca-
tion at execution time. Also, these methods are easy to execute and implement,
but they are beneficial to small networks or systems with a minimum amount of
resources. On the other hand, as they don’t consider the present state of the sys-
tem, these methods aren’t beneficial for computing systems that perform distrib-
uted computing. Moreover, they need to permit the detection of connected server
machines at the execution time, thereby leading to uneven resource distribution.
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Dynamic load balancing methods. Since the static load balancing tech-
niques are not suitable for the distributed computing system, the dynamic load
balancing methods are suitable in a cloud computing environment. The following
are different load balancing methods, which rely on the criteria of the load balancer:

e Cluster-based load balancing.

e Task-based load balancing.

e Agent-based load balancing.

e Hybrid load balancing.

e Natural phenomena based on load balancing.

o General load balancing.

e Cluster-based load balancing.

This study [7] addressed a heuristic method for load balancing based on
(LB-BC) Bayes and Clustering for overcoming the difficulties of prevailing load
balancing techniques. This technique is based on Bayes’ theory and has accom-
plished long-term load balancing. This computes the posterior probability of the
physical hosts and integrates with clustering for picking an optimal host. Further,
this considered the parameters like load balancing effect, standard deviation, and
the number of requested tasks. Then, it was compared with the dynamic load bal-
ancing, leading to increased time and minimal standard deviation. This method
only works in localized areas, but further enhancement can be made for working
in a real-time environment and a wide area network. This study [8] presented a
cluster-based method for improvising intercloud communication in real-time and
dynamic multi-media for load balancing. This method has a two-step process. The
first step is to develop the cluster to monitor the activities, handle platform diffi-
culties, and meet the satisfactory quality of service and demands for hosts based
on a hello-packet broadcast for all the servers. In the second step, it decides on
transfer job requests. When this method was compared with HFA, WCAP, and
ant colonies, the suggested method produced an improved response time. In addi-
tion, this method could be improvised for a real-time environment, in which the
intermediate nodes are congested, and owing to reduce the data loss because of
congestion by utilizing communication jobs instead of computation jobs.

This study [9] presented a cluster-based load-balancing method for overcom-
ing load distribution issues. Besides, this integrated the concept of KUHN and
genetic algorithm and created a task allocation strategy by grouping the tasks into
clusters and distributing them in a cooperating node. As a result, this method pro-
vided improvised task distribution and response time among data center nodes.
Similarly, this study [10] created a hierarchical model to self-schedule the
schemes for improving the scalability and load balancing of the cloud system.
Besides, this method can extract in a heterogeneous and homogeneous environ-
ment. In addition, this study has implemented the schemes on a large scale by
utilizing various computation applications. Finally, the outcomes of the study de-
picted improvised scalability and overall performance, as well as decreased com-
munication overhead. The further analysis deals with a testing algorithm for
large-scale loops and clusters with dependencies.

Task-based load balancing. This study [11] presented a network-aware task
placement method for reducing task completion time, data cost, and transmission
time. The study stated that the three challenges faced by tasks are the availability
of resources dynamically changes resulting in access over time; data fetching time
relies on the task’s location and size; the load on the path significantly impacts the
data access latency. Therefore, the study must consider loading over the path dur-
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ing scheduling to minimize this latency. The study’s outcomes depicted that the
suggested method has significantly reduced the task’s completion time and in-
creased resource utilization.

This study [12] suggested a scheduling technique for reducing the resource
competition between high device load and tasks based on the weighted random
scheduling method. The tasks are assigned by considering parameters such as
communication delay, time, and cost. Besides, the study was analyzed with
MATLAB software by utilizing workflow for generating the dataset. Also, the
study analyzed the dataset, which included a large set of tasks with transmission
delay, cost, and time. Moreover, the study considered device dependency, task
arrival time, and task structure. The study’s outcomes depicted that multiple
schedules have seen improvement in parameters like execution cost and task
completion for the devices. Nevertheless, it still needs to calculate the optimal
value for parameters that could be improvised in further analysis.

Agent-based load balancing. The multi-agent-based load-balancing frame-
work helps increase resource utilization [13]. This executed both the receiver
originate method, as well as the sender, originated method for reducing the wait-
ing time of tasks and also for assuring SLA. This method incorporated the agents
like NA (Negotiator Ant) agent, DCM (Datacenter Monitor) Agent, as well as
VMM (Virtual Machine Monitor) Agent. Among these, the virtual machine moni-
tor agent supports every virtual machine in the system and retains the information
on bandwidth, CPU, and memory by utilizing virtual machines for monitoring the
load. Besides, the datacentre monitor agent executes information policy by utiliz-
ing the available information from the virtual machine monitoring agent and cate-
gorizing the virtual machines relying upon various characteristics. Also, this initi-
ates the negotiator and agent that moves to various other data centers for
identifying the available virtual machines’ status. From the experimental analysis,
the study stated that the suggested method was more effective, improving the re-
sponse time and reducing the makespan time.

The (SVLL) selection of virtual machines with the least load balancing tech-
nique for the distribution of tasks increased the cloud computing performance
[14]. This model computes a load of every virtual machine and assigns tasks to
evaluate based on the virtual machine’s load rather than the number of tasks as-
signed to virtual machines. Besides, the study implemented the SVLL method
with various task scheduling methods like shortest job first and first came first
serve methods, in which the outcomes of the study denoted that the suggested
method has improvised in total finishing time and total waiting time. In addition,
this method was employed with basic task scheduling methods for better results.

This study [15] developed a load-balancing method by integrating round-
robin features and shortest-job-first scheduling algorithms. This method stores
long and short tasks in separate queues and utilizes dynamic task scheduling
quantum to balance waiting time among the tasks. Besides, this study has taken
into account the issues of starvation as well as throughput. Also, they executed the
experiment on the cloud tool. As a result, the experimental analysis showed that
response time, waiting time, and the turnaround time was reduced. In addition to
that, long-task starvation was also minimized. Nevertheless, the task quantum was
not efficient in balancing the tasks, but it could be improvised in further analysis.

The hybrid load-balancing method. This study [16] employed a hybrid al-
gorithm for optimizing the system’s performance by integrating throttled and
round-robin load balancing methods with a service-proximity broker and per-
formance-optimized service broker algorithm. Besides, the study suggested one
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load balancing and three service broker methods. The study denoted them as CA
(Cost Aware) and LA (Load Aware) algorithms for high utilization of resources.
However, although the LA algorithm offers low processing time, it can generate
high costs, whereas CA reduces cost. Moreover, the service broker algorithm decides
on the server to users’ requirements, which might increase cost or processing time.

In contrast, the service proximity algorithm decides on the data center near
to client’s region. Finally, the study integrated all the algorithms, and the out-
comes of the study denoted that response time and processing time have signifi-
cantly reduced. Nevertheless, further analysis deals with the improvisation of sys-
tem performance. The development of an efficient CLB (Cloud Load Balancing)
framework is needed to overcome the server failure response in the event of sev-
eral user requests. Several studies have developed a framework that considers the
loading and server processing for minimizing the server problems for handling
various computation requests. Also, they presented a load-balancing method for
virtual and physical web servers to preserve the information regarding computing
power, priority, and server loading. Even though this framework provides high
scalable performance, it can increase response time.

COMPARATIVE ANALYSIS OF STATIC AND DYNAMIC LOAD BALANCING
TECHNIQUES

Table provides a comprehensive comparative analysis of the existing load-
balancing algorithms.

Comparative Analysis between The Existing Load Balancing Algorithms

Type of
Load .
I\SI' Balancing LOZ(} B?;ﬁﬁf‘mg Pa::: nrllete;s Merits Demerits
0| algorithm g0 enhance
in VM
Weichted-round Utilize all resources in| Execution time
1 grobin Waiting and | a balanced manner. | Prediction is not
algorithm [17] response time | Ensuring fairness in | possible. High
& every allocation Migration time
Opportunistic load- User The end-user achieves S;?;ﬁoﬁlflﬁ?;gz
2 Static  |balancing algorithm| discomfort cost | better accuracy and : &
. . 7 “. " |to raised costs and
[18] and reduction | comfort maximization
energy
Software-Defined
N . Cost, response . Increased
3 etworking based time. and Effective user ener
load-balancing al- 1 i)'l' request processing &Y.
gorithm [19] scalability consumption
Good scalability, Fault
Ant colon Makespan, | tolerance, and obtain- High power
4 aloorithm [2310] response time, ing load consumption. Less
& scalability balancing for throughput
Complex networks.
Deadline-
Dynamic | constrained based Task I Increased
. o . ncreases the .
5 dynamic rejection ratio, lizati . consumption
load-balanci - k utilization ratio £ cost
oad-balancing a makespan of cos
gorithm [21]
Honey-bee Response time Less waiting time High
6 foraging thrr)ou hout ’ and Increased response time
algorithm [22] ghp system diversity Less throughput
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BENEFITS OF LOAD BALANCING IN VIRTUAL MACHINES

Ideally, these solutions can be implemented when performing the placement of
virtual machines. Decreasing the number of physical machines as well as consoli-
dating virtual machines could be utilized for solving cloud-spot issues. Reducing
the migrations of virtual machines by predicting future workloads will prevent
unnecessary migrations of virtual machines. Future pages could be identified by
mitigating transmitted pages by properly predicting the workload of applications.
Consequently, the number of transmitted pages could be diminished in the pre-
copy approach.

The load balancer offers flexibility for balancing the server’s workload by
traffic distribution across multiple servers. Further, load-balancing targets mimic
a software infrastructure via Virtualization. This runs physical load-balancing
software on VM. In addition, availability, performance, scalability, and reliability
are the major metrics of load balancing.

Availability. The mechanism of load balancing assures an efficient offer of
service. Moreover, the loads will be effectively distributed in terms of server un-
availability.

Performance. An effective load balancing provides cloud applications as
well as cloud services for responding faster when compared to the average com-
pletion time. In addition, execution time is also decreased via effective compres-
sion methods and catching mechanisms.

Scalability. The major benefit of the load-balancing technique is that some
servers can be easily included without any disturbance, and the applications can
be smoothly performed via the load-balancing servers.

Reliability. The reliability of cloud services was secured by the redundancy
of servers in which the applications could be hosted. Even in failure cases, the
cloud-serving resources will function, and its services will be redirected to other
locations in the cloud.

PERFORMANCE METRICS IN THE EVALUATION OF LOAD BALANCING
FOR VIRTUAL MACHINES
Various virtual machine load balancing metrics are present for assessing load
balance performance. These metrics were reflected in diverse task scheduling be-
havior. The following are the load balancing metrics.

Load variance. Consider that there exists #» number of hosts in the data cen-
ter. The usage of host i can be expressed as U (host,) , whereas the average usage

of every host can be calculated as

1 n
avg (U,) = EZhosti.
i=1

Makespan time. Makespan time is known as the longest-processing time on
every host. Also, it is a normal criterion for accessing scheduling algorithms. Re-
taining load balance is for shortening the makespan time.

Overloaded hosts. The overload threshold can be denoted as T'(U,), for n
number of hosts, the host utilization can be expressed as U(host;) , and the over-

load hosts is expressed as the following, Num(T'(U,)) <U (host;) .

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2023, Ne 4 141



Suman, Nitin Jain

Throughput. Throughput deals with system performance. A maximum
number of tasks are executed to accomplish high performance within the minimal
completion time.

SLA violations. Similarly, this also deals with the performance of the sys-
tem. The virtual machines can’t fetch adequate resources from the host, so the
host isn’t well-balanced. Thus, SLA violations must be reduced.

Turnaround time. Turnaround time is defined as the time systems take
from the request submission to a response from the server. And turnaround time
can be calculated as

Turnaround time = C, —C;.

From the above equation C, refers to completion time, and GT refers to gen-
eration time.

Overhead. Generally, overhead occurs because it increases the communica-
tion cost or takes more time to migrate from one virtual machine to another. Good
load-balancing algorithms will decrease the overhead.

Resource usage. Good performance usually deals with the proper resource
usage among nodes. This will be beneficial for measuring if the nodes are under-
loaded or overloaded.

Fault tolerance. This enhances the systems such that the single failure point
doesn’t impact the entire system. Besides, the load balancing algorithm must be
designed in a way where the failure of one node must not affect the system.

Response time. Generally, response time is the time taken by load balancing
techniques to users. Lesser response time indicates better system performance.
Therefore, load balancing will be more beneficial for the entire cloud by decreas-
ing the response time of cloud servers and task scheduling issues; the following
articles discuss the response time in virtual machines.

This study [23] suggested TMA (Throttled Modified Algorithm) improves
the response time of virtual machines on CC (Cloud Computing) to improvise a
performance. Besides, this study simulated the suggested method with the clouds
tool; the evaluated outcomes showed improved processing time and response
time.

In this study [24], a firefly load balancing technique was utilized to solve the
load imbalance problems in a cloud server to enhance the learners’ user experi-
ence. The suggested method needs a cloud-server mapping method for various
virtual machine methods, ensuring the users receive the content without delay.
From the experimental analysis, the study stated that, compared to the existing
method, the suggested method showed less response time.

RECENT TRENDS OF LOAD BALANCING IN VIRTUAL MACHINE
ALLOCATION

This study [25] suggested that response time was similar to execution time in eve-
ry task, and this parameter should be minimized. This determines the virtual ma-
chine status based on the current load. Later, the tasks are eliminated from the
machine with additive load, which depends on the virtual machine’s condition.
Finally, it will be transferred to the appropriate VM, which is the criteria to assign
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tasks to virtual machines based on the least distance. The outcomes of the cloud-
sim tool evaluation showed that response time was improved compared to exist-
ing algorithms. Additionally, the degree of load imbalance has also seen some
improvements.

The main aim of task scheduling incorporates scheduling resources and re-
ducing the schedule’s objective. This study [26] suggested a mean grey-wolf op-
timization technique to enhance the system’s performance and reduce scheduling
problems. The primary objective of this study is to reduce energy consumption
and makespan time. This was evaluated by utilizing the cloudsim tool. The study
showed that the suggested algorithm had better results than the prevailing
methods.

This suggested method in this study [27] attempted to avoid SLA violations
via power optimization and optimal cloudlet by reducing the migrations of virtual
machines. Besides, the SLA reduction system incorporated three parts a schedul-
ing algorithm, a MinVM scheduling algorithm, and a credit-based virtual machine
migration algorithm. When considering the scheduling algorithm, it efficiently
schedules the cloudlets to VMs based on the host’s processing time. Likewise, the
MinVM scheduling algorithm schedules the cloudlets to VMs based on counts of
cloudlet allocation to every virtual machine. And the credit-based algorithm util-
izes the virtual machine’s credit to take virtual machine migration.

CHALLENGES AND RESEARCH GAP

The most challenging task in virtual technology is virtual machine placement on
the physical machine under optimal conditions in cloud-data centers. Further, the
virtual machine placement can result in managing resources and preventing the
wastage of resources. Minimizing energy consumption, cost reduction, utilization
of resources, and presentation of best QoS are significant challenges in the cloud
computing environment. Since only a few studies focus on privacy and security
issues, in further analysis, security is a crucial factor that must be focussed on.
Besides, attackers can steal the secrets from other tenants by utilizing side-
channel attacks based on shared resources since the virtual machines from various
tenants might be located at one physical machine, thereby threatening data secu-
rity in a cloud computing environment. The following are certain limitations that
should be considered,

o The forecasting approaches employed in predictive virtual machine place-
ment schemes could be enhanced to better deal with non-linear and linear loads.

e Moreover, the predictive virtual machine placements in the multi-cloud
and multi-site cloud environments must be studied for further analysis.

e Even though dynamic power management can be implemented to
improvising DCs energy efficiency, only a few studies have suggested this
approach in their literature.

e One of the significant problems avoided by various studies is DDoS
attacks that could be originated from malicious virtual machines by uplifting the
resource demands and introducing several unnecessary virtual machine migrations.

e The integration of predictive virtual machine placement methods with
prevention and intrusion detection systems must be investigated to recognize the
true demands and increase the DC’s security.
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e Studies must design and apply low-overhead placement methods in
developing technologies like mobile and cloudlets in the future.

e In future studies, context-aware virtual machine placement must be
designed for the environment, like predicting mobile patterns, vehicular CC, and
connectivity problems.

In recent years, cloud computing has seen rapid growth and advanced re-
search in computation and data based on practical and theoretical aspects. Never-
theless, cloud computing researchers face several problems in which load balanc-
ing is more challenging and needs special attention. Besides, issues like user QoS
(Quality of Service) satisfaction, virtual machine security, resource usage, and
virtual machine migration must be considered to find a feasible solution to im-
prove resource utilization. Additionally, various problems like the migration of
virtual machines, resource utilization, QoS satisfaction, and migration of virtual
machines need equal attention for finding the optimal solution to enhance the op-
timal solution to improve the utilization of resources.

The following are certain load-balancing problems.

Geographically distributed nodes. Generally, the data centers in the cloud
are geographically-distributed. In these data centers, for effective system execu-
tion according to the request of users, the spatially distributed nodes were treated
as a single location system. Besides, certain load balancing methods were de-
signed for a small area. For example, they don’t consider communication delay,
network delay, and the distance between distributed resources, users, and comput-
ing nodes. Nevertheless, the nodes situated at various locations are challenging
since these algorithms are unsuitable for these environments. Therefore, load-
balancing techniques for distantly located nodes must be considered [28].

Migration of Virtual Machines. Virtualization allows for the creation of
numerous virtual machines on one physical machine. As a result, virtual machines
are generally independent and possess various configurations. Besides, if the
physical machine is overloaded, certain virtual machines must migrate to a distant
location using the virtual machine migration load balancing method [29].

Heterogeneous Nodes. During earlier research in load balancing, several
studies have theorized about homogeneous nodes. But, usually, in cloud comput-
ing, users’ requirements dynamically change, which needs executing time for ef-
ficient resource utilization and decreasing response time. Thus, introducing an
effective load-balancing method for the heterogeneous environment is more chal-
lenging [30].

Storage management. Cloud storage solved the issues of the conventional
storage system, which required higher hardware costs and personnel management.
Further, the cloud allows users to store data heterogeneously without access is-
sues as there is a rapid increase in cloud storage, data replication for data consis-
tency, and effective access. However, because of duplicate storage policies, full
data replication is ineffective. The partial replication could be adequate. However,
there are certain issues in the dataset’s availability, and there might be increased
complexities in load balancing methods [31].

Scalability of the load balancer. The scalability and on-demand availability
of cloud services allow users to access the services for rapidly scaling up or scaling
down. Therefore, a load balancer must consider rapid variations by system topol-
ogy, storage, and computing power to efficiently facilitate these variations [32].

Complexity of algorithms. In a cloud computing environment, usually, the
algorithms must be easier and simple to implement. Besides, complex algorithms
may diminish the efficiency and performance of cloud systems [33].
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CONCLUSION

In general, a cloud indicates a distinct IT environment designed for the proper
functioning of remotely providing scalable and measurable IT resources. The paper’s
main objective is to consolidate the prevailing VM placement and load-balancing
methodologies. Further various challenges to the enhancement of effective VM
and load-balancing algorithms are also discussed. This survey lets the users look
at recent trends in VM placement and load balancing, enabling them to frame an
effective research methodology with maximum profit and minimum cost.
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KOMILIEKCHHUIM OIJISIJI TEXHIK BAJTJAHCYBAHHSI HABAHTAKEHHS
JJIAA BIPTYAJIBHUX MAIIUWH / Cyman CancanBan, Hitin [xaitn

AHoTauisi. XMapHi 00YHCICHHS — 1I¢ HOBA TEXHiKa 3 4yJOBUMH XapaKTePUCTHKa-
MH, TaKUMH SIK MacIITaOOBaHICTh, BUCOKa THYYKICTh 1 HaJiiHICTh. OCKUIBKH ISt
chepa eKCIOHCHIIIAIBHO 3pOCTAE, IIBUAKE Ta SKiCHE OOCIYrOBYBaHHS MPHBAOIIIOE
Oinbure KopucTyBadiB. Po3monin BipryansHoi Mammuu (VM) Bigirpae BupimaibHy
posb B onTHMi3auii XMapHUX OOYMCIICHB; Ha PO3MOALT PECypciB He BIUIMBAE 30ii
MAIIMHH Ta MIepeHeCceHHs BiNOyBa€eThes 0e3 mpocToiB. EdexTrBHE KepyBaHHS BipTY-
QTbHUMH MallMHAMH HEeoOXimHe i 30UIbIIeHHs NpHOYTKY, eHepro3bepekeHHs
too. OHaK BOHO MOXe OiJIbII e(h)eKTHBHO BUKOPHCTOBYBATH PECYPCH BIpTyalbHOL
MaIllMHU Yepe3 301IbIICHHS HABAaHTAXXCHHS, TOMY OajlaHCYBaHHS HABAaHTAXXCHHS €
OinbIn KOHUIEHTpOoBaHUM. [lepeBaxkHa MeTa OanaHCyBaHHS HaBaHTAXCHHS — PiBHO-
MipHO 30aJlaHCyBaTH JOCTYIHE HABAHTAXCHHS MK BY3JaMH, 1100 YHHUKHYTH IIpO-
6seM i3 mepeBaHTaXKeHHSIM 200 HEOBaHTAXKCHHSIM. Y NOCIIHKEHHI BUKOHAHO PO3-
IIUPEHUH OINIAA IMOAO PO3MIIIEHHS BIPTYalbHMX MAallMH, OO0 omnMcaTH
3aCTOCYBaHHS aJTOPUTMIB MPOTHO3YBAHHS Ta 3a0€3MEUUTH OLIbII eEeKTHBHE, Ha-
IifiHe PO3MIIEHHS BipTyaJbHOI MAIIMHU 3 BHCOKOIO BiAIMOBIJIIO Ta HU3BKUMH Ha-
KiIagHuMu BUuTpatamu. KpiM Toro, y xomi podoTr 3po0iieHO cripoly OrJIsTHYTH Hpodite-
MH OalaHCYBaHHS HaBaHT@XCHHS Yy PO3MILICHHS BipTyaJbHOI MAalIMHH, a TaKOX
pi3Hi i71e1 00 CyYaCHUX METOJIIB BUPIIICHHS IIUX MTPOOIICM.

KiouoBi cjoBa: posmofin BipTyalnbHOI MalmIWHH, OalaHCYBaHHS HaBaHTa)KCHHS,
XMapHi 00YHCIICHH ], IepeBaHTaKEHHs, (hi3UYHA MaIIMHA, HEHTP 00POOICHHS JaHUX.
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BIJOMOCTI ITPO ABTOPIB

Ba3zaupeB AHTOH AHIpilioBHY,
acmipant ITICA KI1I im. Iropst Cikopcbkoro, Ykpaina, Kuis

Bazinesuu Kcenist OsiekciiBHa
JIOLICHT, KaHAUJAT TEXHIYHWUX HayK, JOLEHT Kaeapd MaTeMaTUYHOrO MOJEIFOBaHHS Ta
HITYYHOTO iHTeNeKTy HartioHambHOro aepokocMidHOro yHiBepeuteTy imeHi M.€. JKykoBchb-
KOro «XapKiBChKUI aBialliiHMiA IHCTUTYT», YKpaiHa, XapKiB

Buxmok fAApocaas IropoBuy,

npodecop, JOKTOpP TEXHIYHMX HayK, npodecop Kadeapud CHCTEM IITYYHOTO IHTENEKTY
HartionansHoro yHiBepcuTeTy «JIbBIBChKa MOITITEXHIKa», YKpaiHa, JIbBIB

Joneun Bosogumup BiraniiioBuy,
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