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STRATEGY OF THE CYBER-PHYSICAL SYSTEM
FOR THE SMALL BUSINESS ENTERPRISE GUARANTEED
FUNCTIONING WITH THE DIGITAL TWIN SUPPORT

N.D. PANKRATOVA, G.S. TYMCHIK, Ye.V. PANKRATOV

Abstract. The article presents a strategy of the cyber-physical system guaranteed
functioning for a small business enterprise (SBE), which is ensured by maintaining
the digital twin and is due to its extremely high relevance in modern conditions.
Business processes are linked to Industry 4.0 competencies. One of the innovations
it implements is Digital Twin, a comprehensive facility support tool. Digital
twin allows for tracking and effectively managing the entire cycle of an infrastruc-
ture project, from planning, procurement, and production to commissioning and
maintenance of the facility. PEST, SWOT, SAW, TOPSIS, and VIKOR methods are
used to build a strategy.

Keywords: Industry 4.0, digital twin, cyber-physical systems, strategy, internet of
things, computer, physical and mathematical models.

INTRODUCTION

The development and changes in industry that ensure the automation of produc-
tion and business processes in parallel with the development of computer technol-
ogy are associated with the competencies of the Fourth Industrial Revolution,
which has become a logical stage caused by the technological progress of the
modern world [1]. Industry 4.0, characterised by sustainability, connectivity and
real-time data processing, is the main driver of modern digital transformation. For
manufacturing companies, it is crucial to correctly identify the most appropriate
Industry 4.0 technologies that meet their operational schemes and production
goals. To address this issue, various technology selection systems have been pro-
posed, some of which are complex or require historical data from manufacturing
enterprises that may not always be available. Paper [2] proposes an Industry 4.0
technology selection system that uses a fuzzy analytical hierarchy process and a
fuzzy technique for ordering preferences by similarity to the ideal solution to rank
different Industry 4.0 technologies based on their economic, social, and environ-
mental impacts. The system is used to select the top three Industry 4.0 technolo-
gies out of eight technologies considered important for a manufacturing company.
The results of the case study showed that cyber-physical systems, big data ana-
lytics, and autonomous/industrial robots occupy the top three places in the tech-

© N.D. Pankratova, G.S. Tymchik, Ye.V. Pankratov, 2024
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nology ranking with a proximity coefficient of 0.964, 0.928, and 0.601, respec-
tively. digital twins (DTs) are used to support the guaranteed functioning of cy-
ber-physical systems, which are used both to design new and maintain existing
technical systems. The basic concept of a DT is the presence of a physical object,
a virtual object and the exchange of information between them [3]. A DT can be
created as a computer model of a physical object, using a set of forecasting proce-
dures and a powerful hardware and software system. The mathematical descrip-
tion of DTs can be obtained by statistical and analytical modelling, machine
learning [4; 5]. The development of a DTs can be based on the use of simulation
modelling methods that provide the most realistic representation of a physical en-
vironment or object in the virtual world. The virtual nature of the object allows
you to experiment with the model, build scenarios instead of real experiments
without losing resources and risks.

The areas of application of DTs in small business include, in particular, the
manufacturing sector: repair and production of bicycles, mopeds, household ap-
pliances, etc. The versatility of the technology allows it to be used at almost any
enterprise. A small business enterprise’s CPS is a comprehensive integration be-
tween physical production processes and their virtual representations, which al-
lows for detailed modelling, monitoring, analysis and optimisation of SBE pro-
duction. In this context, the DTs acts as a dynamic virtual representation of the
physical system, which is constantly updated using data from sensors and data
collection mechanisms in production. The real-time monitoring of the physical
system by the DTs allows for detailed process analysis, forecasting of critical
characteristics, which makes it possible to detect deviations from the normal
situation in a timely manner, optimise production flows and improve overall pro-
duction efficiency.

This SBE CPS includes not only automated assembly lines, but also quality
management systems, logistics modules, production planning modules, and secu-
rity systems. The use of DTs allows for real-time visualisation of the production
process, analysis of various production scenarios, forecasting, and rapid response
to changes in production conditions or orders. Such a cyber-physical system plays
a key role in ensuring flexibility, efficiency and innovation at an SBE manufactur-
ing facility, allowing not only to improve existing processes but also to implement
the latest technological solutions to increase competitiveness and meet current
market trends.

Gartner estimates that by 2027, more than 40% per cent of large companies
worldwide will use DTs in their projects to increase revenue [6; 7]. Furthermore,
Global Market Insight estimates that the DTs market size, which was worth $8
billion in 2022, will grow at an estimated 25% per cent CAGR between 2023 and
2032 [9]. According to another recent global technology research report, by 2028,
the volume of solutions supporting diabetes in smart cities will reach $5.2 billion;
more than 94% of all IoT platforms will contain some form of digital twinning;
DTs will become a standard feature/functionality for implementing IoT applica-
tions; leading solutions for DTs include asset twinning, component twinning, sys-
tem twinning, process twinning, and workflow twinning; more than 96% of sup-
pliers recognise the need for IIoT APIs and platform integration with digital
twinning functionality for industrial verticals; more than 42% of executives across
a wide range of industry verticals understand the benefits of digital twinning, and
59% of them plan to implement it in their operations by 2028 [10].
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Strategy of the cyber-physical system for the small business enterprise guaranteed ...

The purpose of this paper is to develop a DTs strategy to support the guaran-
teed functioning of the cyber-physical system in the form of a small business en-
terprise.

RELATED PAPERS

The use of DTs technology is growing exponentially, and it is transforming the
way we do business. For a detailed history of development, classification, appli-
cations, and prospects of this technology, see [11]. Over the past few years, vital
business applications have been using DTs, and it is predicted that this technology
will expand to more applications, use cases, and industries in the form of CFS.
Among other things, organisations are implementing DTs, the main purpose of
which is scenario analysis and support of business strategies [12]. The paper [12]
also describes how DTs simplify intelligent automation in various industries, de-
fines the concept, highlights the evolution and development of, examines its key
technologies, explores trends and challenges, and explores its application in vari-
ous industries. Today, this technology is used in many industries to provide an
accurate virtual representation of objects and simulate operational processes. The
growing scale and complexity of projects, the increasing number of stakeholders,
globalisation, technological advancements, changing business models and declin-
ing profitability are forcing the construction industry to undergo a digital trans-
formation. The DTs and the Internet of Things (IoT) are among the most signifi-
cant digital developments of recent years. The purpose of the article [13] is to
analyse the challenges of using the technologies of digitalisation and IoT in the
construction sector, which offers significant benefits, such as improved project
management, reduced errors and rework, and increased productivity and effi-
ciency. On the other hand, implementation challenges include upfront costs, inte-
grating the DTs with existing systems, managing loT data, and a lack of stan-
dardisation and security. The growth of Internet of Things (IoT) systems is driven
by their potential to improve efficiency, enhance decision-making, and create new
business opportunities in various fields. The paper [14] identifies the main selec-
tion problems in IoT systems, the criteria used in multicriteria evaluation, and the
multicriteria methods used to solve IoT selection problems. Next, a Hybrid Group
Multicriteria Approach is proposed to solve selection problems in IoT systems.
The approach includes the Best Worst Method (BWM) weighting method, the
multicriteria Simple Additive Weighting (SAW) method, the Top Order Prefer-
ence by Similarity to the Ideal Solution (TOPSIS) method, the All-Criteria Opti-
misation and Compromise Solution (VIKOR) method, the Comprehensive Pro-
portional Assessment (COPRAS) method, and a method that combines the
solutions obtained by the four considered multicriteria methods to obtain a single
solution. The SAW, TOPSIS, VIKOR and COPRAS methods were analysed in
terms of their advantages, disadvantages, inputs, outputs, measurement scale,
normalisation type, aggregation method, parameters, complexity of implementa-
tion and interactivity. Technological advances in cyber-physical systems, digital
manufacturing and Industry 4.0 are presented in [15]. It also presents some chal-
lenges and future research topics in these areas. In [16], it is argued that DCs rely
on two key elements to create business value: digital data streams, a constant flow
of digital images of events generated by sensors both inside and outside the phys-
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ical object, and detailed digital models. The DTs provide many new opportunities
for creating value by transferring software strategies to the physical world. In [17;
18], the possibility of controlling the modes of electrocuting (MCECT) was sub-
stantiated. It is shown that the peculiarities of the multifactorial influence of the
control parameters of the melt treatment process on the structure formation of
castings can only be revealed by numerical experiments using adequate computer
models. The basic principles of constructing an automated MCECT system are
formulated and the structure of an integrated three-component information system
(ITIS) is developed for its implementation using computer models of many physi-
cal processes of EOT. Computer models serve as the system basis of the algo-
rithmic paradigm laid down in the ITIS, which includes the identification of ex-
perimental casting samples with standard prototypes and predictive algorithms for
controlling the modes of electric current melt treatment. Paper [19] presents gen-
eral methods of DT technology and predictive maintenance technology, analyses
the gap between them, and points out the importance of using DT technology to
implement predictive maintenance. The article presents the method of predictive
maintenance based on DTs, provides its characteristics and its differences from
traditional predictive maintenance, and introduces the application of this method
in smart manufacturing and in various industries.

MODELS AND METHODS

In today’s conditions of rapid technological development and competitive busi-
ness environment, the strategic identification of priority areas for the construction
and use of a DT is becoming an integral part of the successful functioning of en-
terprises. The PEST, SWOT, SAW, TOPSIS, and VIKOR methods are used to
build a strategy for the guaranteed functioning of the cyber-physical system of a
small business enterprise with the support of a DT in the form of a computer
model of a physical object. When analysing the subject area, PEST analysis [20]
is used to identify the main factors, which is intended to identify political (P —
political), economic (E — economic), social (S — social) and technological aspects
of the external environment that affect the company’s business. To find the
strengths and weaknesses of this technology, opportunities and risks that accom-
pany them, the SWOT analysis was used with further refinement by the VIKOR,
TOPSIS methods.

A SWOT analysis is a critical part of the strategic management process, used
to assess the strengths, weaknesses, opportunities and threats of an organisation or
any activity. It is a key strategic planning tool that helps analyse internal and ex-
ternal factors. The purpose of a SWOT analysis is to formulate a business strat-
egy, taking into account the existing conditions. The analysis includes four com-
ponents: “Strengths”, “Weaknesses”, “Opportunities”, “Threats”, where strengths
and weaknesses are internal factors of the organisation, and opportunities and
threats are external. SWOT analysis helps to develop strategies that use strengths
and opportunities to achieve the organisation’s goals while minimising the impact
of weaknesses and threats [21; 22].

The obtained results become the basis for strategic planning and implemen-
tation of the DTs, providing the enterprise with competitive advantages and sus-
tainability in accordance with modern market requirements.
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Implementation and results of the SWOT analysis procedure

In order to develop a strategy for the CPS of a small business enterprise with the
support of a DT in the form of a computer model, using the results obtained by
the PEST method, we formulate their characteristic critical strengths and weak-
nesses, opportunities and threats in the form of a SWOT matrix (Table 1).

Table 1.SWOT-matrix for building a DTs’ strategy

Internal controlled factors

Strengths

Weaknesses

S, — increased accuracy and efficiency

of production processes: DTs allows for
detailed modelling and optimisation of all
aspects of the production process, increasing
overall productivity and potentially reducing
equipment and personnel costs.

W, — high cost of development and im-

plementation: the need for significant
investments in the development and
implementation of software and hardware,
as well as support for their correct func-
tioning

S, — ability to predict and prevent failures:

the use of DTs allows you to identify
potential problems in equipment and
processes in advance, reducing the number
of breakdowns, downtime and repair costs.

W, — dependence on data quality and

availability: accurate, up-to-date and structured
data for analysis is required, and a system
for collecting and organising it is needed,
which can be costly and difficult to implement

S, — flexibility and adaptability of production:
DTs allow you to quickly adapt production
lines to rapidly changing market requirements,
including the military situation, production
conditions of small businesses, such as
bicycle shops, household appliances, etc.

W5 — the need for highly skilled profes-

sionals: the need to have a staff with highly
specialised personnel with relevant pro-
gramming experience and an understanding
of the development approaches that will be
used.

S,— reducing the time required to repair
and upgrade products: modifying, scaling
and improving software, testing it quickly
and safely.

W, — the need to integrate with existing

information systems and processes: this can
be a complex and time-consuming process,
due to lack of proper documentation,
inadequate existing systems and insufficient
support.

S5 — improving product quality: The use
of DTs allows for the implementation of
automated quality control systems, which
will reduce the percentage of defects in the
manufacture of spare parts at all stages.

Ws — potential difficulty in managing

change: resistance to change on the part of
staff who may be resistant or not ready to
implement new technologies due to the
need to absorb new information and gain
additional qualifications.

Se¢ — the possibility of increasing effi-
ciency. Automation of calculation and pro-
curement tasks will lead to a significant
increase in accuracy and sreduce the impact
of the human factor, which will reduce the
required resources and make more efficient
use of existing ones.

Wg — dependence on vendors: potential

dependence on foreign suppliers of soft-
ware, hardware and services used in the
development and underlying operation of
the software.
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Continued Table 1

External uncontrollable factors

Opportunities

Threats

O, — the growing popularity of digital
technologies in the CFS sector and consumer
demand for high-quality small business
products.

T, — risks of cyberattacks and the possi-

bility of data loss from servers or disrup-
tion of DTs operations.

O, — use of artificial intelligence and

analytical tools that can improve the
efficiency of the DTs computer model and
its analytical capabilities.

T, — the threat of military attacks: prob-

lems with power supply, enemy air strikes
and sabotage, and the risk of physical de-
struction of the infrastructure that supports
operations.

O; — increasing business resilience: rapid
adaptation of the computer model of the
DTs to changes and challenges of the mar-
ket during the war.

T, — the need to constantly update and
adapt the computer model of the DTs to
changing market conditions during the
war.

O, — the potential to improve the quality

of products and production processes
through continuous improvement and up-
grade of the computer model of the DTs.

T, — the possibility of technical problems

in the software that may cause a DTs fail-
ure and lead to data loss, business interrup-
tion and other losses.

O; — the ability to attract new customers

and markets through the introduction of
advanced technologies and increase the
company’s competitiveness.

Ts — insufficient support from the state
for the introduction and use of DTs.

Og — government support: the opportunity

to receive government grants or support for
project activities in areas that are a priority
for the state, such as the development of
cycling infrastructure.

T, — economic instability: macroeco-

nomic fluctuations can affect investment
and budgets for innovation.

Let’s form a matrix of comparison internal and external components of SWOT
analysis based on estimates of the connection strength in the range [0.1] (Table 2).

Table 2. Matrix for comparing the components of SWOT analysis

components| 1| B B T T T |00 0 0 00
S 0210005102 ,02|03(05),08,07,02]001]03
S, 071030403 ,03|03((06)07,05),03]00]03
S5 03 | 0.0 1 05107102107/ 09 1 0.5 1] 06 | 0.6
Sy 06 | 0009 04 06| 05(0808 0906|0505
Ss 0710006 06 05|06(07),06|05)02)07]04
Se 021000102 ,03|05(02)02,03,03)|001]07
/4 08 107107 ]05,07|09((0309)08 )08 06028
W, 09100 ] 06 |07)]00]051]0.1 1 05107100 02
/8 0510507 ]05]|00]071(00)]08]02 1 0.0 | 0.5
W, 06 | 040307 ,00|06(02)06|04 ) 06| 00]06
Ws 06 | 00|08 06 04|03 ((00)03 |07 ,03]00)05
We 0.7 1 03] 07 ] 06 1 06 (04 0706|071 02706

12
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Let us compare opportunities with strong and weak characteristics, as well as
compare threats with strong and weak characteristics (Table 3).

Table 3. Comparison of opportunities and threats with strong and weak

characteristics

Opportunities Strengths Weaknesses
0, S, 8,.85,8,. S5, S, w.,w,, W,, W
0, S, 8y, 85, 8,, S5, S w.,w, W,w,, W, , W
O, S, S,. 8.8, 8, S w.,w,, W,W,, We W,
O, S, S,.8,.8,.5. S w.,w,, W, W,, Ws W,
O, S, 8, S W, W,
O S.8,..8.8,. 8. S w.,w,, W,,W,, Wy, W,

Threats Strengths Weaknesses

T, S, 8,8, 8,8, S w., w,, W,w,, Wy, W,
T, S, W, Wy W, W,
T, S, 8, 8,8, S8, S w., w,, W,w,, Wy, W,
T Sy Sys Sy Sys S5y Sg | Wy W, Wo Wy, Wi, WP,
T, S, 8, 8,8, 8, 5 W, W, W,
T, S, 8, 8,8, S8, S w., w,, W,w,, Wy, W,

To determine the most important factors, let’s calculate the impact of inter-
nal characteristics on the implementation of threats and opportunities F;., G,,

D., H, using the following formulas:

D; Z[ZKSjTi -2 K1, ] H, Z[ZKSjom _ZKWkOm]» i=18 m=19,
F p 7 p

where K, is the element of the matrix at the intersection of strength S ; and
Jri
1

threat 7 ; K S 0 is the element at the intersection of strength § ; and opportu-

nity O,,; Ky, 7, 1s the the element at the intersection of the weakness W, and
the threat 7;; Ky, ~is the element at the intersection of weakness ¥, and
opportunity O,,.

The calculation results are shown in Table 4.
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Table 4. Calculated critical factors by degree of importance

Strengths
Factors Y S, S3 Ss Ss Se
F 7.1 7.0 6.1 4.7 3.9 3.0
Weaknesses
Factors Wi We Wy W, Wy Ws
G 8.5 7.1 54 5.2 5.0 4.5
Opportunities
Factors 0, Os O3 0, O¢ O,
H 2.5 1.0 0.7 -0.3 -0.4 -2.0
Threats
Factors T T T Ts T Ts
D -1.6 -14 -14 -1.2 -0.3 0.5

Based on the results of the SWOT analysis, it is possible to propose SO,
WO, ST, WT strategies for developing DTs in small business in the form of the
TOWS matrix [23] (Table 5).

Table 5. TOWS matrix

S S, S3

Wi W W,

SO-strategy

WO-strategy

O

Os

0;

In order to build a strategy for small busi-
ness DTs CPS taking into account all as-
pects of production processes, it is neces-
sary to ensure the sustainability of
business operations with rapid adaptation
of the computer model of the DTs to
changes and challenges of the market dur-
ing the war, software modification and
fast and safe testing, availability of a
powerful forecasting unit involving artifi-
cial intelligence and analytical tools, and
government support.

The high financial costs of developing and
implementing, as well as maintaining the
correct functioning of software and
hardware, should be compensated by
attracting highly qualified specialists,
business investment, and assistance from
friendly countries and foundations. Ac-
celerate the creation of unified technical
standards for DTs and legislative regulation
of digitalisation. Determine the organisa-
tional and legal forms of operation of this
technology, as well as quality and cyber-
security standards.

WT-strategy

WT-strategy

T,

T,

T

In the event of the threat of military at-
tacks, cyber-attacks and the possibility of
data loss from servers or disruption of the
computer model of the DTs due to techni-
cal problems in the software, compensate
with the ability to predict and prevent
failures, relocate critical facilities to a pro-
tected area and attract qualified personnel,
which allows the company to quickly
adapt production lines to rapidly changing
market requirements during martial law.
This will ensure fast and high-quality pro-
ject implementation and prevent cyber-
attacks.

To search for available financial resources
and work on standardising DTs technol-
ogy at the legislative level and increase
the transparency of corruption-prone proc-
esses. The state and business should estab-
lish cooperation with HEIs to train quali-
fied IT specialists and ensure comfortable
legal conditions for their work. The prior-
ity is to prevent inappropriate responses
from the education system and corruption,
as well as to ensure a high level of cyber-
security. Ensure communication with in-
ternational partners on possible threats to
production and ways to overcome them.

14
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FINDING THE OPTIMAL STRATEGY FOR DEVELOPING A SMALL
BUSINESS ENTERPRISE’S DTS CPS

TOPSIS method. Results of calculations

The TOPSIS and VIKOR methods have been applied to find the optimal strategy
for developing the DTs CPS of a small business enterprise. The same results ob-
tained by both methods in most cases indicate the sustainability of the decision.

The TOPSIS method is a multi-criteria decision-making tool that can be par-
ticularly useful for small businesses when choosing the best option from various
alternatives. It helps small businesses find the solution that is closest to the ideal
option and at the same time furthest from the undesirable one. The method in-
cludes the steps of data normalisation, weighting of criteria, identification of the
ideal and worst solution options, and analysis of the distances to them for each
proposal [24]. This allows small businesses to choose the most effective solutions,
increase their competitiveness and efficiency.

The TOPSIS method is used to search for compromise strategies. Using the
alternatives for implementing strategies, taking into account the results of the
SWOT analysis and the TOWS matrix, we form a decision matrix i, 1 =14,

J=1,12, where the index i corresponds to the strategy (criterion) SO, WO, ST,

WT, and the index j determines the alternative S, S5, S3,..., I, 1,7, (Table 6).

The SAW method (Simple Additive Weighting Method) is a method of sim-
ple additive weighting that obtains the total score of each alternative by multiply-
ing the value of the attribute for each alternative by the weight assigned to that
attribute. The alternative with the highest score is the answer to the decision task.

The weighting factors w;, j =1,12, which determine the importance of the fac-

tors for the decision maker and should sum to one, are shown in Table 6.

Table 6. Decision matrix and weights of alternatives

Decision matrix
ilj S1 S, Sy | Wy | Ws | Wy | O | Os | O3 | T, T 7,
SO 41 | 43 | 3.1 42| 32 |1.67| 35|09 |39]005] 2.7 | 22
WO 35 136 | 26 |39 3.1 [1.52]015]027 |22 |127| 21 | 1.6
ST 25 1225|125 (43|39 |242|35 |09 |34]001] 24 |22
WT 23 (212 |23 39| 33 21206102128 |1.17| 3.8 | 33
Weights of alternatives
wi | s s s owmow | wlolo o n oL
w 0.1 ‘ 0.09 { 0.09 | 0.1 | 0.09 | 0.09 | 0.07 | 0.08 | 0.08 | 0.09 | 0.07 | 0.05

Next, the decision matrix is normalised and weighted using formulas
(Table 7)

a::
=t =14, j=1,12;

if 4 2 2 . dnind
\/Zi ;i
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12
vy =wry, 2 w;=1.
7

For each alternative S, S5, S3,..., T5, T},T, the ideal solution will be de-

termined by the weighted normalised decision matrix as the maximum vj+- and

minimum v; values of the SO,WO,ST,WT criterion scores using formulas (Table 7)

+ . _' - _ . .__
v, =maxry,j= 25 v —milnrij,]—l,l2,
1

J J

.
Vi

tions for each criterion.

and v;, j=112 can be interpreted as, respectively, the best and worst solu-

Table 7. Weighted normalised decision matrix

+ —

jli SO WO ST WT v v,
S | 006434 [ 0.05492 | 0.03923 | 0.03609 | 0.06434 | 0.03609
S | 006043 | 0.05059 | 0.03162 | 0.02979 | 0.06043 | 0.02979

S5 0.05281 0.04429 0.04258 0.03918 0.05281 0.03918

4 0.05148 0.04780 0.05271 0.04780 0.05271 0.04780

Ws 0.04248 0.04115 0.05178 0.04381 0.05178 0.04115

W 0.03823 0.03480 0.05541 0.04854 0.05541 0.03480

0, 0.04910 0.00210 0.04910 0.00855 0.04910 0.00210

Os 0.05463 0.01638 0.05463 0.01274 0.05463 0.01274

O; 0.04967 0.02802 0.04330 0.03566 0.04967 0.02802

T, 0.00260 0.06616 0.00052 0.06095 0.06616 0.00052

T, 0.03346 0.02602 0.02974 0.04709 0.04709 0.02602

T, 0.02287 0.01663 0.02287 0.03430 0.03430 0.01663

Let us imagine an “ideal solution” that maximises all criteria simultaneously
v" and a “worst case” v, that minimises all criteria

V=), ) =Vis V=V Vs Vp) =Yy

For each realistic alternative, the Euclidean distance to the “ideal solution”

D;" and to the “worst solution” D; is calculated using formulas, respectively:

12
2
i = Z(Vg/_v+) 5
Jj=1
12 5
Jj=1

In the TOPSIS method, a compromise alternative is selected based on the C,

>
"
|

>
Il

indicator using formula. The results of the calculations are shown in Table 8.
Do

Cl = —t .
D" +D;
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Table 8. Finding the best compromise strategy using the TOPSIS method

Strategies in ascending order of performance
SO WO WT ST
D+ 0.06884 0.07560 0.0753c5 0.07966
D 0.08049 0.07166 0.06858 0.06953
C 0.53903 0.48662 0.47648 0.46607

According to the TOPSIS method, the best compromise strategy for the
guaranteed functioning of the cyber-physical system for a small business
enterprise with the support of a DT is the SO strategy. It consists in the need to
ensure business sustainability with the rapid adaptation of the computer model of
the DTs to changes and challenges of wartime, software modification and fast and
safe testing, the availability of a powerful forecasting unit involving artificial
intelligence and analytical tools, possible state suspport.

The VIKOR method. Results of calculations

The use of the VIKOR method for multi-criteria decision-making can be useful
for small business development, helping to select suppliers, assess the quality of
services or define business strategies. VIKOR allows to optimize operations or
strategic directions based on a systematic evaluation of available options against a
set of criteria [25].

Let’s search for compromise strategies using the VICOR method. Let us take

the decision matrix a;, i=14, j=1,12 and the weights w;, j=1,12, which

were taken for the TOPSIS method (Table 6). For all alternatives, the characteris-
tics S;, R;, O; are calculated using formulas, respectively:

w; (a —a; _ .

S, = Z , where a} =maxa;, a; =minay;
j=1 (Cl a ) ! '
wj(aj —ay _ .

R =| ————=|, where al =maxa;, a; =ming;,
(aj-—a;-) ! i

%, if §* =5,
0 - % if R =R, i=14, (1)
% (1) Ri= IZ if St S and R* #R".

In formula (1), v is chosen in the range [0.1]. If there are no other
conditions, v=0.5, is assumed to be 0.5, which was done here. Next, (), are

ordered in ascending order. The strategy with the minimum (), is assumed to be
the best. The results of the calculations are shown in Table 9.

Table 9. Finding the best compromise strategy using the VIKOR method

Strategies in ascending order of performance
SO ST WT WO
S 0.34353 0.44455 0.67679 0.74152
R 0.08714 0.09 0.1 0.1
o 0 0.23801 0.91867 1
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According to these results, the best strategy according to the VIKOR method
is the SO strategy, since its value is minimal. In terms of all characteristics S, R, O
here is the same ordering of strategies SO, ST, WT, WO, with strategy SO being
simultaneously the best in the ranking series by S and R, which emphasises the
stability of the solution. Additionally, for the best alternative, the acceptable dif-

o 1 1 . .
ference from the other alternatives is checked AQ =ﬂ=§, which can be in-

terpreted as a significant advantage of one alternative over the others. For VIKOR,

the difference between the SO strategy and the ST strategy is 0.23801 <§. For

. . L 1
the other alternatives, the difference is significantly greater than 3

CONCLUSIONS

The carried out research allows to draw a conclusion about building a strategy for
guaranteed functioning of the cyber-physical system for a small business enter-
prise with the support of a DT. Using PEST-analysis, the main factors in the sub-
ject area under consideration were identified, and with the help of SWOT analy-
sis, the most significant strengths and weaknesses of the DTs technology,
opportunities and threats associated with them were identified. Based on the re-
sults of the SWOT analysis, four strategies SO, ST, WO, WT were formed, on the
basis of which the TOWS strategy matrix was built, and a decision matrix was
formed. To find the optimal strategy, the multi-criteria decision-making methods
TOPSIS and VIKOR with the involvement of the SAW method were used.

According to the results of calculations using the TOPSIS and VIKOR
methods, the SO strategy was found to be the best compromise strategy for the
guaranteed functioning of the cyber-physical system for a small business enterprise
with the support of a DT. It consists in the need to ensure the sustainability of
business operation with rapid adaptation of the computer model of the DTs to
changes and challenges of the market during wartime related to possible cyber-
attacks and the possibility of data loss from servers or disruption of the DTs due
to technical problems of various nature, software modification and fast and safe
testing, availability of a powerful forecasting unit involving artificial intelligence
and analytical tools, and possible government support. This will ensure fast and
high-quality execution of projects, orders, and new technical solutions.

In the future, it is planned to use the foresight and cognitive impulse model-
ling methodologies to build scenarios for the implementation of the strategy SO
for guaranteed functioning of the SBE with the support of the DTs.
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CTPATEIISI TAPAHTOBAHOI'O ®YHKIIIOHYBAHHSI KIBEP®I3UYHOI
CUCTEMU IIIIMPHEMCTBA APIBHOT'O BIBHECY I3 CYIIPOBOIKEHHSIM
OU®POBOTI'O JABIMHUKA / H.JI. [TankparoBa, I'.C. Tumuuk, €.B. [TankpaTtoB

20

AHorauisi. HaBeneno crparerito rapantoBaHoro (yHKLIOHYBaHHS Kibepdizuanoi
CHCTeMH IMiANpUEMCTBA ApiOHOro Oi3Hecy, 10 3a0e3nedYyeThCs CYHNPOBOKEHHIM
OU(POBOro IBIHHUKA Ta 3yMOBICHO HOTro HAaJBHCOKOIO aKTYaIBHICTIO Y CY4acHHX
yMmoBax. bisHec-mporiecu moB’s3aHi 3 komnereHisiMu Industry 4.0. OxHa 3 iHHOBa-
wiif, SIKy BOHa BIpoBaxkye, € Digital Twin (udposuii ABIHNK) — BCCOXOITHMH iH-
CTPYMEHT cympoBoay 00’exra. [{udposuii 1BiitHNK 103BOJISE BIACTEXKYBATH Ta ede-
KTHBHO KEpyBaTH IIOBHHM LMKJIOM iH(GPACTPyKTYPHOTO MPOCKTY: BiJ IIaHyBaHHs,
3aKyIiBelib, BUPOOHUITBA, [0 BBEICHHS B EKCIUIyaTalil0 Ta 0OCIyroByBaHHS
o6’ekra. Jlist moOymoBu crparerii 3amyvatothes meronun PEST, SWOT, SAW,
TOPSIS Ta VIKOR.

Kunrouosi cioBa: Innycrpis 4.0, mudposuii nBiiiHuK, KidepdiznuHi cucTemu, cTpa-
Terisl, IHTepHET pedeil, KOMII I0TepHi, (i3u4Hi Ta MaTEeMaTHYHI MOJIEI.
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MULTI-FACTOR FORECASTING OF STATISTICAL TRENDS
FOR DATA SCIENCE PROBLEMS

O. PYSARCHUK, T. ANDREIEVA, O. GRINENKO, D. BARAN

Abstract. The article deals with the processes of multi-factor forecasting of statisti-
cal trends for Data Science problems. Most of the classic approaches to data proc-
essing consist of studying the consequences of phenomena rather than the factors of
their appearance. At the same time, the factors affecting the behavior of the investi-
gated process are assumed to be random and are not investigated. The article dis-
cusses the approach to forecasting the parameters of the trend of statistical time se-
ries, which consists of the study of factors that lead to changes in the dynamics of
the studied process. This approach potentially has better indicators of adequacy, ac-
curacy, and efficiency in obtaining final solutions than classical approaches. The
implementation of this approach is shown using an example of the analysis of ex-
change rate changes. The obtained results show the practicality of considering multi-
factoriality in forecasting tasks.

Keywords: Data Science, multi-factor forecasting, statistical trends, currency rate
forecasting.

INTRODUCTION

The development of information technologies has led to their implementation in
many areas. One of the leading directions is the prediction of the indicators be-
havior of a certain controlled event. The examples of that can be: forecasting fluc-
tuations in currency markets; control of changes in economic performance indica-
tors of trading companies; forecasting the development of the epidemiological
situation; forecasting parameters of the technical state of equipment of production
lines, aviation systems, etc. All the listed applied tasks have the technological
unity of Data Science stages: data acquisition (measurement); their accumulation
(storage); data processing for the purpose of obtaining information about the
models and behavior of the researched process (processing, forecasting); extrac-
tion of knowledge and its manipulation [1; 2]. Currently, the focus of Data Sci-
ence issues is not on accumulation (measurement, storage), but on data processing
with the aim of extracting from them adequate, accurate and operational informa-
tion and knowledge. These processes in applied aspects of information technolo-
gies (IT) take place in the field of Big Data arrays and are manifested in the de-
velopment of Back-End components of distributed ERP / CRM software systems
with intellectual properties.

The key requirement of consumers for the final IT product is high quality in-
dicators of the source information, which are manifested in strict requirements for
the adequacy, accuracy and efficiency of the final solutions. It is possible to im-
plement this only in the direction of applying effective mathematical models for
processing Big Data arrays.

© O. Pysarchuk, T. Andreieva, O. Grinenko, D. Baran, 2024
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The experience shows that most classical approaches to data processing, re-
gardless of their classes, directions of improvement and effective implementation
to applied software systems, show their limitations [3—5]. They consist in the
study of the consequences of phenomena, and not the factors of their appearance.
For example, determining the trend and forecasting changes in the exchange rate
based on the results of a retrospective analysis of their behavior. At the same
time, the factors affecting the exchange rate are assumed to be random and are not
investigated.

Therefore, there is a need to implement R&D processes for the development
of mathematical support for modern ERP / CRM software systems capable of
meeting the high demands of consumers regarding the adequacy, accuracy and
efficiency of final solutions.

The article will consider an approach to predicting parameters of the trend of
statistical time series, which potentially has better indicators of adequacy, accu-
racy and efficiency of obtaining final solutions, compared to classical approaches.

Analysis of existing approaches. In its formulated form, we have the classic
task of applied statistical analysis / statistical learning: to build a mathematical
model based on a statistical sample of data, that ensures the determination of pre-
dictive values for the process being studied [1-5]. The key hypothesis in this is
the assumption of the random nature of the factors that affect the stochastic fluc-
tuations of each discrete dimension and, accordingly, determine the behavior of
the studied process outside the observation interval. As a rule, this happens due to
the complex and sometimes unknown nature of cause-and-effect relationships,
which determine the actual appearance of stochastic deviations and the develop-
ment of the situation in the future. Overcoming this a priori uncertainty is classi-
cally implemented through assumptions about the general appearance of the trend
model and the determination of its variables using complex algorithms, but the
principle hypothesis of randomness remains unchanged. That is, the primary sto-
chastic formalization of the problem has certain limitations in the accuracy of the
final result, which are determined by data processing methods.

Formulation of the problem. Therefore, the task of improving the methods
of statistical analysis / training in the direction of a detailed description and study
of factors that lead to the essence of the change in consequences — the dynamics
of the researched process — is urgent. The article examines the processes for mul-
tifactor forecasting of statistical trends for Data Science tasks. This is imple-
mented in the applied field of economic analysis of exchange rate changes. The
transition in statistical education from the analysis of consequences to factors re-
quires the implementation of a complex of R&D processes: the formation of an
informational model of factors that influence the change in currency rates; the
establishment of indicators (indicators describing change) of factors and criteria;
the measurement of indicators; and the statistical processing of indexes / indica-
tors (determination of statistical characteristics, construction of a trend line,
forecasting).

Thus, the goal of the article is the implementation of a complex of R&D
processes for multifactor forecasting of statistical trends for Data Science tasks
using the example of currency exchange analysis.
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AN OVERVIEW OF THE MAIN MATERIAL

1. To form the infographic model of factors that influence on the change of
the currency exchange rates. The ratio of the dollar (USD) to the hryvnia (UAH)
was chosen as the exchange rate (hereinafter referred to as the exchange rate). On
the basis of the cognitive analysis of primary sources [6—13] and the practice of
currency trading, the factors affecting the exchange rate were determined.

Table 1. An infographic model of factors that influence the change in currency

rates
N Factor N ‘ Factor Indicator Data source, frequency
group in the group of measurement
The official exchange rate of the
Sale/ hryvnia agalns.t the US dollar The official website
Volume of Saldo of transactions of the natural :
purchase of the NBU[10], daily
1 of forcien 1| sale/purchase of person on the sale/purchase
curren. fy foreign currency of foreign currency
. . The official website
Saldo of NBU interventions of the NBU[10], weekly]
Volume Wheat export volume Website
) of the main Barley export volume of the Ministry
Ukrainian Rye export volume of Agrarian Policy
export goods C 1 and Food .
. orn export vo u.me of Ukraine[8], daily
Exp(t)}ft rr):cifls for Wheat export pr¥ce Fenix Agro
Export ¢ ma Barley export price company website:
2 2 agricultural : ;
of goods . fenix-agro.com;
products of Corn export price weokly
Ukraine
Export prices Hot-rolled steel export price Information and
3 for the main Armature export analytical resource
metal products Scrap steel export price about industry:
of Ukraine Iron ore raw materials export gmk.center, daily
Import Global prices Oil global price The website
3 of 2oods 1 for the main - of the Ministry
& imported goods Natural gas global price of Finance [12], daily
The volume of hryvnia
Participation of | government bonds in circulation | The official website
Foreion non-residents in at nominal and amortized of the NBU[10], daily
4 inves tmge Nt 1 | trading in hryvnia cost with non-residents
bonds of the The amount of funds involved | Website of the Ministry
domestic state loan| in the state budget for placement of Finance
of domestic government bonds | of Ukraine [9], weekly
. Interest rates on deposits
The level of inter- in the national currency The official website
1| estrates on the . -
interbank market Interest rates on deposits of the NBU[10], daily
5| Interest in US dollars
rates NBU Key Policy Rate The website
2 Ig;effespt; Sittzs Ukrainian Overnight I of the Ministry
ndex Average (UONIA) of Finance [12], daily
o The website
1 Stock 1nd}ces UX index of the Ministry
Stock of Ukraine . .
6 Market of Finance [12], daily
World stock . . .
2 oo Dollar index Investing.com, daily
indices
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2. To set the indicators (parameters which describes the change) of factors

and criteria is implemented as a result of the transformation of Table 1, based on
the essence of a specific factor.

Table 2. Indicators / parameters that describe the change of the factors and

criteria
Ne (Group of factors| Ne Indicators Denotation | Criterion
The official exchange rate of the
1 hryvnia U y—min
Sale/ purchase against the US dollar
1 of foreign Saldo of transactions of the
currency 2 | natural person on the sale/ pur- (0] (—max
chase of foreign currency
3 Saldo of NBU interventions X ¥—min
4 Wheat export volume Eyy Eyy—max
5 Barley export volume Eyp Eyp—max
6 Rye export volume Eyr Eyr—max
7 Corn export volume Eyc Eyc—max
8 Wheat export price Epy Epp—max
Export :
2 of goods 9 Barley export price Epp Epp—max
10 Corn export price Epc Epc—max
11 Hot-rolled steel export price Epg Epg—max
12 Armature export Epy Ep,—max
13 Scrap steel export price Ep; Ep—max
14| Iron ore raw materials export Eppy Epy—max
3 Import 15 Oil global price Iron Ipo—min
of goods 16 Natural gas global price Ipgus IpGas—min
The volume of hryvnia
overnment bonds in circulation
. 17 ¢ at nominal and amortized INVy INVy—max
4 . Foreign cost with non-residents
investments - -
The amount of funds involved in
18 | the state budget for placement of INVy INV)—max
domestic government bonds
Interest rates on deposits in the
19 national currincy Rog Rpg—max
Interest rates on deposits in US .
5| Interestrates |2° dollarsp Rop Rpp—>min
21 NBU Key Policy Rate P P—max
Ukrainian Overnight Index Aver-
22 2z (U dgNI ) UONIA |UONIA—max
23 UX index UX UX—max
6 Stock Market 24 Dollar index DX DX—min

24

3. The indicators in Table 2 were measured on June 1, 2021. — November 1,
2022 according to the sources and frequency (discreteness) specified in Table 1.
The result is a multidimensional Big Data array of a statistical training sample of
24 indicators of 156 values, 5 (weekly monitoring) — of 36 values. Technological

ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 2
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efficiency of further processing processes is ensured by saving the received data
segment in the * format. xIsx file.

4. The statistical processing of indicators / parameters is implemented in the
sequence of classical stages of statistical training: determination of statistical
characteristics, construction of a trend line, forecasting. To increase the effective-
ness of statistical training, a hierarchy of interconnected alternative and innova-
tive stages is proposed (see the structural diagram in Figure). The structural
scheme takes into account the features of multi-factor forecasting of statistical
trends for Data Science tasks.

Processes for i-indicator

Analysis and processing Optimization of the model
of abnormal measurements (AM) order
Web Scraping: AM: sliding wind Global
statistics of the [:) algorithm > o Recovery deviation [ -
1] * xlsx file S > of AM 2
AM: medium |_ | 5| [ Reliability of ||
algorithm .5 approximation 2
Finding statistical Z |5 Rejection =
characteristics E> AM: LSM > 8 of AM Control of > n
) algorithm derivatives L]
3] [4]

iy
Processes for 24 indicators Forecasting Trend building
Pol ial . LSM polynomial
Integrated indicator olynomiatregression regression
from 24 partial indicators
P CZI Non-linear model cj LSM non-liner model
7 a 5

Structural diagram of the multi-factor forecasting process of statistical trends for Data
Science tasks

The data obtaining (block 1 of the diagram, Figure) is implemented quickly
from external sources using Web Scraping technologies.

Determination of the statistical characteristics of the obtained samples
(block 2) is carried out a posteriori in the format of calculation: expected value,
dispersion, standard deviation (SD), construction of a histogram of the law of dis-
tribution of the obtained samples. At the same time, the presence of a trend line is
taken into account, which is removed using the Least Square Method (LSM) with
a polynomial regression model [4].

Block 3 is intended for cleaning the statistical sample from anomalies. The
use of three algorithms for detecting and cleaning anomalies [15] increases the
reliability of the implementation of this process. Depending on the number of
anomalies, the strategy of rejecting them is used (up to 10% of anomalous meas-
urements — empirically obtained limits) and the recovery strategy (in other cases).

Optimizing the selection of the order of the trend line model (block 4) [14] is
implemented with the control of the values of three indicators, which also in-
creases the reliability of the final decisions.
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The global linear deviation of the estimate is one that compares across
multiple options:

1 & N
A=—Z|yz' — )i
n—1;

The accuracy of approximation R* (coefficient of determination) varies
within 0...1 and should be minimal:

Z(yi - )A’i)z
RP=1-2=L
Y-y

i=1

. N . A
where n is a sample size; ¥, =—Zy,- , ¥, 1s a measured value; y; is LSM of
i=1
estimating the measured value.
The derivatives of the higher orders are the controls of obtaining small values:

) :M j=Tom, p=T.n.
J At ’ ’

Determination of the trend line and forecasting (blocks 5, 6) is carried out
using the algorithm of the least squares method (LSM) in classical polynomial
[3; 4] or R&D nonlinear forms [4; 5].

For the presented research results, a nonlinear in parameters — transcendental
model was chosen

f(t,c)=aycoswt+bysinot,

where ¢ ={ay, by, ®} are the unknown parameters of the model. The procedure

for determining the parameters of a nonlinear model consistent with the measured
values is discussed in detail in [4; 5].

The calculation of the integrated assessment (unit 7) of the effect of factors
on the controlled parameter — the exchange rate is carried out according to the
scheme of multi-criteria / multi-factor assessment (SCOR) according to the
nonlinear scheme of compromises [16]. The data format is a multidimensional
discrete set of functions of 24 indicators.

According to the structural diagram of Fig. 1, an alpha version of the com-
puting unit (Backend component) of the ERP system layout was created to sup-
port currency trading processes. The software component is implemented in the
high-level python programming language with the use of technologies and librar-
ies: Web Scraping, pandas — for obtaining data; numpy — for “raw” program-
ming of data processing algorithms; matplotlib — for visualization of calculation
results.
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THE RESULTS OF THE CALCULATIONS AND THEIR ANALYSIS

1. The official exchange rate of the hryvnia against the US dollar

Statistical Estunation (pobmoral of the 4% order)
Gl characteristcs g sipa Coefficient of detemvivation, F=0,85
Epected value 68715997 6815997
- _ Dispersion 015258 011475
s /| [ Standad deviation 039100 033875
; .
ns ,lg— . F sl 2t |
Y Distrboution law | we)

2. Saldo of operations of physical persons on the sale/purchase of foreign
currency

Statistical Estimation (pobymormial of the 2°% order)
Chart characteristics Inpt streara Coefficient of determination =067
Expected value 15352169 7847362
Dispersion 137.10921 44.97901
w“ m 1170939 . 70664

3 8
—_

Diigtribution
lawr

| =
S
N

“Ll
B

The indicator is calculated as the difference between the sale of foreign cur-
rency and its purchase.
3. Saldo of NBU interventions

Statistical Estimation (polmoraial of the 2™ order)

Chart characteristics Inprat strsem Coefficient of deterrmination F*=0,68
Expected walue 16334 120.423%
Dispersion 44206 145 6206705

Standard

‘| devistion
" {'LA‘/\/\J‘/\)'
- h[ b Distribution
" I I law

The indicator is calculated as the difference between the purchase of US
dollars and their sale.

210.4665 187526

]
R R ] E o s 18

The volume of the main agricultural products of Ukrainian exports (indica-
tors 4, 5, 6, 7) was calculated as the total volume of exported products, starting
from June 1, 2021 (the beginning of the study)).
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4. Wheat export volume

Statistical Estiration (hon-lineat smoothing)
Chart characteristics Inpnt streata Coeffisient of determination F2=0,91
Expected value E045 29677 7103 56007
Dispersion 3TA09035 022 20E47045 420
| /,/ Slm.‘da‘ﬁodn 139,954 4565 856

_’.»’- lawr

|

e |

| l

£ !

en : g Distriution
|
1 - - - -

5. Barley export volume

Statistical [Fstimatiom (polmotedal of the 277 order
Chart o Tnpnat st
characteristics Hp strean Coefficient of determination R2=0,27
Expected value 2002 36120 3010 25877
Dispersion 3804101 947 3088780 5380
o - Standard
soen tviation 1950411 1757495
. N i
L e
- Distribution "l
° lawr o
- Lo 1
|

6. Rye export volume

Statistical Estireation (polmoradal of the 4% arder)
Chart characteristics Inpit strear Coeffirient of determination R3=0,08
Expected value 51 96645 5196645
Dispersion 165043808 1605 4167
o Standard
- viation A0 E256 40.0676

. /4 Distribustion
Lawr

]

7. Corn export volume

Statistical Estimation { polynomial of the 4% order)
Chart characteristins Inprd strean Coefficient of deterination F=0,99
Expected value 4433 81935 4444, 55952
Diispersion 11837263 3093 11682804 95164
o | Standard
m: Seviation 3440 5324 34180118
- 2 ’
| * .
|ma! bl ]
| Diigtribation ||
ml e lawr ol .
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8. The export price of wheat

Statistical Estimnation (pokmorual of the 2™ order,
Chart charactenstics Tnput stream Coeffwielftpogdﬁemﬁnatinn =090 )
Expected value 203657143 203657143
Dispersion 1185 19673 1002.00163
. Standard
. J/'A\-«.\ deviation 3413498 3185441
|\ /] Distribution. | |
"-.\ ,."I Tane
) ‘I'-vl'l k1)
H n n 0 Y m
T e e me m om

9. The export price of barley

Statistical Estimation (polynommial of the 4% order)
Chart characteristics Inpd strear Coefficient of determination #=0,93
Expected value 208 514286 268 514226
Dispersion TT19085 70116375
Standard
ol s Svrition 27 TEESS 2647950
Ik | "1
sen) Distribution J *
T N
] ® ] = “ 1 i h H
R— wa £ ] = T m om H.-,.}
10. The export price of corn
Statistical Estimation (polmoreial of the 4% order)
Chart characteristics Tnput streara Coeffivient of determination A2=085
Expected value 274228571 274228571
Dispersion A 34775 5032450
- Standard
lenviation 214541 7.09308
Distribution | *| J
Tawr o
i~

The export prices for all key agricultural products of Ukraine currently have

a positive trend.
11. Export price of hot rolled steel

Statistical Estirmation (pokmormial of the 4% order)
Chart charateristics Input strean Coefficient of deternination R'=093
Expected value E65. 485806 265 455806

Dispersion 7400.11969 a3 01622

e Standard

- tevistion EF 023045 E21158T

- Disttibution

™ — law

a n = L3 88 an i i e
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12. The export price of armature

Statistical Estimation {polymoral of the 3™ order)
Chart chararteristics It strearn Coefficient of determination A2=0,34
Expected value T53 45T 153 ANZRT
Dispersion 1145281714 TEh 40605
Standard
m[ it o 3324201 2B02547
4 Ap,/ *|
e Nl Jrll d | Distribution :l
m | e v Taw
. h'h | B»
V -
s a " L) L] o s ™ m k) "l
o ! L] - L]

13. Export price of scrap metal

Statistical Estitnation (polmormial of the T order)
Chart characteristics Tnprut streetn Coeffirient of determination & = 0,63
Expected walue 325413419 325413419
- Dizpersion B0 ERALL 115 86585
Standard
. J‘H‘] teviation 10 51625 10.76400
i | -]
e ;
- [ J b o
. X Diistribution -
- Tawr ol
L) n = " B M LI u:
14. Export price for raw iron ore
Statistical Estimation (pobmorndal of the 2 axder)
Chart charactenstics Input streamn Coefficient of determination F2=092
Expected value 147064516 147 Dad516
Dispersion 1994.07328 176670932
et Standard 44655048 4203224
_‘."-N deviation
T ‘I"' =
s ) - 4
e / : .
ﬁ':\“ W Distribution wl
S O b
i, \_‘ll »d

15. The global oil price

Statistical Estimation {pobmomdal of the 4% order)
Chart characteristics Input strearn Coefficient of determinatinn A2 = 0,68
Expected value 76080774 76080774
Diispersion 2402192 309828
ol Standard
'H'I‘ul I rintion 450122 299971
|
1 # - w | ; »
ni \ l"‘r” ,’/1" rlji »
A \ J ~ | Distribution .
= I'I' J lawr i
"1 1 ]
a o ] bl L e
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16. The global natural gas price

Statistical [Estitnation (polmordal of the & order)
Chert charactenstics Inpra strearn Coefficient of determination B = 0,88
Expected value 45308355 4308335

Dispersion 0.71180 058715

Standard

Sviation 0. 24365 070625
Distribution

Tawr

i as ay i iy

17. The volume of hryvnia government bonds in circulation at nominal and
amortized cost with non-residents

Statistical Estirnation {polmoraial of the 2™ order)
Chart charactenstics Input stream Coefficient of determination £ = 0,87
Expected walue EE OE Ad00AE

Luspersion 41 52200 3310315
e Standard
) f\L janer! 646752 575527
"we JI LL“
. N o

"\‘_.\_, Dhistrihtion

= b lawr

| h
-

>.

ol ]

e AL WA N3 MeS M2S ane hs uEs

18. The amount of funds involved in the state budget for placement of do-
mestic government bonds

Statistical Estimation {polmoraial of the 2™ arder)
Chart charactenstics Tt stream Coeffizient of determination & = 0,52
Exgerted value 1054518 1054518
Dispersion 3423411 317102
Standard
" ’|| | deviation 525099 172073

-

| | NH' ’ :
TR I G . ;
'-ﬁf\mﬂﬁ ] ‘iliil :

.
H H H H » a ®

19. The interest rates on deposits in the national currency

Statistical Estirnation (polynormial of the 4% order)
Clrart charasteristics Input strear Cosffisient of determination & = 0,85
Fapected velie = S11206 2511506
Dispersion 007045 )
T M Standad
“ y e 028187 027173

" / . .
" - - =
“w . .
P Distrbution = ®
i
law w I -
. b
a '
L ] k-] = " Eod s " s b
s -
e bR eReT T — ~ ~ ~ 2
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20. The interest rates on deposits in the USA dollars

Statistical Estiration (pokmotadal of the 3™ order)
Chart charactenstics It streara Coeffivient of determination &2 = 0,78
Expected value 0923097 02253057
Dispersion 001054 0.00845
Standard
" teviation 010265 0.09192
a4 ]
=1} Distrlbution .
lawr
E]
L] " ® " b wy " wy "
21. NBU Key Policy Rate
Statistical Estiraation (hon-livear staoothing)
Chart chatacteristics Inprut strearn Coeffisiert of deterraination B =090
Expected walue B 5E06 2304335
Diispersion 024579 028045
) ~ Standard
/» Eviation 049577 0.53804
m P - - 1
L L] = /’ - L]
e
/, . . -
L Distrbution *
g lawr - B
™
7 -
B 3 2 B e wmn #e m s - :
S h we o 5 m wn o sr | B rw oam oam oam o me am o e am

22. Ukrainian Overnight Index Average (UONIA.

Statistical Estiration (polmomial of the 3 order)
Chart characteristics Input strear Coeffirient of determination B = 0,90
Expected value 7432042 7432042
Diispersion 022817 0.19639
" Standard
P ~ leviation 047768 044316
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23. UX index
Statistical [Estirnation (pobmoral of the 2% order)
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characteristics T stream Coefficient of determination £2 = 0,79
Expected walue 1341 581226 1341 581226
et Tiispersion 456420713 205112425
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24. The dollar index

Statistical Estirnation (non-lineat staoothing)

Chart characteristics Trgprut strearn Cloefficient of determination 72 = 0,83
Expected value 93.655419 93.204709
Dispersion 3.17770 161243
" Standard
N Hw || 1.78261 126981
. I e — - -
Ny e 7] ]
NN el Distrbution | ™|
¥ (7] 1
CONCLUSIONS

The real data obtained and processed allow us to identify useful features.
Statistical properties: parameters 1, 2, 3, 10, 11, 12, 23 (see histograms of distri-
bution laws) are characterized by a normal distribution law, the others have
combinatorial laws. This demonstrates the decomposition of the factors
influencing the exchange rate into unitary and combinatorial components. Inher-
ent natural presence of anomalous values of controlled parameters. The trend of
the studied indicators is non-linear, and the dynamics of change may be conflict-
ing according to the minimax analysis; that is, the improvement of certain indica-
tors may be accompanied by the deterioration of others. So, once the infological
model is formed, multifactorial consideration of the forecasting problem is appro-
priate. Further research will include the formation of an integrated indicator from
partial factors and a comparison of its dynamics with the dominant effect, the ex-
change rate. At the same time, one should expect an increase in the accuracy and
adequacy of predictive estimates of the studied parameters.
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BATATO®AKTOPHE IPOI'HO3YBAHHSI CTATUCTUYHUX TPEHAIB JJIsA
3AJIAY DATA SCIENCE / O.O. [Tucapuyxk, T.B. Aagpeesa, O.0. I'pinenko, JI.P. bapan

AnoTanisi. PosrisiHyTO mponiecn 6araToakTopHOTr0 NMPOTHO3YBaHHS CTaTUCTHIHHX
TpeHxiB mis 3ama4 Data Science. BinbmicTh KIaCHYHHX MiAXOMIB 10 0OpOOIEHHS
JAHUX TOJITAIOTh y JOCIHIKEHHI HACHiJKIB SBHIL, a He (axTopiB ix nosiBu. Ilpu
boMy (aKTOpH, L0 BIUIMBAIOTH Ha MOBEAIHKY AOCII[KYBAaHOTO IPOLECY, BBaKa-
IOTHCSl BUMAJAKOBUMH Ta HE JOCIIDKYIOThCS. PO3MISIHYTO MiAXig A0 MPOrHO3yBaHHS
mapaMeTpiB TPEHAY CTATHCTUYHHX YaCOBUX PsiB, KUl IMONSATa€ B JOCIIKEHHI
(hakTopiB, MO MPU3BOIATH IO 3MIHHM AWHAMIKH JOCIIIKYyBaHOTO mporecy. Takuit
MIIX1T TOTEHIIHO Ma€e Kpaili NOKa3HUKU aJIeKBaTHOCTI, TOYHOCTI 1 ONIEPATHBHOCTI
OTpUMaHHS KiHIIEBUX PIllICHb NOPIBHAHO 3 KJIACHYHUMH Hinxonamu. HaBeneHo pea-
J3aIfii0 pOro MiAXO0JYy Ha MPHKIAAI aHaNi3y 3MiHH Kypcy BamoT. OTpuMaHi pe-
3yJbTaTH PO3PAXYHKIB IMOKA3YyIOTh  JOIUIBHICT PO3risay OaratodakTOpHOCTI
y 3a7a4ax MpOrHO3yBaHHSI.

KnrouoBi caoBa: Data Science, GararoakTopHe IpPOTHO3YBAaHHS, CTaTHCTHYHI
TPEH]IH, TIPOTHO3YBAHHS KypCY BaIOT.
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POLARIZATION-BASED TARGET DETECTION APPROACH TO
ENHANCE SMALL SURFACE OBJECT IDENTIFICATION
ENSURING NAVIGATION SAFETY

M. STETSENKO, O. MELNYK, I. VOROKHOBIN, D. KORBAN,
O. ONISHCHENKO, V. TERNOVSKY, I. IVANOVA

Abstract. This research introduces a groundbreaking approach to significantly en-
hance the performance of navigation radars under adverse weather conditions. Tra-
ditional ship radars, relying on horizontal polarization, encounter difficulties in ef-
fectively suppressing rain interference. In response, this study proposed an
innovative method employing circular polarization for detecting navigation targets.
This technique capitalizes on the distinct polarization properties exhibited by stable
navigation targets and fluctuating interfering objects. Theoretical analysis and model
experiments substantiate consistent ellipticity parameter values of scattered waves,
independent of rain intensity, for both rain interferers and surface metallic objects.
The practical implications of our research are highly promising. They enable detec-
tion irrespective of the noise-to-signal ratio by integrating an additional channel of
circularly polarized waves and applying straightforward mathematical functions.
This advancement marks a significant stride towards overcoming the challenges
posed by rainy conditions in maritime navigation radar systems.

Keywords: safety of shipping, navigational safety, maritime transportation, radar in-
terference, unfavorable weather conditions, rain and snow interference suppression,
navigational targets, automonous surface vehicles, radiolocation principles, ship de-
tection principles framework, radar accuracy.

INTRODUCTION

In today’s global transportation landscape, approximately 80% of cargo is trans-
ported via oceangoing vessels, constituting a fleet of nearly 100 thousand units.
Given this extensive maritime activity, ensuring navigation safety is paramount
and involves adherence to specific technical requisites and construction guide-
lines. Central to these regulations is the inclusion of a navigation radar as standard
equipment aboard seagoing vessels, serving as a critical tool for safeguarding
navigation. The operator’s ability to make precise decisions regarding vessel posi-
tioning, collision avoidance, and grounding prevention hinges significantly on the
accuracy of radar-derived data.

Regrettably, the quality of data received is not consistently optimal. Opera-
tors frequently encounter challenges, particularly in adverse weather conditions
such as heavy seas, rain, and snow. These atmospheric conditions introduce inter-
ference that affects radar performance. Presently, there exist various methods to
mitigate rain and snow interference. The hardware approach employs a gain func-
tion, enabling operators to manually adjust signal strength to filter out low-
amplitude signals. However, this manual intervention often results in unintended
consequences, potentially filtering useful signals from small surface targets like
small boats and floating objects.
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To address this dilemma, contemporary radars employ algorithms designed
to suppress rain and snow interference. Typically, interference from precipitation
follows an even distribution pattern. The intensity of interference correlates with
the severity of rain or snowfall. This interference can be effectively suppressed
using a Constant False Alarm Rate (CFAR) approach. In low-resolution radars,
the interference probability density aligns with a Rayleigh distribution. In high-
resolution radars, it can be modeled by a Weibull distribution.

The CFAR mechanism enables the adjustment of interference control
thresholds, allowing for a specified false alarm rate and enhancing target tracking
capabilities. However, in scenarios where substantial noise fluctuations occur, the
likelihood of false alarms rises. To sustain a consistent false alarm rate, it be-
comes imperative to elevate the detection threshold proportionally, subsequently
augmenting the input signal-to-noise ratio. This adaptation, while crucial, does
introduce a trade-off in the form of a potential loss of the consistent false alarm
rate (LCFAR).

The literature review encompasses a diverse array of sources that signifi-
cantly contribute to the radar technology field. Bohren and Huffman’s seminal
work, “Absorption and Scattering of Light by Small Particles” (1998), provides
fundamental insights into the behavior of light with small particles. Their earlier
1983 paper underscores their enduring impact in the field. Reference [2] intro-
duces a signal processing algorithm specifically tailored for ship navigation radar,
with a focus on azimuth distance monitoring. Scientific work [3] delves into po-
larization invariants within the scattering matrix, emphasizing stability in aperture
synthesis. Paper [4] critically distinguishes between forward propagation and
backscattering in formulating the proper polarimetric scattering matrix for radar
systems. Reference [5] demonstrates the practical application of polarimetric ra-
dar technology in target detection through a method based on polarimetric Syn-
thetic Aperture Radar (SAR). Source [6] lays the foundation for understanding
radiolocation principles, potentially exploring pivotal concepts and theoretical
frameworks. Paper [7] centers on antenna miniaturization for radiolocation, sug-
gesting advancements in antenna technology for enhanced radiolocation applica-
tions. Source [8] introduces a novel radiolocation method applicable to depth es-
timation, with potential applications in groundwater level analysis. Reference [9]
discusses beamforming techniques within radio-telescope technology, signifying
its relevance in radiolocation applications. Study [10] offers insights into radio-
location experiments within urban environments, potentially addressing chal-
lenges specific to this setting. Papers [11; 12] explore the directional radio re-
sponse of a specific device guided by radiolocation, potentially contributing to
advancements in device localization. They also introduce an algorithm for simul-
taneous radiolocation of multiple sources, indicating advancements in source lo-
calization techniques. Works [13; 14] present lightweight radar-based ship detec-
tion frameworks, potentially offering innovative methods for ship detection. They
propose a unified approach to ship detection, combining optical and radar data,
potentially advancing ship detection methods. Source [15] introduces a novel ap-
proach for estimating ship speed and heading using radar sequential images, po-
tentially advancing ship tracking technology. Articles [16—18; 43] discuss inshore
ship detection methods based on multi-modality saliency, potentially enhancing
ship detection accuracy. They present a network designed for small ship detection
in synthetic aperture radar imagery, indicating progress in ship detection algo-
rithms. Additionally, they introduce a method for assessing the motion state of
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ships and selecting appropriate radar imaging algorithms, potentially improving
ship detection accuracy. Source [19] delves into calibration methods involving
ground-based, ship-based, and spaceborne radars, potentially enhancing radar ac-
curacy. In [20], the authors focus on estimating ship berthing parameters using a
fusion of Multi-LiDAR and MMW radar data, potentially advancing ship docking
technology. Articles [21-23] underscore the critical role of situational awareness
in ensuring ship safety, addressing the optimization of ship speed for secure heavy
cargo transportation under diverse weather conditions, and exploring the concept
of autonomous ships and their steering control using mathematical models. Works
[24-27] present assessment methodologies based on Markov models for naviga-
tional safety, offering a comprehensive approach to evaluating the vulnerability of
critical ship equipment and systems. They examine information security risks in
shipping to ensure safety in maritime transportation and investigate the environ-
mental impact of ship operation in relation to efficient freight transportation. In
[28-30], discussions encompass the use of fuzzy controllers in ship motion con-
trol systems for automation, the identification of energy-efficient operation modes
for propulsion electrical motors in autonomous swimming apparatus, and the
presentation of a straightforward technique for identifying parameters of vessel
models.

Papers [31-33] introduce a decision support system concept for designing
combined propulsion systems, explore challenges in creating energy-efficient po-
sitioning systems for multipurpose sea vessels, and investigate risk management
mechanisms in higher education institutions using innovative project information
support. Work [34] discusses a method for managing human resources in educa-
tional projects of higher education institutions. The article [35] focuses on model-
ing the creation of organizational energy-entropy. In [36], a model for creating a
roadmap for enterprise development is constructed and analyzed. In [37], the dy-
namics of project portfolio structure in organizational development are examined,
considering information entropy resistance. A model depicting the energy entropy
dynamics of organizations is constructed and investigated in [38]. Studies on var-
ious forms of cooperation among participants in inland waterways cargo delivery
in the Dnieper region and the development of a strategy for modernizing passen-
ger ships by optimizing fund distribution are presented in [39; 40].

Recent advancements in system research and information technologies high-
light significant developments across various domains where [41] introduced a
novel modified kernel fuzzy c-means algorithm to enhance the detection of cotton
leaf spots, demonstrating improved accuracy in agricultural diagnostics. The au-
thors in [42] developed a multi-level decision-making framework for predicting
and recommending treatments for heart-related diseases, providing a robust tool
for healthcare applications. The work [43] proposed an interval type-2 generaliz-
ing fuzzy model for monitoring the states of complex systems using expert
knowledge and [44; 45] applied optimal set partitioning theory to solve problems
in artificial intelligence and pattern recognition, advancing methodologies in Al
research.

In light of the aforementioned considerations, the research aims to enhance
radar detection of navigation entities amidst atmospheric precipitation, irrespec-
tive of its intensity. A novel approach is proposed, focusing on recognizing and
categorizing the polarization attributes of partially polarized waves to augment
the information capacity of electromagnetic waves. This approach draws from

Cucmemni docnioxcenna ma ingpopmayivini mexunonoeii, 2024, Ne 2 37



M. Stetsenko, O. Melnyk, 1. Vorokhobin, D. Korban, O. Onishchenko, V. Ternovsky, I. lvanova

successful applications of statistical methods in the polarization analysis of rain
clouds and precipitation, providing a basis for extending this methodology to the
complex task of detecting and tracking intricate objects. By “complex object”, we
refer to a navigational entity situated against a backdrop of spatially dispersed
reflectors that remain consistent throughout radar observations. The primary ob-
jective of this study is to establish a statistical correlation between the invariant
characteristics of a polarized electromagnetic wave and an object on the sea sur-
face, enveloped by spatially distributed reflectors like rain or other forms of pre-
cipitation. Resolving this requires determining the Stokes parameters for the scat-
tered wave upon irradiation of the complex object. This transition from the energy
traits to informative parameters such as polarization degree, azimuth, and elliptic-
ity of the polarized wave holds significant promise.

MATERIALS AND METHODS

To describe all possible polarization states of a quasimonochromatic plane wave,
four Stokes parameters can be used, which are determined through the compo-
nents of the transverse electric field.

Let us write the electric vector of a plane monochromatic homogeneous
wave in the form

i(co[t— )j ] {w([_v)ﬂp ]
- Vo, ,
E=[E.E,1=2|| Ae ¢ Age y :

where A4, 4, denote amplitudes, and ¢,, ¢, denote phases of the components

of plane wave.
Time-averaged values for the amplitude and phase of the parallel and transverse

components of the vector E determine the known Stokes parameters /, O, U, V-
1=|E +|E [ =20+ £
X y X y ’
2 2
0=|E[ -|E,| =4 0O-4 0,
U= (E,E} +E,E}) =2 4,() 4, ()coscos[0, (1) =, (1)] .
V =I(EE, ~ E,E,) =2 4,0 A, (0sinl[. () = ¢, (1],
where the * sign means the complex conjugate, and the angle brackets mean time
PO I
averaging: A;(t)= T I (t)dt....
0

The first component of the Stokes vector / characterizes the intensity of the
light flux, the second component Q characterizes the degree of polarization
(Fig. 1) [1; 2]. V component defines the direction of rotation of the polarization
ellipse: a positive sign means right-handed rotation, and a negative sign means
left-handed. The components of the Stokes vector are associated with ellipsomet-
ric parameters and have the following properties:
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where y is the azimuth; |tgn| is the ellipticity of the polarized wave

T on<r
Py

Fig. 1. Polarization ellipse of an electromagnetic wave

It is known that the Stokes parameters of a scattered wave are determined by
the Muller scattering matrix. In general terms, the model of scattering of an elec-
tromagnetic wave by an arbitrary surface is described by the operator equation:

S=MSy,
where  So ={Iy,Uy,Vy,Uy}" is  Stokes vector of incident radiation;

S={LU,V,U }T is the Stokes vector of scattered radiation; M is the scattering

matrix characterizing the reflective properties of the scattering surface and the
angle of incidence of the electromagnetic wave [2; 3; 4].

To compose the matrix of the linear scattering operator M, we consider the trans-
formation of the components of the Stokes vector of the incident radiation according to
the Fresnel formulas.

The intensities of the incident and scattered radiation are defined as
2 2

b

I _Eincz+‘Eincz,]_Ereﬂ +
0~ [~x y L == x

refl
E)’

where E™, E;”C are the projections of the vector E™ (E=E, +iE,) on the

axis perpendicular to the direction of the incident electromagnetic wave space;
alternatively, are the projections of scattered wave.
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refl Ereﬂ
In turn, the amplitude Fresnel coefficients @, = and @, = ?nc are
E
x y

equal to the ratio of the amplitudes of the reflected and incident electromagnetic
waves parallel and perpendicular to the scattering plane, respectively [4].

For the coefficients ®; and @, the following expressions are true:

_ mM,COSCOS (—n1,COSCOS mzcoscosd)—ml\/m% — (mysinsin (1))2

@,
MCOSCOS P+ COSCOSP 1y coscos §+m, \/mg — (mysinsin ¢)*

, (D

M COSCOS ) —7,COSCOS (P mlcoscosd)—mz\/m% — (mysinsin ¢)?

(02 =
1M COSCOS O +7MyCOSCOSP 1y cosCOs P+, \/mg — (mysinsin ¢)?

)

where m, is the complex refractive index of the first medium; m, is the complex
refractive index of the second medium; ¢ is the angle of incidence of the elec-
tromagnetic wave; ¢ is the angle of refraction of the electromagnetic wave.

Given the law of refraction for the refraction angle ¢ we write:

.. my ..
Sinsin (p=—-Ss1nsin ¢ 5

my

2
m ..
COSCOS P= 1—(—lsmsm¢j .
my

Since E'" =®,E™ and E;eﬂ :CD2E;"C, it yields
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Let us express |E}| , |E)| through the components /o, Oy of the incident

b

2 2
, , then

Qo =|Ex|2 _‘Ey
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2

. 2
wave Stokes vector. Since [, = |Ex| +‘Ey

12 I+ .
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y

Hence,

21y + 0 21y -0, 1 2 2. 1 2 2
1:|q)1| u+|®2| u:—[0(|(I)1| +|CI)2| )+—Q0(|CD1| _|q)2| ).
2 2 2 2
The second component of the Stokes vector of the scattered radiation is
expressed through the components of the Stokes vector of the incident radiation
as follows:

2

_ incz_ incz_ 2 incz_ 2| pine
Q_‘(DlEx ‘(DzEy _|q)1| Ex |(D2| ‘Ey -

1 1
=510(|CI)1|2 —|CD2|2)+5Q0(|CD1|2 +|‘D2|2) .
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We express the third component U of the Stokes vector through the compo-
nents of the Stokes vector of the incident radiation:

U = (0,®,)Ug +(0,0))V, .

And finally, for the fourth component of the Stokes vector of reflected radia-
tion, we write

V = (0®;)U, +(0,D3)7.

Thus, for the Stokes vector of scattered radiation, the following expression is
obtained:

1 ! !
S= (510(|CD1|2 +|q)2|2)+EQo(|ch|2 _|®2|2)510(|(D1|2 _|cD2|2)+

1 2 2 * * * *
+§Qo(|q)1| +|D,[) (@,@,)Uj + (D0 (9,D,)U + (cI)chZ)VOJ,

We compose the Mueller scattering matrix for reflective metal surfaces:
M =M M,00My M, 0000M33 M3, 00M 43 My, ),
where
@ [,

s Mp,=M
5 12 21 5

b

My =My
M3 =My = (D,0)), Msy=—My=(D,P).

Mueller scattering matrix for a raindrop with a spherical shape

It is convenient to decompose the vector of the incident electric field £ into
parallel Eli”c and perpendicular ETC components, and present the relationship
between the incident and scattered fields in the matrix form:

ik(r—z)
—ikr

where k is the wave vector, r is the path travelled by the wave, and §;

e

(BB ) = (8, 5354 8 (" ET" ). 3

(j=1,2,3,4) are the elements of the amplitude scattering matrix that depend on
the scattering angle 0 and azimuth 7.

Then, for scattering of an electromagnetic wave by a spherical particle, tak-
ing into account the principle of reciprocity, expression (3) can be written as

ik(r—z)
re re e inc pinc
(EE ) = — (004 ET ELT ), ®)
where
4 =%z(2n +1)(a, +b,); 5)
17
A, = 5 > (2n+1)(a, +b,)(coscos ). (6)

Cucmemni docnioxcenna ma ingpopmayivini mexunonoeii, 2024, Ne 2 41



M. Stetsenko, O. Melnyk, 1. Vorokhobin, D. Korban, O. Onishchenko, V. Ternovsky, I. lvanova

Particle

A 7T
77777

ms
F A7

s

N\
-

Incident beam
Fig. 2. Interaction processes

In formulas (5), (6), the coefficients of the scattering series @, and b, are
found using the following expressions:

g = v, (), () -y, (mx) s, (mx)
my,, (mx)&, (x) =&, (), (mx)

b = Va0, (mx) —my, (mx)y, (mx)
T v, (mx)E, (x) — mE,, (X)), (mx)
where vy, (nx), &,(x) are the Riccati—Bessel functions, and x and m denote the

diffraction parameter and relative refractive index, respectively.

Where in
= ka= 2T o
A
m="1, (8)
my

where a is the particle radius, m; and m, are the refractive indices of the
particle and medium (air), respectively.
We expand the functions included in the coefficients a, and b, in the pow-

er series and save only the terms of order x® . The first four obtained coefficients
are as follows:

2
25 m? -1 i2x° (m2—2)(m2—1)+4x6[m2—1] .

a=-
! 3 m2+2 5 (mP+2)> 9 | m?+2
.5 5 2
b=y =L
45 15 2m* +3
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If |m|x <1, then |b1| < |a1

; under this assumption, the elements of the ampli-

tude matrix up to terms of the order of x° are equal to

3
Alzaa )
3
4, =Ea1cosc056, (10)
2x° m* -1
4 __i2x m2 . (11)
3 m +2

From (4) follows the relation connecting the Stokes parameters of the inci-
dent and scattered electromagnetic waves:

(U QU V)=
1
=25 (5151200513 5110000835 53400534 833 )1, Q U, ;).
where
1 2 2 1 2 2
S“:E(|S2| +[8:%). 512=E(|S2| =[S,
1 . foct oot
S33 :E(SZSI +85)51) 5 S34 25(5152 —5:5).

In view of (9), (10), the scattering matrix for a spherical particle takes the
form

9|a|2 1 1 1 1
—(1+0)=(0-1)00—=(1-6)=(1+6)0000coscos® 0000coscosO |. (12
4k2r2(2( )3(0-1D00-(1-0)(1+0) ) (12)
Note that if the incident electromagnetic wave of intensity /; is not polarized,
then the law of Rayleigh scattering determines the intensity of the scattered wave
from (12):
2
4 6] 2
_8n'mya |m 1% (1461,

I =
A2 ‘m2+2

The relationship between the rain intensity and the radius of the drops is
conveniently represented as an empirical function of the average size distribution
of raindrops, and written as follows:

a
-l=m
F(a)=1-e (O‘J , (13)
where the function F(a) characterizes that part of the total volume of water that

falls on drops of radius from 0 to a; n is the constant equal to 2.25.
The parameter oo depends on the rain intensity /, as listed below:

I1,., mm/ hour 05 1.0 25 50 10 25
o 1.11 1.3 1.61 1.89 222 2.74
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Determining the complex refractive index of water and metal object
The complex refractive index and the complex dielectric constant are related to
each other as follows:

e=¢ +ie"; e=m>; (14)

m=n—iy, (15)
where &' is the real part of the complex dielectric constant and &” is the imagi-
nary part of it, n is the refractive index, y is the extinction coefficient.
From (14), (15) we obtain following expressions:

8’=l’l2—x2; 8”2271%;

5 1 , 8” 2
n :58 1+, [/1+ - ) (16)

£

"

&
=—. 17
== (17)

In order to use formulas (14) and (15) for calculating complex refractive in-
dex of water drop, we need to look at dipole theory.

According to the Debye dipole theory, the real part of the complex dielectric
constant is expressed by the following formula:

2
8_
g =nl+— 0 (18)
,
I+ —=
A
and the imaginary part is
A, g, —n
g'=le S (19)

A 27
1+(7L°'j
A

where n,, is the optical refractive index, € is the permittivity of free space, A is
the wavelength, and A is the so-called “shocks wave” which corresponds to the
maximum value of the imaginary part of the dielectric constant.

Numerous measurements show that g, =80.8, n§=1.8 and A, =1.6.

Above expressions allow to calculate complex refractive index for water drop.
For metal object, complex refractive index is often expressed as

2 , ic
m-=¢ =g — R 20
KL [ angJuuo (20)

where f'is the wave frequency, o is the relative conductivity of a material, p is the
relative permeability of a material, [ is the magnetic permeability of free space,
1y =1.2566-10"° H/m.

Neglecting the real part in (20), which is true for navigation radar frequen-
cies, complex refractive index for metal objects is obtained as follows:
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ic
m= _|— . 21
N 2nfen MK 2

Generalized Muller matrix for a composite target
Suppose that against the background of precipitation in the form of rain with in-
tensity /,, there is a navigational target, the radar cross-section (RCS) of which is

less than or comparable with the total RCS of rain drops. In this case, expression
(4) in Cartesian dimensions is written as follows:

refl rrefl eik(r—z) y
(E;" EVT )= . 2.(4,004 )+ (D 00D, ) |x
- I=1

x (coscosy sinsiny sinsiny —coscos y)(EIi”C ET), (22)
where N is the number of rain drops in the irradiated volume, y is the azimuth.

It is easy to determine the number N from the considerations that in one cu-
bic meter the number of raindrops and drizzle drops rarely exceeds 1000. Then

for N we find,
242
N =10007,, 1= 500| x| "2 |ec |,
44

is the irradiated volume, A is the effective area of the radar antenna, ¢

where V.

ur

is the speed of light, t is the duration of the probe pulse, and [...] sign denotes
ceiling function.

RESULTS AND DISCUSSION

Using formulas (7)—(11) and (13)—(19), we have estimated numeric values of re-
fraction and extinction parameters as well as scattering coefficient @, for a typical
rain drop sizes. Results are summarized in Table 1 for both X-band and S-band
radar frequencies.

As expected, extinction and scattering rise with the carrier frequency. Within
same wavelength, size of rain drop is directly proportional to the scattered wave
amplitude.

Table 1. Influence of raindrop size on permittivity, refraction, extinction, and
scattering coefficient for X-band and S-band radar frequencies

a, mm a A, cm g g € m,
1.5 3.794-10* + 0.02i
> 8994-107+ 0.047; 3 63.461 | 32.803 81 |8213-1.997i
3 3.035-10°+ 0.159i

1.5 3.072-10°+5.379-10%

2 7.282-10°+ 1.913-107; 10 79.023 | 12.324 81 8.916 — 0.691i

3 2.458-10°+ 4.564-107;

As an example, let us calculate the scattering matrix for 1 m® of rain drops
with radius of 1.5 mm irradiated by plain wave with wavelength of 3 ¢m and

scattering angle 6 =0" over the time 1. Refractive index for air is m; =1.
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Muller matrix coefficients have been obtained as follows:
L, QU V)= #(892.526 -0.04500-
r

—0.045892.5260000892.5260000892.526 )(I, O, U, V; ). 23)

As can be seen from (23), scattering matrix has six nonzero elements, and
only two independent ones. Since the main contribution is done by diagonal ele-
ments of the matrix, we can consider it diagonal.

Now, if radar beam will meet a metal object, the scattering matrix (23) will
transform in new one:

I, QU V)= kz%(893.583—1.12600—1.126893.5830000891.58759.68400—
r
—59.684891.587 )(£; Q; U; V; ). (24)
Numerical values of @, and ®, from (22) were obtained using formulas (20),
(1) and (2). In (20), the relative conductivity was taken ¢ =7690000 Ohm 'm™,

and the relative permeability of the metal material is 1 =100 (carbon steel).

It can be seen from (24), another pair of nonzero elements has appeared.
This suggests practical improvement of the navigation target detection method.
By determining ellipsometric parameters of the scattered wave within radar’s sig-
nal processing algorithm, target existence would be discovered easily.

For this purpose, circular polarized (CP) or +45° polarized (+45°P)
incident probing radiation is required. As can be seen from Table 2, CP and
+45°P X-band probing results in zero values for azimuth and ellipticity

irrespective to the rain intensity, if target is not available. However, presence of
target results in nonzero values for those two parameters.

Table 2. Ellipsometric parameters of scattered circular and 45° polarized 3
cm waves at different environmental and navigational conditions

l;, mm/hour 0.5 1 2.5 5
. Azimuth (CP) 0 0
Rain
Ellipticity (CP, £45°P) 0 0 0 0
. . Azimuth (CP) 2 2.1 2.2 2.5
Rain + object —
Ellipticity (CP, £45°P) 0.134 0.056 0.029 0.017

Improving navigation safety through statistical target detection in atmos-
pheric precipitation involves the use of advanced radar technologies and data pro-
cessing techniques. For Maritime Autonomous Ships (MAAS) in particular, this
approach can significantly improve situational awareness and collision avoidance
capabilities:

e Advanced radar systems. MAAS are equipped with advanced radar sys-
tems capable of operating in a variety of weather conditions, including rain and
snow. These radars utilize special technologies to distinguish between real targets
(such as other vessels) and interference caused by precipitation.

o Statistical signal processing. This method is based on statistical signal
processing algorithms. These algorithms analyse radar signals and use statistical
models to distinguish between real targets and interference caused by precipitation.
Statistical models are created based on extensive data analysis and experimentation.
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e Constant False Alarm Rate (CFAR). A key component of this method is
the use of constant false alarm rate (CFAR) technology. CFAR algorithms dy-
namically adjust the target detection threshold based on the statistics of received
radar signals. This maintains a constant false alarm rate even in the presence of
interference.

e Probability Density Functions. In low resolution radars, the probability
density function of interference often follows a Rayleigh distribution. For high
resolution radars, the Weibull distribution may be more appropriate. These probabil-
ity density functions are used to model the statistical behaviour of radar signals.

o Adaptive thresholding. The radar system continuously adapts its detection
threshold depending on the prevailing environmental conditions. When heavy
precipitation is detected, the system dynamically raises the detection threshold to
screen out interference. This ensures that targets of interest remain visible.

¢ Integration with sensor fusion. Radar data processed using the statistical
target detection method is integrated with data from other sensors on board the
MAAS. These can be cameras, LIDAR, GPS and AIS (automatic identification
system). This integration of data from multiple sensors increases overall situ-
ational awareness.

e Real-time decision-making. The processed information is fed into the
MAAS decision-making algorithms. These include collision avoidance, route
planning, and other navigation functions. When a potential collision hazard is de-
tected, MAAS can autonomously take evasive action.

e Continuous Learning and Adaptation. Statistical models and algorithms
are designed to learn and adapt over time. As MAAS encounters different envi-
ronmental conditions and navigation scenarios, the system refines its statistical
models to achieve even greater accuracy.

This enables MAAS to navigate safely even in unfavourable weather
conditions where traditional radar systems may encounter interference from
precipitation. The integration of statistical signal processing and CFAR
techniques enhances MAAS’ ability to accurately detect and respond to potential
collision risks, which significantly improves navigation safety.

CONCLUSIONS

The findings presented in this study unveil a remarkable phenomenon in electro-
magnetic wave scattering: when a spherical raindrop is illuminated at different
angles, there is an absence of depolarization in the incident wave. This stands in
stark contrast to the partial depolarization exhibited by a metal target, resulting in
distinct azimuth and ellipticity characteristics of the scattered wave. Leveraging
this polarization contrast holds tremendous promise for advancing navigation ra-
dar technology, offering a notable boost in the precision and reliability of target
detection.

One of the most significant merits of this method lies in its capability to fa-
cilitate target detection regardless of atmospheric precipitation intensity and the
accompanying noise-to-signal ratio. This resilience stems from the invariant na-
ture of the parameter, which remains unaffected by Radar Cross Section (RCS)
variations.

However, it is important to note that the implementation of this method ne-
cessitates a navigation radar station equipped with at least two channels, specifi-
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cally with horizontal polarization and 45° polarization. While this may entail in-
creased costs and operational complexity for shipboard radar systems, the benefits
in terms of heightened navigational security significantly outweigh this drawback,
particularly in the realm of high-speed maritime transportation. The potential
gains in safety and accuracy of navigation far outweigh the associated investment,
marking a substantial step forward in maritime technology.
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BUKOPUCTAHHS MNOJSIPU3AIIMHOIO MIJAXOAY JO BUSIBJIEHHS
IIIJIEI71 3 METOIO HIJIBUIIEHHS E®EKTHBHOCTI IIEHTH®IKAIIII
MAJIMX HAJBOJIHHMUX OB’€EKTIB TA 3ABE3IEYEHHS BE3IEKHA
CYIHOIIJIABCTBA / M.C. Creneako, O.M. Menpauk, 1.I. Bopoxo6in, /I.B. Kopban,
O.A. Onnmenko, B.b. Teproscrkwit, [.M. IBaHOBa

AHoTauisi. J[ocipKeHO HOBATOPCHKUIT MiAXil, 10 Ja€ 3MOry 3HAYHO MiJBHIIUTH
e(eKTUBHICTh HaBIraUiifHUX PaJioNOKAIIMHUX CTaHLiil 3a HECHPHATIUBHUX ITOTOI-
HUX yMOB. TpaguuiiiHi cyAHOBI pagapy, siKi BAKOPHCTOBYIOTH TOPHU3OHTAIBHY MO-
JSIPU3ALI0, CTUKAIOTHCS 3 TPYAHOIIAMHU B epEKTHBHOMY HPHIYIICHH] AOMIOBHX IIe-
pemKkon. 3anporloOHOBAaHO IHHOBANIHMI METOJ, IO BHKOPHCTOBYE KPYTOBY
MOJISIPU3AIII0 YIS BUSBIICHHS HaBiraliitHWxX mijed. Lleid MeToa BUKOPUCTOBYE Bill-
MIHHI NOJSIpU3aLiNHI BIACTHBOCTI, SIKI JEMOHCTPYIOTh CTAaOLIbHI HaBirariiHi mini i
dykTyariitHi 00’ €KTH, 110 3aBaKalOTh. TCOPETHYHUI aHAII3 1 MOJEIBHI CKCIIEPHU-
MEHTH OOIPYHTOBYIOTh Y3rO/DKEHI 3HAUCHHsS MMapamerpa eJiNTHYHOCTI PO3CISTHUX
XBWJIb, HE3AJICKHI Bil IHTEHCHBHOCTI JIOIILY, SIK JUIS OIIOBUX MEPEIIKO, TaK i s
MMOBEPXHEBUX MeTasleBUX 00’ekTiB. [IpakTHUHI HACTIAKK TaKUX TOCHTIIHKEHb € TyKe
MEPCIICKTUBHIMHY, a/)Ke BOHM YMOKJIMBIIOIOTH BHSABJICHHS 00’ €KTIB HE3aJIEKHO Bif
CHIBBIIHONICHHS IIIyM/CUTHAJ IIUISIXOM IHTETPYBaHHS JOAATKOBOTO KaHAIY IHPKY-
JISIPHO TIOJIIPU30BAHUX XBHIIb 1 3aCTOCYBaHHS MPOCTHX MATEMATUYHUX (DYHKITIH.
Taxwuii mizxia 3HaMeHye coO0r 3HAYHUN KPOK JI0 MO0TaHHs MpobiieM ineHTudika-
i MaJIMX HAJBOJTHHUX 00’ €KTIB, MOB’I3aHUX 13 METECOPOJIOTIYHUMH YMOBAMH B MOP-
CHKHX HABIralifHUX PaIioNOKaiiHUX CHCTEMaX.

Kawuosi cioBa: Oe3neka CyJIHOIDIABCTBA, HaBiramiiiHa Oe3reka, MOPCHKi IepeBe-
3€eHHS, PajioJOKaliiiHi MEepenIKoAr, HECIPUSTINBI MOTOJHI YMOBH, NPHIYIICHHS
MEePEIKO/I, HABITaIliifHi 11iJ1i, aBTOHOMHI HaJBOJIHI TPAHCHOPTHI 3aCO0H, MPUHIIAITH
panionoKallii, BUSBJICHHS CYJICH, TOUHICTh paiioJIOKallii.
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A HYBRID MODEL OF ARTIFICIAL INTELLIGENCE
INTEGRATED INTO GIS FOR PREDICTING ACCIDENTS
IN WATER SUPPLY NETWORKS

Yu. ZAYCHENKO, T. STAROVOIT

Abstract. The search for an effective and reliable model for predicting accidents on
water supply networks by determining their exact locations has always been impor-
tant for effectively managing water distribution systems. This study, based on the
adaptive neuro-fuzzy logical inference system (ANFIS) model, was developed to
predict accidents in the city of Kyiv (Ukraine) water supply network. The ANFIS
model was combined with genetic algorithms and swarm optimization (ACQO) meth-
ods and integrated into a GIS to visualize results and determine locations. Forecasts
were evaluated according to the following criteria: mean absolute error (MAE), root
mean square error (RMSE), and coefficient of determination (R?). Depending on the
amount and type of input data, ANFIS optimization with genetic algorithms and
swarm optimization (ACO) can, on average, increase the accuracy of ANFIS predic-
tions by 10.1% to 11%. The obtained results indicate that the developed hybrid
model may be successfully applied to predict accidents on water supply networks.

Keywords: ANFIS, ACO, GA, spatial objects, geodatabase, metaheuristics, spatio-
temporal analysis, water loss.

INTRODUCTION

Forecasting accidents in water distribution systems is important in the manage-
ment of water resources, as it makes it possible to identify problem areas in the
network and eliminate them in advance. Intelligent predictive systems are models
and algorithms that provide valuable information about the future performance of
a system as a decision support system. With the development of supervisory con-
trol and data acquisition (SCADA) systems, real-time monitoring of pressure and
data flows is commonly used to detect pipe bursts. Machine learning [5] and clus-
ter analysis models were developed for optimal assessment. Failures in the net-
work can also be analyzed using hydraulic models [6].

The techniques mentioned above were successful in detecting accidents, but
not in pinpointing their exact locations [7]. The model-based approach relies
heavily on the accuracy of hydraulic models [8] and may not be suitable for larger
water supply systems. Other methods that utilize pressure/flow measurements and
GIS have also been proposed. For instance, [9] utilized triangle-based cubic inter-
polation to establish a pressure drop surface during network breaks to locate the
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source of the problem. In [10] the measuring zone’s rupture location in the water
supply network was identified by assessing the sensitivity of various pres-
sure/flow measurements in relation to emergency leaks. [11] employed a multi-
variate graphical model that utilized data from multiple pressure gauges to iden-
tify potential accident locations, employing a combination of Gaussian and
geostatistical methods. Typically, fluctuations in demand can make it difficult to
detect hydraulic indicators resulting from accidents. Therefore, these methods can
only provide a general idea of where network breaches may occur, with an error
range of hundreds of meters and several pipes. Unfortunately, this is not precise
enough to quickly locate and fix network issues, resulting in delayed system res-
toration.

A more accurate method is needed to locate pipe bursts, which involves
gathering detailed information about the water system’s behaviour in potential
locations to detect anomalies. This can be achieved by placing accelerometer sen-
sors and analyzing acoustic signals, which can automatically determine the loca-
tion of the rupture or leak [12]. However, the reliability of this method depends
on the characteristics of the leakage conditions, such as pressure and flow rate,
and the detection range is limited by the clarity and correlation of the acoustic
signals. Another approach is based on transient processes [13], which analyzes
characteristic transient waves to determine the location of accidents. However,
background noise or other activities in the system can interfere with transient sig-
nals caused by discontinuity, especially if the number of channels to be analyzed
increases [7]. Hence, methods based on transient processes may not be suitable
for locating pipe breaks with exact precision.

Many researchers have explored the use of machine learning in water re-
sources research [14], but there is no consensus on the best model for predicting
water supply network emergencies. To address this, a forecasting model was de-
veloped that can pinpoint the exact location of potential emergencies. Artificial
neural networks are commonly used in water resource assessment due to their
computational efficiency [15—17], but they may produce errors in some cases due
to poor prediction or overtraining [15]. Therefore, it is necessary to optimize the
ANN and look for new approaches and new classes of neural networks.

Studies [18-20] have proposed a high-precision hybrid model called ANFIS,
which combines artificial neural networks (ANN) and fuzzy logic. The hybrid
ANFIS model has better performance than the two separate models, but it has cer-
tain limitations in finding the best weight parameters, which greatly affect the
prediction performance [15]. Furthermore, different optimization algorithms yield
varying results based on the geoenvironmental factors of the area being studied.
Therefore, developing new hybrid algorithms to determine the best weights and
produce reliable results is fundamental for flow modeling processes.

The purpose of this work is the development of a new model of artificial in-
telligence and the study of its effectiveness in the tasks of predicting accidents on
water supply networks with the determination of exact locations. This research is
conducted for the first time on the water distribution system of the city of Kyiv.

MODEL DEVELOPMENT AND TRAINING METODOLOGY

Data set collection for spatial modeling

The proposed modeling method is applied to the GIS water supply system of the
city of Kyiv (Ukraine). The length of the water supply networks in the city is in-
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creasing due to the inclusion of street and intra-quarter networks from enterprises.
As of 2019, the total length of the networks was 4,284.8 km.

In the structure of the city’s water supply networks, the main part is street
networks — 2614.8 km or 61% of the total length of pipes; intra-quarter
networks — 1275.1 km or 29.8%; water pipes — 394.9 km or 9.2%. The vast
majority of pipelines, namely 65.9%, are made of cast iron; 30.5% — from steel
and only 3.6% — from plastic materials.

21.4% of the pipes of the water supply network have been operated for more
than 50 years and another 33.2% — about 50 years; the service life of 27.1% is up
to 35 years, 12.3% — up to 25 years, 4.6% — up to 15 years, and only 1.4% —
up to 5 years. According to the degree of wear, 50.4% of the pipes are worn by
more than 90%; 24.3% of pipes — by 50-75%; 15.5% — by 75-90%; 6.3% —
by 25-50%; 3.5% — less than 25%.

Pipelines made of cast iron have the longest average age — 46.8 years,
pipelines made of steel — 45.4 years, the smallest — made of plastic — 15 years.
According to the pipe depreciation indicator, the water distribution system is
characterized as follows: the average degree of wear of steel pipes is 90%, cast
iron pipes are 75%, and plastic pipes are 23%.

The accident rate, which is determined by the number of accidents per unit
length of the network, has fluctuated in the range of 2.0-2.2 accidents/km in re-
cent years, and the tendency to increase the number of accidents was observed
specifically for water pipes.

The methodology of this study is shown in Fig. 1, and includes the following
stages:

1) preparation of input data;

2) separation of data into training (70%) and test (30%) sets;

3) training of ANFIS neuro-fuzzy network;

4) optimization of the ANFIS model by genetic algorithms and the swarm
optimization algorithm (ACO);

5) checking the accuracy of ANFIS, ANFIS-GA and ANFIS-ACO models.

I Calculate weight of each class of factors 4—‘

Elevation 2
E— ANFIS
Factors that cause emergencies v Historical Flood
on the water supply network Optimize parametr of ANFIS by .
- X c . Train data
T modeling optimization problems
Type of 70 percent
accident GA ACO
Pipe length Test data
quw Calculate 30 percent
Soil type
Soil v y
corrosion Model is OK Divide flood to
index train
Pipe material an test data
Pipe stiffness Final Product
Distance to
railwav

Fig. 1. Structural diagram of the development and optimization of the ANFIS model
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It is important to consider how the problem occurs in relation to other factors
to make accurate spatial predictions. Table 1 shows the data used in our predictive
model, with some entered into the GIS and the rest determined through hydraulic
modeling based on the GIS model.

Table 1. Factors and conditions used in the model that impact the emergence
of issues in the water supply network

Factors/conditions Units Description
The degree of proximity When trains are in motion, the ground
. . m vibrates, causing pipes to crack and gate
of the location to railway tracks/ valves to be damaged.
Age year Year of laying the pipe
Length m Length of a pipe
Diameter mm Size of a pipe
Soil type index NA Soil type
Geoposition NA Geospatial location
Accident date year Accident date on network
Pressure bar Pressure from hydraulic calculation results
Volume of consumption m’/hour | Volume of water consumption per hour
Volume of consumption m’/month  [Volume of water consumption per month
Demand NA Water demand
flow rate NA Flow rate according to hydraulic calculation
Pipe materials rigidity NA rigidity coefficient
Consumers NA Individuals and legal persons

It is probable that certain factors may affect the occurrence of pipe ruptures
or damages in specific parts of the network, while leaving other areas unaffected.
One such factor could be the presence of railway tracks. The vibrations caused by
freight trains passing by can lead to frequent failures in the water supply network,
resulting in pipe ruptures or damage to fittings. Additionally, the type of pipe ma-
terial used also plays a significant role in determining its lifespan. Steel pipes typ-
ically last for 25 years, while plastic or cast iron pipes can last up to 50 years.

PREPARATION OF DATA SET FOR TRAINING AND TESTING

In order to check if the model is practical, the data set for analysis should be split
into two groups: one for building the model (called the training data set) and the
other for testing it (called the test data set) [21]. To create the training data set,
70% of locations with and without previous accidents on the network (a total of
313 locations) were randomly chosen and combined.

The remaining 30% were then used to create the test dataset. Both data sets were
originally in vector format but were converted to csv format for further analysis.
For both data sets, the value 1 was assigned to indicate the presence of an accident
on the network, while 0 was assigned to indicate the absence of accidents.

We conducted a statistical analysis to thoroughly examine the data and im-
prove the intelligent model.

We performed a statistical analysis of spatial data in order to determine the
parameters of the membership function for training the ANFIS network and its
optimization (Fig. 2).
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Fig. 2. Statistical analysis of the spatial data
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DEVELOPMENT OF THE ANFIS MODEL AND ALGORITHMS FOR ITS
OPTIMIZATION

Adaptive neuro-fuzzy logical inference system

ANFIS (Adaptive Network Based Fuzzy Inference System) is an adaptive fuzzy
logical inference system proposed by Sugeno based on IF-THEN rules. It is a
method that combines artificial neural networks (ANNs) with fuzzy ones. This
neural network is used for membership function tuning and rule base tuning in a
fuzzy expert system. Below is the Sugeno model of fuzzy logic inference (Fig. 3).

A B,

fi=ax+by+n [T

poMhENS g,
A2 B2 w, + W,
ﬂ( ___________ N .. w, | fr=a,x+by+r j
X X y Y

Fig. 3. Sugeno’s fuzzy logic model

The layers of this fuzzy neural network perform the following functions.

Layer 1. Membership Function Layer

In this layer, each neuron uses a membership function (fuzzifier) to trans-
form the input signal x or y. The most commonly used functions are the bell-
shaped function or the Gaussian function:

My, (x)=

H 4, (x) =exp —(x

Layer 2. Antecedent Layer

Each neuron is represented by the symbol IT1. It performs an intersection be-
tween sets of input signals, which simulates a logical AND operation. The neuron
then sends an output:

W =ty (O xpp (), i=i=12,.n.

In fact, any T-norm operator that generalizes the AND operation can be used
in these neurons.
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Layer 3. Normalization Layer
Each neuron in this layer calculates the normalized strength of the rule:

W-

— ! ;P —
w; = i=12,.,n.

- zi W[
Layer 4. Consequent Layer
The values of output variables are formed in neurons:

01'4 :ﬁfz :ﬁ(aierbier’”i)-

Layer 5. Aggregation Layer
We receive the output signal of the neural network and perform defuzzifica-
tion of the results:
z,- Wi fz

Zi Wi

The neural network of the ANFIS architecture is trained using the gradient
descent method.

0’ = overall output = Z w,f; =

OPTIMIZATION OF ANFIS WEIGHTING COEFFICIENTS AND OFFSETS BY
THE ANT COLONY ALGORITHM

Ant Colony Optimization (ACO) is a probabilistic method for solving complex
computational problems that find optimal parameters in a search environment.
This algorithm, which was proposed by Marcus Dorigo in 1996, imitates the be-
haviour of ants in finding the optimal path from their nest to a food source. In
[22; 23], the author optimizes the weighting coefficients of an artificial neural
network using ACO and investigates the performance of the network. In the
search space, a population of weights is created which is considered as an objec-
tive function and is found according to the formula:

_ . np n,
SEP = 100 Zmex —nin §2 50 _pp)2.
n, np p=li=1

where ¢/ and o/ are the expected and actual value of the output neuron and for

the template p.
The terms O,,,,, and O,,;, represent the highest and lowest values of the
output signal from a specific neuron, while n, and n, refer to the number of

output neurons.

The ACO algorithm is a tool for optimizing neural network parameters such
as synaptic weights, number of layers, and number of hidden neurons. It begins
by randomly selecting decisions from a predefined set of data, which are then
evaluated and assigned to the decision space based on their fitness values. New
solutions are created using information from previous iterations, with a higher
likelihood of selecting values with a greater concentration of pheromones [23].
This process generates a matrix of size M X N, where M represents the decision
population size and N represents the number of decision variables.
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X X1 X e X .. Xy
X3 X1 Xop .. Xg; v Xoy
Population=|  |=| " oo |
_XM_ LXm1 Xpm2 o Xpgoo-ee Xy

where X ; = j -th solution, x;; — i-th solution variable for the j-th solution, and M is
the size of the number of solutions. The value x;; is chosen randomly from the set V; :
Vi=Wivinsenvig,viDi}, i=1,2,..,N,

where V; =set of predefined values for the i-th decision variable, v,; = d -th pos-

sible value for the i-th decision variable, and D; =total number of possible values
for the i-th decision variable [23].

GENETIC ALGORITHMS

Genetic algorithms develop optimal solutions by sampling from all possible solu-
tions. The best of these solutions are then combined using the genetic operators of
crossover and mutation to generate new solutions. This process continues until a
certain termination condition is met [4]. The diagram of the GA process is shown
in Fig. 4. The first step is the initial state in which we want to find the Hamilto-
nian cycle with the smallest sum of weights. In the second step, the fitness func-
tion estimates the Hamiltonian cycles, with lower cost functions indicating the
best individuals. Finally, in the third step, the most adapted individual is
identified.

Step 2
. ]

Step 1

Fig. 4. Scheme of the process of genetic algorithms

GA can be used to optimize various parameters in water distribution sys-
tems. It uses the following mechanisms: crossover, mutation, selection. The goal
of training is to minimize the root mean square error:

1 M 2
EW) ZMZ(dk (W)™

k=1
W= [WIaWO] 5
W Z”Wzyl' E
Wo =[wg |-
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We set the initial population in which any individual is represented by the
corresponding weights of N individuals: [W;(0),...,W;(0),..., Wy (0)].

We calculate the fitness index (Fitness Index) and evaluate the quality of
forecasting:

FIW;)=C—-E(W,) > max,

where C — constant.

IMPLEMENTATION OF THE MODEL

The technique of forecasting with a combination of GIS and artificial intelligence
methods were applied to predict accidents on the water supply network of the city
of Kyiv. The Sugeno method was used, as it shows better accuracy. The optimal
membership function was chosen by trial and error. The ANFIS method was op-
timized by GA and ACO to improve accuracy.

The performance of the ANFIS, ANFIS-GA, ANFIS-ACO models was de-
termined from the resulting mean absolute error (MAE), which indicates a risk
metric corresponding to the expected value of the absolute error loss or the loss
rate:

1 "

samples

.
2 =,
i=1

The mean squared error indicates the risk indicator corresponding to the ex-
pected value of the squared error or loss:

MAE(y,y) =

samples

Nsamples )
z =)

samples  i=0

RMSE(y,y) =

n

The R? function calculates the coefficient of determination, which repre-
sents the proportion of variance (y) that was explained by the independent vari-
ables in the model:

1o Z?zl()’i _)7i)2
> —{)2

The function explained variance calculates the estimate of the explained
variance:

R*(1,9)

explained variance (y,p)=1-— m )
var {y}

RESULTS

Spatial-temporal assessments and prediction of the occurrence of accidents
on the water supply network of the city of Kyiv

Spatiotemporal GIS analysis and modeling are essential for studying and predict-
ing future events. For modeling, we used the ESRI GIS package: ArcGIS Pro 2.7.
The first step was data acquisition and preparation. The obtained information was
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summarized in the netCDF data structure, which was used for spatial statistical
analysis and creation of a space-time cube (Fig. 5) [24] .

|

b L

Fig. 5. The result of spatial forecasting

A space-time cube is a well-known model in ArcGIS that combines spatial
data and time into a three-dimensional data structure of the netCDF (total network
shape) format, containing an array of bins with absolute location and absolute
time [24]. So, we aggregated incidents of accidents on the water supply network
within a grid size of 500 x 500 m® (distance interval) with an absolute step inter-
val of 1 month. This approach made it possible to investigate cases of accidents
on the water supply network of the city of Kyiv (Ukraine).

We applied the space-time cube to a forest-based prediction model, which
generated a 2D object class indicating the predicted locations within the original
space-time cube. Each location is predicted individually (as shown in Fig. 5) and
has its own schedule (as seen in Fig. 6).

i“hnnl“ llaL

2011 2 2015 2017

o

+ Hcxoanoe sHasenne MTEnsHLIH WiTepEan -+ MPOrHO3MPOBIHHDE 3HaseHM

Fig. 6. Graph of the values of the locations of the space-time cube

In Fig. 6, the graph displays the input, data gaps restored as a result of calcu-
lations, predicted values and confidence intervals. Confidence intervals are cre-
ated for each predicted time step, which are presented as fields of output objects.

The upper and lower bounds of the confidence intervals for the first pre-
dicted time step are calculated using quantile random forest regression. To predict
values for a future time, observations from each leaf of the tree are averaged to-
gether. The confidence interval of the second forecast is calculated in a similar
way, but is adjusted taking into account the confidence interval of the first fore-
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cast [25]. The real confidence interval of the second forecast is calculated by add-
ing the lengths of the limits of the confidence interval of the two forecasts. Subse-
quent time steps are calculated by adding previous predictions. The real confi-
dence level of these intervals is at least 90%, but in reality the accuracy may be
higher [25].

The result of the assessment of the total accuracy of the forecast in different
locations, using the forest-based method, is shown in Table 2.

Table 2. The result of the overall assessment of forecast accuracy in different
locations

Category Min Max Mean | Median | Mean sq. dev.
RMSE of the prediction 0.00 1.25 0.26 0.24 0.15
RMSE of validation 0.00 2.89 0.56 0.48 0.45

This forecasting method is best used for time series with a complex shape
and trends that are difficult to model using simple mathematical functions. The
correct selection of time steps during model validation is important. The more
time steps that are excluded, the less time it takes to evaluate the validation mod-
el. However, if too few time steps are included, the RMSE value will be estimated
using less data and may be misleading. Also, this tool can produce unstable and
unreliable forecast results if the same value is repeated too often in time series
[25]. To optimize and improve the accuracy of the predictive model, we com-
bined GIS methods with hybrid artificial intelligence methods.

Configuration of hybrid models

In this study, we integrated the ANFIS model with GA and ACO algorithms, and
compared the performance of the models. The algorithms are implemented in the
Spyder environment (Anaconda 3). In order to test the model with different opti-
mization algorithms, the data were organized into separate training and test data-
sets, which were divided into 70% and 30% (Fig. 7).

ANFIS _ ANFIS-GA . . ANFIS-ACO

.........
......
ea,

...............................
.........
.
.
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Fig. 7. Results of model training
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Fig. 7 shows the result of model training: change in error frequency during
training; comparing predicted values with actual data on the training set and com-
paring predicted values with actual data on the test set.

The first step was to import the training data into the ANFIS, ANFIS-GA,
ANFIS-ACO models to reveal the hidden relationships between the factors affect-
ing the emergency of the water supply network. As a next step, the validation data
were used to test the performance and predictive capabilities of the models. MAE,
RMSE, R? and explained variance were used to measure accuracy. Table 3
shows the result of learning hybrid models (the first 5 iterations in GA and ACO).

Table 3. Comparison and performance testing of models

Model Test dat;t Train datzzl
MAE [RMSE| R Cov |MAE| RMSE | R Cov
0.043]0.094 | 0.613 [ 0.613 |0.062] 0.125 | 0.576 | 0.578
ANFIS Study time: 0:00:06.19
0.041]0.097 | 0.599 | 0.600 [0.061] 0.124 | 0.575 [ 0.574
Study time: 0:00:08.31
0.042] 0.098 | 0.583 | 0.585 | 0.061 | 0.124 | 0.575 [ 0.577
Study time: 0:00:08.98
0.041]0.098 | 0.587 | 0.589 | 0.061 | 0.125 | 0.575 [ 0.577
ANFIS-GA Study time: 0:00:09.09
0.044] 0.098 | 0.585 | 0.587 | 0.062 | 0.124 | 0.573 [ 0.575
Study time: 0:00:08.41
0.042] 0.098 | 0.584 | 0.586 | 0.061 | 0.125 | 0.575 [ 0.576
Study time: 0:00:08.24
0.041] 0.096 | 0.593 | 0.595 | 0.061 | 0.124 | 0.573 | 0.575
Study time: 0:00:11.96
0.042] 0.097 | 0.585 | 0.587 | 0.061 | 0.124 | 0.574 [ 0.576
Study time: 0:00:11.86
ANFIS.ACO |0:043 [ 0.098 | 0.585 | 0.586 | 0.062 | 0.125 | 0.572 | 0.575
Study time: 0:00:12.22
0.041] 0.098 | 0.586 | 0.588 | 0.061 | 0.125 | 0.576 [ 0.577
Study time: 0:00:11.92
0.042] 0.097 | 0.585 | 0.587 | 0.062 | 0.125 | 0.573 | 0.575
Study time: 0:00:12.21

The MAE values for the ANFIS, ANFIS-GA, and ANFIS-ACO models were
calculated for both the test and training data. The results show that the ANFIS-
GA model had the best performance with a MAE value of 0.042 for the test data
and 0.061 for the training data. The GA algorithm was found to be more efficient
than the ACO algorithm, which had a similar performance but required twice as
much training time. It’s important to note that these results may vary based on the
input data. Overall, the ANFIS-GA model is stable, efficient, and has a fast con-
vergence rate.

CHECKING AND COMPARING MODELS

We used three different optimization models, namely ANFIS, ANFIS-GA, and
ANFIS-ACO, which were developed and implemented in Spyder (Anaconda3).
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The results obtained from these models were then visualized in ArcGIS Pro 2.7.
To train these models, we divided the pointed objects of accidents into two cate-
gories: 30% for training and 70% for testing. We used the training data set to es-
tablish relationships between the occurrence of accidents (1) and the absence of
accidents (0).

We checked the accuracy and performance of hybrid intelligent models by
calculating the mean absolute error of MAE. Fig. 8 shows the membership func-
tions of the input variables of the ANFIS model. Fig. 9 illustrates the graph of the
change in the loss function depending on the number of iterations. Membership
functions indicate the fuzziness of the inputs. A comparison of the accuracy
scores in Fig. 8 shows that the ANFIS network performs well.
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Fig. 8 Membership functions of the used input variables
As a result, the accuracy of the ANFIS model was 95.49%. The accuracy de-

creases when the number of inputs increases, so to increase the accuracy, it is
necessary to improve the network with optimization algorithms.

ANFIS Loss, MAE, MSE, Valuation Loss ANFIS Training and Validation loss
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Fig. 9. The graph of the change of the loss function depending on the number of
iterations

The result of training the ANFIS-GA and ANFIS-ACO models was not
much better than the classic ANFIS, moreover, the ANFIS-ACO model required
much more time. In ANFIS-GA, the training time was the same as in ANFIS (one
iteration on average 0:00:06.24), while in ANFIS-ACO the total training time
took 0:58:19.69 (0:00:12.38 one iteration). Overall, the predictions aligned well
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and matched the experimental data accurately. It’s worth mentioning that the test
results demonstrate the developed models’ proficiency in forecasting data beyond
the training range.

Compared to GIS forecasting methods, developed artificial intelligence
models provide an opportunity to expand and increase forecast accuracy, and in-
dicate specific problematic pipes. Also, the developed models can be easily inte-
grated into ArcGIS Pro in the form of geoprocessing tools, and published on cor-
porate geoportals.

CONCLUSIONS

Adaptive neural fuzzy logic inference system (ANFIS) and its hybrid learning
methods: ANFIS-GA, ANFIS-ACO were used to predict water supply network
accidents. This model was integrated into GIS (ArcGIS Pro) to visualize and de-
termine the exact locations of possible accidents and was verified in practice (all
predicted accident locations for the next three days coincided with accidents that
occurred on the Kyiv water supply network). The following conclusions can be
drawn from the forecasting model described above:

e Performance evaluation and model validation results of selected metrics:
R2, RMSE, and MAE for both training and testing on a small amount of data
showed that the hybrid models did not outperform ANFIS model.

e When the amount of input data increased, the accuracy of the ANFIS
model decreased and it became necessary to optimize the ANFIS with genetic
algorithms and the swarm optimization algorithm (ACO). This optimization
increased the accuracy of ANFIS prediction by 10.1%, 11%.

e The results of ANFIS, ANFIS-GA, and ANFIS-ACO intelligent models
combined with GIS indicate a large information potential that can support real-
time operational control of water supply systems. Fuzzy models of emergency
forecasts have a significant advantage as they require less information about water
supply systems than conventional probabilistic models. In addition, this informa-
tion may be vague and inaccurate. The ANFIS model is suitable for modeling
complex problems, especially when the relationship between factors is unknown.
It is especially useful for identifying threats and providing advance warnings
about the likelihood of an accident.
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FBPUJIHA MOJEJIb IITYYHOI'O IHTEJEKTY IHTET'POBAHA B TIC
JJISI MPOTHO3YBAHHSI ABAPIU HA MEPEXAX BOJOIIOCTAYAHHSA /
FO.I1. 3aituenko, T.B. CtapoBoiT

Anotamisi. [Tomyk edexkTHBHOT Ta HAAIHHOT MOJIENI POTHO3yBaHHS aBapiii Ha Me-
pexax BOJOIOCTaYaHHs 3 BU3HAYCHHSM iX TOYHHMX PO3TAllyBaHb 3aBXIH OyB BaXK-
JMBUM JUIs €(EKTUBHOIO KEpYBaHHSA CHCTEMaMH PO3NOALLY Boxu. JlociiIKeHHS,
3aCHOBaHE Ha MOJENi aJalTHUBHOI HEHPOHEYITKOI CHCTEMH JIOTiYHOTO BHCHOBKY
(ANFIS), po3pobiaeHo a1t mpOrHO3yBaHHS aBapiil HA MEpPEKi BOJOIOCTAaYaHHS Mic-
Tta KueBa (Ykpaina). Monens ANFIS moenHaHo 3 TeHETHYHHMHU aITOPUTMaMH Ta
Metogamu poioBoi ontumizanii (ACO) Ta inrerpysamu B I'IC ms Biyanizamii pe-
3yJIBTATIB 1 BU3HAYCHHS X po3ranryBaHHs. [IporHo3u OIiHIOBaNIM 3a TaKHMMHU KpHUTeE-
pisimu: cepennpoi abcomorHoi moxubku (MAE), cepeaHpoi KBaApaTHYHOI TOXUOKH
(RMSE) Ta koedirientoM nerepminanii (R). 3amesxHo Big KiNbKOCTi Ta BUIJISLY
BXigHuX Aanux ontumizaiisi ANFIS reHeTHYHHMH anropuTMamMH Ta ajaropuTMOM
poitoBoi ontumizanii (ACO) Moxe B cepeiHbOMY 30iJIbLIYBaTH TOYHICTh Mependa-
genHst ANFIS na 10,1%, 11%. Otpumani pe3ynsTaTi CBigdaTh Ipo Te, IO po3poo-
JieHa TiOpHIHA MOJENh MOXKe OyTH YCHIIITHO 3aCTOCOBaHA Ul MIPOTHO3YBAaHHS aBa-
piif Ha Mepexax BOIONIOCTAYAHHSI.

KurouoBi ciaoBa: reoindopmaniiini cucremu, ANFIS, ACO, GA, npoctoposi
00’€KTH, IPOCTOPOBO-YACOBHUI aHAII3, BTPATH BOIH.

Cucmemni docnioxcenna ma ingpopmayivini mexunonoeii, 2024, Ne 2 67



UDC 004.424.4
DOI: 10.20535/SRIT.2308-8893.2024.2.05

INTERACTIVE DECISION SUPPORT SYSTEM FOR LUNG
CANCER SEGMENTATION

V. SYDORSKYI

Abstract. This paper studies Clinical Intelligent Decision Support Systems
(CIDSS:s) for lung cancer segmentation, which are based on deep neural nets. A new
interactive CIDSS is proposed and compared with previous approaches. Addition-
ally, the purpose uncertainty problem in building interactive systems is discussed,
and criteria for measuring both quality and amount of user feedback are proposed. In
order to automate system evaluation, a new algorithm was used to simulate expert
feedback. The proposed interactive CIDSS outperforms previous approaches (both
interactive and noninteractive) on the task of lung lesion segmentation. This ap-
proach looks promising both in terms of quality and expert user experience. At the
same time, this paper discusses a bunch of possible modifications that can be done
to improve both evaluation criteria and proposed CIDSS in future works.

Keywords: clinical decision support systems, deep learning, open system, interac-
tive segmentation.

INTRODUCTION

Decision support systems (DSS) stand out as instrumental across various domains
of human activities [1-3]. These systems combine the advantages of big data, sta-
tistical models, big informational systems, classical machine learning, and deep
learning technologies. Of particular academic and practical interest are the emerg-
ing Intelligent DSS. Characterized by their reliance on neural networks, these sys-
tems promise enhanced analytical depth and precision, setting the stage for trans-
formative applications across diverse sectors.

A significant portion of recent research [4] has been dedicated to the applica-
tion of machine learning and deep learning in medical imaging. These studies
primarily focus on architecting neural networks and formulating optimization
policies to improve diagnostic accuracy. However, it is important to consider deep
learning models as part of DSS systems and sub-systems in medical applications.
Being a part of IDSS, they can benefit from advances in computer science, system
analysis, and decision-making in scientific and practical spheres. IDDS, based on
neural nets, can provide accurate medical insights, a user-friendly interface, and
an interactive and adaptive mechanism for decision-making.

To address the problem of building IDSS based on deep learning ap-
proaches, using expert feedback to improve the initial results of the proposed sys-
tem, the task of lung cancer segmentation is considered. The main contributions
of this paper are:

¢ Integration of a segmentation neural net into an interactive intelligent de-
cision support system.

© V. Sydorskyi, 2024
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o Adaptation of the previous interactive segmentation approach [5] to the
task of lung cancer segmentation.

e Improvement of the previous approach by the usage of two types of seg-
mentation neural nets.

e Formulate a purpose uncertainty problem [6] in the construction of such
a DSS and propose a set of criteria for DSS assessment, including a special algo-
rithm for expert feedback simulation.

Also, it is important to mention that the proposed system can be adapted for
other types of cancer diagnosis. Such adaptions will be considered in future
works.

RELATED WORK

The application of clinical decision support systems (CDSS) was proposed in re-
cent studies in order to help with the diagnosis and treatment of oncology diseases
[7], modifications in order to adapt to cancer treatment in developing countries
[8], and specialized DSS, for example for brain tumors treatment [9]. All these
works are focused on building complete decision support systems. Still, at the
same time, they focus less on particular intelligent subsystems, which hugely
benefit the precision of the overall system.

The latest research in computer science proposes a wide variety of deep
learning algorithms [10], which can be utilized in order to improve the quality of
CDSS. Starting from classical U-Net [11], FPN [12], and DeepLab [13] architec-
tures, which made a breakthrough in semantic image segmentation in the sphere
of medical imaging, ending with the latest Unet++ [14], UNet 3+ [15] and
UNETR [16] architectures, which rely on complex skip and residual connections
and on processing the whole image volume altogether (3D Nets). Additionally,
different Hybrid and Neuro-Fuzzy Networks were applied to the task of lung and
brain tumor segmentation and detection in combination with classical 2D, MIL,
and 3D approaches [17].

At the same time, interactive segmentation methods propose guiding deep
learning algorithms with user feedback. Segment Anything Model [18] proved
that neural nets can generalize to the segmentation of many different objects in
completely different scenarios. However, there is doubt that it can segment pre-
cise medical images, especially in the presence of very tiny and hard distinguish-
able objects, like lung cancer lesions. Other more specialized approaches were
proposed [19; 5] and showed success in medical image segmentation.

INTERACTIVE INTELLIGENT DECISION SUPPORT SYSTEM FOR LUNG
CANCER SEGMENTATION

This work considers modern deep learning algorithms to build an interactive intel-
ligent decision support system for lung cancer segmentation. The proposed ap-
proach operates on CT scans from different manufacturers and incorporates user
feedback to increase the segmentation quality. Finally, three possible architectures
of DSS are compared by several criteria.
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First, let’s formalize the main problem that the segmentation system should
solve. This system receives a pre-processed CT scan — x, which is a 3D image,
where dimensions refer to the width, height, and depth of the image matrix:

x={xl~jk}, i=0,..,height, j=0,...,width, k=0,...,n_slices.

In the proposed approach, the Multi-Instance Learning (MIL) [17; 20] ap-
proach is used, where each instance refers to a slice of the scan. So, the basic deep
learning model — H should approximate mask pixel distribution for each slice
based on several scan slices:

H(xg)=Yis X =Xps V=i s

1={0L,.... height}, J ={0,L,...,width}, K ={kj,ky,k/},

where K refers to some set of indexes that define slices, which are used for the

prediction of each slice mask, & refers to some fixed slice index, and y; refers
to an approximated slice mask.

In order to make the system interactive, it is required to introduce additional
input to the network, which refers to the expert feedback on initially approxi-
mated slice masks. One of the ways to incorporate such feedback is to allow ex-
pert to select pixels that, he thinks, are misclassified. An expert can simply click
on pixels that he thinks should be assigned to foreground — lesion region or
background — non lesion region. Also, an expert can erase the whole slice mask.
Formalization of expert’s feedback:

o Two sets of clicks are provided by the expert: ¢ p — “positive” clicks,
which refer to the foreground (¢ _p={,j}, i€{0,L,...,height},
j€{0.L,...,width} ) and ¢ _n — “negative” clicks, which refer to the background
(c_n={i,j}, i€{0,1,.. height}, je{0,Ll,.., width}).

e Click mask — cm (cm= {cmi/}, i=0,..,height, j=0,...,width,
cmy; € [0,400)).

e Algorithm for encoding clicks into click mask C2M
(C2M(¢c_p)=cm_p OR C2M(c_n)=cm_n).

e Newmodel — H_ [ (H_I(cm_p,cm_n,y,.xg)=y_ fi )-

It is important to mention that A [ takes the previous predicted mask y;

on input, which allows to incorporate both information from the previous step and
expert feedback. The interactive procedure can be applied several times: redefine

Vi ==y _ fp and ask expert fornew ¢_ p and ¢_n. Such an iterative procedure

creates a certain trade-off: more iterations result in better segmentation masks
while taking more expert’s time. Also, to receive the initially predicted mask, two

—

approaches can be used: predicted masks from /A or initialize y, as zero mask

and ask an expert to define foreground areas without the initially predicted mask.
So there are three possible structures of segmentation DSS:
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1. Noninteractive (Fig. 1).

Input and Process

Image

2. Non Interactive IDSS

;

v.f

Expert

Fig. 1. Structure of noninteractive IDSS

2. Interactive, without the initially predicted mask (Fig. 2).

Input and Process Image

2. Interactive, without the initial predicted mask IDSS

X
y.f
L Y
cm_p and c nand
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Fig. 2. Structure of interactive IDSS, without the initially predicted mask

Expert

3. Interactive with initially predicted mask, received from H (Fig. 3).
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Fig. 3. Structure of interactive IDSS with initially predicted mask received from H
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Although, it is important to mention that proposed segmentation DSSs are
open systems because they explicitly have information exchange in the form of
user feedback. While utilizing this user feedback, entropy in the system is de-
creasing. This can be easily tracked by the improvement of quality metrics, which
will be discussed in Experiments section.

Purpose uncertainty problem. One of the problems in building such an
IDSS is purpose uncertainty [6] because there is a trade-off between the amount
of user interaction and the quality of the final mask. In this task, different ways of
expert interaction require different amounts of effort:

— Making a positive click is the most challenging action because it requires
an understanding of precise lesion location, while the initial mask, produced by
DSS, can bias the expert.

— Making negative clicks requires less effort because, in most cases, finding
a healthy region is an easier task.

— Erasing the whole mask is the most straightforward action because it does
not require selecting a particular region.

Considering quality metrics, there is also some uncertainty because the pro-
posed systems will be tested on a series of CT scans, but it is important to track
both average quality results and a number of poorly segmented masks. In order to
handle this problem, median metric values and the whole metric distribution will
be considered in Evaluation section.

DETAILED NEURAL NET SETUP

First of all, K set for selecting input instances should be defined. In the proposed
approach K ={k—-2, k-1, k, k+1, k+2}, k refers to target slice.

So, the neural net will operate on the target slice and two previous and next
slices. Initial experimental results proved that using more slices does not improve
segmentation quality and only leads to optimization and inference overheads and
overfitting. To feed selected slices in regular 2D Convolutions, slices will be
stacked on channel dimension so the resulting input will have the following form:

x _k=x_KIlJ, I ={0,1,....height}, J =1{0,1,...,widt}.

In this paper, classical Encoder-Decoder segmentation neural nets will be
used: EfficientNet B3 [21] encoder and Unet++ [14], DeepLabV3+ [22] decoders.
Different setups will be evaluated in Experiments section, and the best one will be
chosen according to the proposed criteria. After the final fully connected layer,
the sigmoid will constraint outputs of each pixel prediction to [0; 1] range, and
thresholding by 0.5 will be applied.

To design click-to-mask transformation, “Gaussian” masks will be used, as
proposed in [5] — equations:

DM, ={dy}, d;=d((i,)).¢;);

—d.i2 510 2
CMCI :{Cmij}, om _e( i~ [(2sigma™))

i = if dy; <clip _radius else 0

CM:ZCMCI’

i
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where DM, is a distance transform for each click ¢;; d — euclidean distance;
CM ., — click mask for each click ¢;; sigma — “Gaussian standard deviation”;

clip radius parameter, which zeros out mask pixels, which are too far from the
center; CM final click mask for several clicks. In the proposed approach, sepa-
rate masks for positive and negative clicks are used. Finally, to feed clicks masks
and previously predicted masks to an interactive neural net H [, all inputs are
stacked channel-wise, so H [ has three more additional input channels com-
paredto H .

DETAILED OPTIMIZATION SETUP

For training both H and H_ [ Adam optimizer [23] and reducing the learning
rate with the OneCycleCosine learning rate scheduler, starting with le-3 and fin-
ishing with le-6, are used. Neural nets are trained for 191000 steps. Batch size is
set to 32, and a distributed data parallel [24] mechanism on two A100 GPUs is
used.

It is important to consider the data distribution of masked regions, which is
typical for most medical segmentation tasks. In most cases, regions with lesions
take only a very small partition of the whole image area, so there are many more
negative pixels than positive ones. This work proposes to sample slices with and
without lesions with equal probability to reduce class imbalance for the optimiza-
tion procedure.

In order to optimize both neural nets, the sum of BCE and Jaccard [25]
losses is used.

Also, a transfer learning mechanism is used, and the encoder is initialized
with weights received from a noisy student learning procedure [26].

For training noninteractive net ( H ) horizontal and vertical flip augmenta-
tions are used, and on the inference stage, the same test time augmentation [27] is
applied to improve prediction quality. For training interactive net (H _[) any
augmentations are not used.

Another important part is the click-sampling strategy. This work mostly fol-
lows strategies proposed in [5] but with several modifications specific to the
medical imaging domain. Initially, there are not previously predicted masks, so
first clicks should be initialized by some “cold start” strategy. For positive clicks,
the center masses of each lesion are selected; if there are several lesions on one
slice, the lesion with the biggest area is picked. For negative clicks, random points
within d,, distance from the lesion are selected. Other negative click sampling
strategies from [5] were not considered because of task specifications:

e Sampling from another object is not possible in this task because there is
only one type of object to segment.

e Sampling from the target object border is also inefficient because the le-
sion area is pretty tiny, and its border may contain a big part of this area.

After sampling clicks, a click mask for the current interaction can be created
and saved to the click cache for the next interactions. Predicted masks for click
sampling are used only after the first epoch. Having previously predicted masks
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and previous clicks, it is possible to use other sampling strategies. For selecting a
positive click, the algorithm uses false negative pixels connected regions and se-
lects the biggest area region and sample click, which is located on the largest dis-
tance both from the region border and previous clicks:

¢; = argmax , (min (minptd(p,p,,),minpcd(p,pc ), D
where ¢; refers to click to select; p — all possible points; p,— points of the
region; p,.— previous clicks from the cache. The algorithm follows the same
logic for negative clicks, but here, false positive masks are used as mislabeled
masks. To introduce diversity and ensure that the neural net can work only with a
few clicks, the algorithm randomly resets the click cache for each image with a
probability of 0.3. Also, the maximum number of positive and negative clicks is

constrained to 12 separately. It is done to reduce RAM overhead and ensure that
the neural netdoes not abuse the usage of lots of clicks.

EXPERIMENTAL RESULTS

In this section, the following points are described:

— Lung lesions dataset, which is used for training neural networks and testing
proposed DSSs;

— Metric that is used for evaluation and solution for purpose uncertainty issue;

— An algorithm for simulating feedback from an expert;

— Results of the proposed approach.

Dataset. To experiment with the proposed IDSS, the Lung Image Database
Consortium image collection (LIDC-IDRI) [28] is used, which consists of diag-
nostic and lung cancer screening thoracic computed tomography (CT) scans with
marked-up annotated lesions. In this research, only CT scans and marked-up an-
notated lesions are used.

The whole dataset contains 1018 scans from 1010 unique patients. So, in
most cases, there is one CT scan for one patient. The dataset annotation was ob-
tained from four independent experts. To get the final mask, the consensus of the
majority of annotators [29] was used. The examples of original and masked im-
ages are presented in Fig. 4.

Fig. 4. Examples of CT scans with annotation. First row — original scans. Second row
— annotation

All CT scans have 512x512 height and width, but they all differ in the
number of slices. Slices distribution can be seen in Fig. 5.
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Fig. 5. Distribution of the number of slices across the dataset

As mentioned before, the biggest problem in lesion segmentation is a severe
class imbalance — most of the pixels are background pixels. Moreover, most of
the slices do not contain lesions: the median number of slices in the scan is 203.5,
and the median number of slices with lesions is 40. Also, the area of lesions is
pretty small; the median of the relative area of the foreground area to the whole
scan area across all dataset images is 8.7683e-06. So, such class imbalance should
be considered during model optimization and evaluation.

Evaluation. Two main criteria to evaluate results will be considered: quality
and amount of expert feedback.

For quality evaluation, the Intersection over Union (IoU) [30] metric is used,
which is computed for each scan separately and averaged across all scans. If the
scan does not contain lesions and the predicted mask is empty — IoU is equal
to 1. This work also outlines the median, first (Q,), and third (Q, ) quartiles of

IoU scores and overall distribution.

For the amount of expert feedback evaluation, three types of feedback, out-
lined in Purpose uncertainty problem section, are considered. The feedback score
equation (2) includes different weights for feedback types. These weights are pro-
posed based on personal perception of the process and can be tuned in future work.

Feedback Score=Number of Positive Clicks +
+ Number of Negative clicks *0.85+
+ Number of Masks erasements *0.75 . 2)

This score should be minimized.

The dataset is split into train and test sets with stratification by relative area
of foreground area and grouping by patients (so scans of one patient are only in
the test or train set). After the split, there are 203 scans in the test set and 815
scans in the train set, so approximately 20% of the data is used for model assess-
ment.

Algorithm for simulating expert feedback. This algorithm is needed to test
our second and third types of IDSS. The proposed algorithm behaves as an
“ideal” expert. The algorithm makes one optimal click for each slice in each scan
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on each iteration. Such an approach is impossible in the real scenario, but profes-
sional radiologists should behave near the “ideal” behavior. This work proposes
possible improvements for future work:

o Introduce the probability of making positive, negative clicks or mask
erased.

o Introduce some probability distribution of click coordinate.

e Condition both previous distributions on lesion size, number of ground
truth, and predicted lesions in the particular CT scan.

e Reduce the probability of correct feedback with iteration number.

Let’s formalize optimal positive and negative clicks. First, false positive pix-
els connected regions for positive click and false negatives connected regions for
negative are computed. If there are no such regions for a particular scan or the
whole region consists only of its border (single-pixel line), the algorithm just
omits clicking. Otherwise, it selects the biggest mislabeled region using the tech-
nique proposed in equation (1).

If no feedback was done for a particular slice, a mask from the previous it-
eration or an empty mask if we have a “cold start” scenario is used.

Experiments. Both different systems and different decoders for neural net-
works H and H [ will be compared by evaluation metrics proposed in

Evaluation section
Quality metrics are outlined in Table 1.

Table 1. Quality metrics

System and Decoder | MeanloU T | MedianloUT | O IoUT | Q,1oUT
U 0.4083 0.4385 0.1507 0.5993
Dee pLig\s,tgféeCO der 0.3929 0.4104 0.1202 0.6103
Une e 0.7031 0.6904 0.6154 0.7729
DeepLng}gféeco der 0.6868 0.6679 0.5925 0.7587
Un efﬁt%gfo dor 0.7182 0.7039 0.6351 0.7945
DeepLig’i}ngeco dor | 0-6986 0.6833 0.6063 0.7844

DeepLabV3+ and Unet++ decoders are compared because the first one was
used in [5]. From the IoU score, it is obvious that Unet++ outperforms the Dee-
pLabV3+ decoder for all systems, which is logical because the model can benefit
from lots of skip connections in Unet++ architecture. Bootstrapped cross-entropy
[31] loss was also tested in this work, but the results were worse than the pro-
posed loss setup. Comparing different systems, the proposed System 3 outper-
forms all other systems by all quality metrics and with all proposed decoders. It is
essential to pay attention to MeanloU, and @, IoU: we can see that the

interactive approach introduces more than 0.3 improvements in mean score and
a bit less than 0.5 improvement in Q, score, which is a huge increase in quality.
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Next, we can observe loU scores distribution for System 1 Unet++ Decoder,
System 2 Unet++ Decoder, and System 3 Unet++ Decoder in Fig. 6.

Distribution of loU scores for System 1 Unet++ Decoder Distribution of loU scores for System 2 Unet++ Decoder
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Fig. 6. IoU scores distribution for Systems 1, 2, and 3 with Unet++ decoder

Obtained results show fewer scans segmented with very poor scores and
many more scans segmented with nearly ideal scores.

Visual results of segmentation can be seen in Figs. 7, 8.

According to visual results, the model correctly reacts to positive and nega-
tive clicks. Additionally, the model does not remove the correct segmentation if
negative clicks are placed near correctly segmented regions. However, there is
still space for improvement. As we can see from Fig. 7, the model is pretty con-
servative in segmenting additional areas after a positive click for some scans.

Feedback Score (equation (2)) is outlined only for interactive systems
(second and third) in Table 2.

Table 2. Number of all feedback types and resulting Feedback Score

Number of Number Number Feedback
System and Decoder Positive of Negative of Masks S !
Clicks ¥ Clicks Erasements core
System 2
Unet++ Decoder 3024 0 0 3024
System 2
DeepLabV3+ Decoder 3024 0 0 3024
System 3
Unet++ Decoder 1637 284 1384 2916.4
System 3
DeepLabV3+ Decoder 1730 248 1344 2948.3
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From Table 2: System 2 requires only positive clicks because there is no ini-
tial mask approximation, while System 3 requires correction of initial results, so it
has all types of feedback. Considering weighting coefficients from equation (2),
we see that System 3 again outperforms System 2 with all decoders.

C

HEEE
| | | 1@
| | | 1@

Fig. 7. Results of segmentation from Sytem 3 Decoder Unet++. First row — original
scans. Second row — annotation. Third row — initial masks from A . Fourth row —
positive clicks. Fifth row — corrected masks with A [

Considering both quality and feedback criteria, we can conclude that System
3 with Unet++ decoder is a rational choice for the lung cancer segmentation task.

Finally, let’s investigate the systems’ performance on more interactive feed-
back iterations in Fig. 9.

From the received plots, System 2 outperforms System 3 in mean IoU only
from the third feedback iteration while still losing in feedback score. These results
are logical because System 2 always relies on expert feedback, while System 3
has initial mask approximation, which is not conditioned on feedback. On the
other hand, there is still an issue with the “ideal” behavior for users’ feedback
simulation, and this issue will be addressed in future works.
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Fig. 8 Results of segmentation from Sytem 3 Decoder Unet++. First row — original
scans. Second row — annotation. Third row — initial masks from H . Fourth row —

negative clicks. Fifth row — corrected masks with A [
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Fig. 9. Mean IoU and Feedback Score depending on feedback iteration number for
Systems 2 and 3 with Unet++ Decoder

CONCLUSIONS

This paper has studied different IDSS for lung cancer segmentation, proposed
evaluation criteria, and the algorithm for users’ feedback simulation. Finally, a
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system that outperforms previous approaches by all criteria is proposed. However,
it may have less quality increase with feedback iterations compared to previous
systems. This issue will be addressed in future works. It is important to mention
that the proposed system is a combination of 2 other systems, so it is possible that
there is a huge room for improvement. Another issue that requires further research
is the users’ feedback simulation algorithm. Its behavior is too “ideal,” and there
should be randomness conditioned on previous mask approximation results.
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IHTEPAKTUBHA CUCTEMA IIATPUMAHHSI NPUMHATTS PIIIEHD JIJIS
CEI'MEHTAIII PAKY JIETEHIB / B.C. Cunopcbkuii

AHoTanis. J{ocipkeHo KTiHIYHI iHTENeKTyalbHI CHCTEMHU MIATPUMAHHS IPUHHATTS
pimens (ICIIIIP) st cermeHTanii paky JiereHb, SKi 0a3yrOThCS Ha TITMOMHHUX HEH-
POHHHX Mepeskax. 3ampornoHoBaHo HOBY iHTepakTuBHY ICIIIIP i mopiBHsHO 1i 3 mo-
nepenHiMu migxomamu. OOGroBopeHo mpoGiieMy HEBH3HAYEHOCTI IiIed mix dac
CTBOPEHHS IHTEPAaKTHBHHUX CHUCTEM 1 3aIIPOIIOHOBAHO KPHUTEPIl IS OI[IHIOBaHHS KO-
CTi Ta KUTBKOCTI 3BOPOTHOTO 3B’SI3KY Bijl ekcriepra. [yt aBTOMaTH3aIli1 OI[iHFOBaHHS
CHCTEMH BUKOPHCTAHO CHELiaJIbHUH aJTOPUTM ISl CUMYJISLIT 3BOPOTHOTO 3B SI3KY
ekcriepra. 3anpornonoBana intepaktusHa [CITIIP nepeBepiunia nonepeaHi miaxoan
(sIK iHTepaKTUBHI, TaK 1 HEIHTEPaKTUBHI) y 3aBIaHHI CerMeHTalil paKy jereHb. Llei
MiAX11 IEPCHIEKTUBHUN SIK MO0 SKOCTI, TaK 1 3pyYHOCTI BUKOPUCTAHHS €KCIIEPTOM.
BonmHoyac 00roBopeHO HHM3KY MOMJIMBHX MOIU(iKamild, SKi MOXXHa BHKOHATH JJIS
MOKpAIIEHHS SIK KPUTEpiiB OiHIOBaHHS, Tak i 3anpononoBanoi ICIIIIP y maitGyTHiX
nparix.

KiouoBi cjoBa: KIiHIYHI CHCTEMH MiATPUMAaHHS NPHUHATTS PillleHb, TJIHOHMHHE
HaBUYaHHSA, BiIKPHTA CHCTEMA, IHTEPAKTUBHA CETMEHTAIIisL.
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COMPUTING IN A 5G NETWORK
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Abstract. Mobile edge computing is an important element in ensuring the efficiency
of the 5G network as a whole, as it enables data storage and computing at the net-
work edge. Existing solutions do not fully address the issues of load distribution be-
tween computing nodes, and most solutions do not offer methods for verifying com-
putations and controlling errors. Accordingly, this paper aims to develop an
approach to the organization of mobile edge computing in a 5G mobile network that
would authenticate distribution servers and computing nodes, manage the process of
distributing computing nodes, have a procedure for verifying the correctness of cal-
culations, and take into account the parameters of computing nodes during distribu-
tion. To achieve this goal, we propose to use the developed method. The method of
load balancing and selection of computing nodes for edge computing via 5G allows
for identifying available nodes and distributing computing blocks among them. It
also provides mutual authentication of elements and includes a method of data veri-
fication and error detection for the MEC system. The provided solution allows for
controlling errors during calculations and protecting the server from incorrect data.
These methods are optimized according to minimum network resources and comput-
ing time criteria. These improvements increase the efficiency of mobile edge com-
puting in a 5G network.

Keywords: 5G network, mobile edge computing, task allocation scheme, call flow,
load balancing, task verification.

INTRODUCTION

The new 5G cellular networks are expected to face a sharp increase in mobile
traffic and IoT user demands due to the massive growth in the number of mobile
devices and the emergence of new computing applications. Running resource-
intensive computing applications on resource-constrained mobile devices has re-
cently become a major challenge, given the stringent requirements for computing
time and the limited storage capacity of the devices.

Cloud computing allows you to store and process data on remote servers.
A large number of different applications that generate an ever-increasing amount
of data, which significantly increases network latency, uses them and places
differentiated demands on data security and manageability. Mobile Edge
Computing (MEC) technology can help prevent these problems from getting worse.
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Mobile edge computing has recently emerged as a key technology to over-
come these challenges, as it enables the provision of cloud computing services
such as data storage and computing at the edge of the network. MECs have the
potential to run computationally intensive applications such as augmented and
virtual reality [1]. MEC is also an important component of the Internet of Things
(IoT), as it allows to reduce the power consumption of mobile devices.

Mobile edge computing is a data management technology that involves stor-
ing and processing data close to the source. This allows for faster response to real-
time computing needs and helps to guarantee the availability of information. In
general, MEC is a decentralized computing infrastructure in which some signal
processing, storage, management and computing applications are distributed in
the most efficient and logical way between the data source and the cloud [2]. Mo-
bile edge computing extends the concept of cloud computing by bringing the ben-
efits of the cloud closer to users in the form of the network edge, which provides
lower end-to-end latency.

The goal of the presented work is to organize mobile edge computing in
a 5G network by performing authentication of distribution servers and computing
nodes. It is also necessary to ensure the management of the process of distributing
computing units, including the procedure for checking the correctness of calculations
and taking into account the parameters of computing nodes during distribution.

In this regard, the following tasks were solved within the framework of an
improved approach to the organization of mobile edge computing in the 5G net-
work:

e Development of a method for load balancing and selection of computing
nodes for MEC. The implementation of this method should not require additional
physical elements in the network.

e Developing a method for data verification and error detection, as a com-
puting node may report incorrect calculation results.

e Determining a method of mutual authentication for different types of
equipment in the 5G network for the process of mobile edge computing without
the use of a trusted third party.

At the same time, there are currently no existing technical solutions that
would solve all of the above problems.

ANALYSIS OF EXISTING SOLUTIONS FOR MEC IN THE 5G NETWORK

The problems that arise when organizing mobile edge computing covered in a
large number of publications. For example, [3] describes a typical MEC architec-
ture and its main elements, as well as the problems associated with the distribu-
tion of computing tasks. Paper [4] focuses on the problems of transmission delay
and computation delay with a large number of IoT devices. It also analyses the
possibility of overloading peripheral clouds due to the spatially heterogeneous
distribution of IoT tasks. To address these issues, it use game-theoretic methods
to investigate load balancing problems to minimize transmission and computation
delays in the task distribution process, given the limited bandwidth and comput-
ing resources in the edge clouds.

Work [5] solves a more complex problem of parallel offloading and load
balancing with several shared MEC servers and delay-sensitive load. A similar
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problem is solved in [6], but it proposes a two-level model of task distribution
with delay minimization and computational cost estimation. In [5], a long-term
stochastic programming problem with an average system cost is formulated under
the conditions of stability of the battery level and delay constraints.

Another work by the same authors [7] partially solves one of the problems
studied in proposed research — it helps to create a secure reward mechanism us-
ing blockchain technology that can help to balance the load between computing
nodes.

Some works [8] propose to solve the problem of clustering and load balanc-
ing based on the charge level of computing nodes and geolocation tags.

In addition to the solutions that solve the problem of load distribution be-
tween the computing nodes of the MEC and which are presented in the above
publications, it is necessary analyzing patented solutions separately. For example,
patent [9] proposes a cloud platform with a pool of resources that connects to the
main network via a transmission network. This solution requires a special distri-
bution hub (RRH). In this article, to eliminate this drawback, it is proposed to use
a flat structure divided into zones and use the base station as an arbiter (no addi-
tional equipment is required).

Patent [10] proposes a solution based on the availability of a map that stores
information about the location, computing power and available storage of each of
the computing nodes. The disadvantage of the solution is the need for a dynami-
cally updated map with a list of nodes. This disadvantage can be overcome by
using a broadcast of the request from the MEC server. In this case, the response of
the base station to the computing nodes allows not to use the map, route table or
database — saving network resources.

The patent [11] is devoted to determining the optimal number of required
physical resource blocks during distribution, while the procedure for selecting
computing nodes is not described. In [12], the distribution of computing tasks and
resources is based on reducing the failure rate during handover, but the procedure
for allocating network resources is also not described and there is no data verifica-
tion and error control. The solution [13] offers a centralized implementation of
edge computing, where a central computer or a cloud macro base station will per-
form the main distribution tasks. This requires additional costs. In addition, this
solution uses only delay as a distribution criterion. The patent [14] also requires a
hierarchical structure and does not provide for the identification and authentica-
tion of computing nodes. In addition, this solution lacks data verification and er-
ror control.

The patent [15] describes only the process of creating a session for mobile
edge computing, does not provide solution for data verification and error control,
and does not describe procedures for load balancing and selection of computing
nodes.

Solutions [16; 17] do not provide for security measures (no identification
and authentication). In addition, in both cases, a central database is required. In
[18], it is described how a computing node should be rewarded for a completed
operation, but the data verification procedure is not described and there is no sup-
port for the 5G network, as well as no secure channel for transferring rewards.

To summarize, most solutions for selecting computing nodes and load bal-
ancing use additional physical elements, which requires additional costs. The con-
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sidered technical solutions require dynamically updated maps or databases, which
requires additional network resources and increases the load on the network.
In addition, many of these publications lack authentication procedures for partici-
pants.

PROBLEM STATEMENT

Let us identify the main participants in the process of distributed mobile edge
computing (Table) and their functions according to the approach proposed in this
paper. A similar list of process participants, but with a different set of functions, is
given in [3; 19; 20].

Main participants in the process of distributed edge computing

Participant marking Participant functions and components
MEC Server: gather data flow from one/multiple sensors;
MEC has 5G supported radio II}Od}llG;
run MEC supported application;
MEC Server has identity and billing entity.

Computing Node: process MEC Server Application
Programming Interface (API) call;
@% has 5G supported radio module;
has CPU that support operability of MEC framework;

Computing Node has identity and billing entity.

Cell: assign radio resource, verify identity, sign transaction,
(( )) secure connection;
support computing unit selection;
support peer-to-peer communication;
Base station (Cell) secure and sign transaction MEC Server — Computing node;

The solution of the tasks set in this paper done by simulation and mathemati-
cal modelling for the architecture shown in Table, taking into account the short-
comings of existing solutions discussed in the previous section. In order to pre-
pare the proposed technical solution, a set of input data, a set of constraints,
dependencies between them, and a set of output values were determined. Let us
consider them in more detail.

Let the following data received at the input of the load balancing system for
distributed boundary computing:

n — a set of computing nodes available to the MEC with computing capaci-
ties # and an initial level of trust d;;

d; — initial level of trust in the computing node;
p(x;) — the probability of an error during calculations by the i-th node;

T, — time for the distribution of computing tasks;
Res — the amount of network resources involved in the distribution of tasks;
T, — the expected calculation time;

Tyer — the restriction for the expected calculation time;

V' — the amount of calculations to be performed.
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When distributing computational tasks for execution, it is necessary to en-
sure the minimum probability of calculation error p(n) and minimize the network
resources used during their distribution and processing in computing nodes:
(Res — min), subject to restrictions on the expected computing time (7, < Ty).

A weighted average used to determine the probability of a calculation error:
1 n
pm)=—23 p(x).
i

As a result, the proposed method should provide:
yen(0,n) — a set of devices that perform the calculation of distributed

computing with load balancing based on capacity 7, ;

wen(0,n—y) — a setoff additional devices that will provide redundancy
and reliability of distributed computing;

Ad; — change in the level of trust in the i-th node based on the results of its
work.

The expected calculation time will consist directly of the calculation time
and the time for distributing the calculation tasks defined as:

V
1, =—+T,
p
nr
or considering the set of devices that perform the calculation and the set of addi-
tional devices:

T, = d ” +T,.
Z?}(yi )+ Zi (w; ;)
In this paper, we propose a method for organizing distributed computing that
performs the following steps:
e a broadcast request from the MEC server to perform distributed computing;
e a response from at least

H \: 1 é 1 one computing node to the base
" N H 1 station containing a set of parame-
i| ToT,|[ToT] | | [JoT4 ! E $ i ters (request ID, timestamp, etc.);
':::'-::'-'-:'-'-:'-'-'-'-: ! ! o the base station checks the
! ' ! é | available resources and provides
' P ' ! network parameters for the MEC
ifoTq[ foTy| [ | [[oT§ | ! $ I session of at least one computing
,~oZTIZTITZIIZCCC] I i node, which will allow for further
' \ ; | é i point-to-point connection;
i I | ' ? ' e the MEC server can verify
l|__ffj_ncﬂ EO_T_II_|___|_|_3_\£ A i ! | the results of the calculations by
e H v | means of data validation, mirror-
—> - conlrol .Elh;I é | ing and control code.
—>-data+reward g < ----- LT ; The essence of the method
Fig. 1. Visualization of the principle of the pro- described above showed in
posed method Figs. 1, 2.
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The proposed approach is based on two new methods:

e a method of load balancing and selection of computing nodes for edge
computing via 5G, which allows to identify available nodes and distribute com-
puting blocks among them, as well as provide mutual authentication of elements;

e a method of data verification and error detection for the MEC system,
which allows to control the occurrence of errors during calculations, protect the
server from incorrect data, and prioritize and reward nodes based on the results of
the calculations performed.

Let us consider the principle of the proposed methods in more detail.

METHOD OF LOAD BALANCING AND SELECTION OF COMPUTING NODES
IN A 5G NETWORK

The principle of the load balancing method includes two stages: 1) the authentica-
tion stage and 2) the point-to-point channel establishment and the computation
and verification stage.

The first stage of authentication and channel creation (Fig. 2) involves the

following steps:
(iéi}

Fig. 2. The sequence of actions at the first stage of distributed computing — authentica-
tion and channel creation

1. The MEC server broadcasts a request to perform calculations with the fol-
lowing information:

e MEC identifier (temporary or permanent identifier);

e type of calculation.

2. Each computing node upon receiving paging device, reply to base station
(cell) with:

E= F(Cid > Tlast ’Eid) ’

where (C;;) — identifier of the serving cell (base station); (7),i) — the time-
stamp of the last received slot for performing calculations; (£;;) — network
identifier (temporary or permanent).

3. The base station selects computing nodes and assigns a radio channel:

o selects a computing node based on the received values of £ ;
e assigns a radio channel based on available resources;
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o notifies the MEC server and the computing node of the established infor-
mation exchange channel.

The second stage, where calculations and their verification are performed,
includes the following steps (Fig. 3):

BN
-
N~

i
)
I
i
\

—
{xj cel —> Control channel
é Edge > Dedicated channel

Fig. 3. The sequence of actions at the second stage of distributed computing — per-
forming calculations and verifying results

1. The MEC server and the computing node establish a radio channel. The
radio channel is formed based on the channel configuration parameters that each
participant receives from the base station.

2. The MEC server and the computing node then perform a synchronization
procedure.

3. Based on ETSI, the computing node makes an API call (Fig. 4) and sends
a report to the base station after the computation is complete.

MEC server Comp node Cell
1. Paging

e

2. Paging response {n)

3, Channel configuration ) Unit selectiion

4, Radlolink setup

APl call, Data/stream

________________________ .’

Computin
. Result ) P AiRallzation
Valiidation (

Signing
5. Channel release transactiion

Fig. 4. The sequence of actions during an API call at the second stage

4. After verifying the result, the MEC server reports to the base station.

5. The reward for performing computations is calculated based on the com-
plexity of the operation, execution time, and the amount of disk space consumed.
To provide the compulsoriness of the workflow a blockchain technology is used.
The participants are rewarded proportionally their fitness/ activities.
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As mentioned above, during the second stage, the MEC server must check
the calculations for correctness and errors, and assign a certain level of trust to
each computing node. These procedures provided in the proposed method of data
verification and error detection for the MEC system.

DATA VALIDATION AND ERROR FOUNDING METHOD FOR MEC SYSTEM

Each task that will be processed on the MEC server contains parts that can be per-
formed independently. These parts are added to the task by software developers in
the form of an API call. The results of such external computations carry the risks
of computational errors and various types of attacks. In this paper, we propose a
combined system for verifying the results of work, which includes the analysis of
confidence levels and redundancy.

The proposed method for verifying the results of calculations and finding
errors includes the following steps:

---------------- . 1. The computing device of the MEC server
< Jobs queue \ .
generates an error control code in the form of a

OB i set of low-computing level functions.
i The control code (Fig. 5) is an automatically
’i—sulb ;‘ ——=—'é created task with the same complexity, format
! J- and length of input data as the real task, with the

! only difference being that the MEC server knows
E the exact result, so it can be checked.

i 2. The MEC server distributes tasks between
! the MEC computing nodes with additional redun-

Control code

dancy.
Redundancy (Fig. 6) additionally helps to
avoid mistakes in computing even on trusted de-

o i —  — ———————————

MEC vices. MEC server will apply calculation results
e e 4 and grant rewards only after at least 51% current
Fig. 5. Using a control code to network nodes will present the same results.
check the correctness of calcu- 3. The MEC server updates its trust level af-
lations ter the task is successfully completed (Fig. 7).

___________

________________

- ‘f‘ @ -+ i' Controlcode i
A V7 Y / L MEC |
: lob E é v : -— P
___Mec I\ &*
v ! S
3/3 confirmatians e - L

.. Trusted Untrusted and blocked users
Fig 6. Use of additional redun- u users

dancy to protect calculations Fig. 7. Using the trust level to select com-
from errors puting nodes

Each MEC server has its own “trust level”, depended on the control code ex-
ecution and the results of previously completed tasks. If the results of the check
code execution are correct, the trust level (Fig. 7) for this computing node in-
creases. Otherwise, if the device calculates the check code with errors, the level of
trust decreases until the node is completely blocked.
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ADVANTAGES OF THE PROPOSED APPROACH

The benefits of the proposed approach consist of two parts: the benefits to the us-
er and the benefits to the mobile operator. For the user, the proposed approach
provides:

e FEase of setup: common network identifiers (e.g. IMSI) or blockchain wal-
let number can be used as the user's device identifier.

e Mobility: MEC calculation can be done without bidding for mobile
phones/locations.

o High level of security: The transaction is signed using blockchain tech-
nology. Mutual authentication allows verifying MEC server.

e High reliability: Data verification, mirroring and check code are used to
protect against fraud and detect errors.

o Network operator benefits:

o Network resource economy (compare to existing solutions [9—18]). Dy-
namic map with node list (or another database / route table) does not need.

e Low cost (compare to existing solutions [9-18]): no additional hardware
is required; a software upgrade can resolve this problem.

o FEasy UE selection and MEC load balancing: base station make a decision
based on the set of computing requirements.

o [Increasing Spectral Efficiency: peer-to-peer communication release high
load on cellular network.

CONCLUSION

The proposed approach for distributed edge computing in 5G allows identifying
and authenticating MEC participants, allocating additional resources for MEC
from the mobile network, including preparing point-to-point communications.
The method also assigns computing nodes and balances the load of edge computing
by modifying the messaging protocol between the base station and mobile devices.

The originality of the proposed approach is provided by two methods that
are further improvements to the methods of load balancing, selection of comput-
ing nodes for edge computing in a 5G network, data verification and error detec-
tion for the MEC system. These methods are optimized according to the criteria
of minimum network resources usage and have a time constraint.

The proposed approach allows the MEC server to verify the results of calcu-
lations and distribute data for computation according to the capacity of the com-
puting nodes.

Implementation of this approach allows the service provider to save network
resources and low cost of deployment. It also provides easy load balancing be-
tween computing nodes. This approach is more convenient for the user, as it does
not require the creation of additional identifiers and provides a high level of secu-
rity through the introduction of mutual authentication.
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YI[OCKOHQ.JIEHI/II‘/'I MIIXIT 10 OPTAHIBAIIIQ MOBLJIBHUX
NEPUP®EPIMHUX OBUYUCJIEHb ¥ MEPEXKI 5G / A.A. Acrpaxanues, JI.C. T'no-
6a, O.B. ®enopos, JI.B. [lertsapros, €.0. Pomanko, K.A. Pomaniit

AHoTanisi. Mo6inpHI nepudepiiiHi 004YNCICHHS € BAXIUBIM €JIeMEHTOM 3a0e3me-
YeHHs ePEeKTUBHOCTI Mepexi 5G B LiJIOMy, OCKUTBKH JO3BOJISIOTH 30epiratu AaHi Ta
BUKOHYBaTH o04YHMCIEeHHS Ha repudepii Mepexi. B iCHyl0UnX TeXHIYHHMX pilICHHSIX
JUISL CHCTEM 3B’SI3Ky He B IIOBHOMY OOCS3i BUpIIICHI MUTaHHS PO3IONUTYy HaBaHTa-
KEHHSI MK OOYMCITIOBAILHUMH BY3JaMH; Y OUIBIIOCTI TaKHMX DillleHb HE IPOIOHY-
€TBCSI MeTO]] OaraHCyBaHHS OOYHCIIIOBAJIBHOIO HABAHTAXKEHHS 3 KOHTPOJEM IOMH-
JOK y JACLCHTPali3oBaHiil 004YMCIIOBaIbHIM iHOPacTpyKTypi 3 IHHAMIYHO
3MIiHIOBaHUM HA0OPOM OOYMCITIOBAJIBHUX BY3JiB. METOI0 AOCIIIKEHHS € Po3po0-
JICHHS MiAXOAY IO OpraHi3auii MOOUTbHHX mepuepiiHuX OOYUCICHb Y MOOUIBbHIN
Mepexi 5G, skuii OM BHKOHYBaB IEpEBIpKY CHPaBXHOCTI CEpBEPIB PO3MOILTY Ta
00YHCITIOBANEHHX BY3JIiB, KEPYBaB MPOLECOM PO3IIOIULYy OOYHCIIOBAILHUX OJOKIB,
MaB IIPOLEAYPY HEPeBIpKM KOPEKTHOCTI PO3paxyHKIB Ta BpPaXxOBYBaB HapaMeTpH
00YHCITIOBANIBHUX BY3IB IMiJ] 4ac po3moniny. /st JOCSATHEHHSI METH IPONOHYEThCS
3aCTOCYBaTH METOJ] OaslaHCyBaHHs HABAHTAXKEHHS Ta BUOOPY O0UHCITIOBAIEHUX BY3IIB
[uist iepudepiitHux odunciienb B Mepexi SG, sIkuil 03BOJIsIE BUSHAYUTH HasIBHI BY3JIH
Ta 3AIHCHUTH PO3MOALT OOYHCITIOBAIBHUX OJOKIB MiXK HHMH, @ TaKOXK 3a0e30eUnTH
B3a€MHY aBTEHTH(IKAIIO €JIeMEHTIB iHPPACTPYKTYPH 3 MEPEBIPKOIO JaHHUX Ta MO-
OIyKOM MOMIJIOK [t cucteMu MEC, gkuii ae 3MOTy KOHTPOJIIOBATH TIOSBY TTOMH-
JIOK TIiJ 9ac OOYHCIIeHb, 3aXUINATH CepBep BiJ HEKOPEKTHHUX JAaHMX. YKa3aHHH Me-
TOJ] ONTHUMIi30BaHO 33 KPUTEPIsIMU MiHIMyMy BHKOPHCTOBYBaHUX PECypCiB Mepexi i
MIHIMaJIBHOTO Yacy BUKOHAHHS 004YMCIlieHb. Taki BIOCKOHAJICHHS JO3BOJISIOTh ITijI-
BUILHUTH e()eKTUBHICTH MOOLIBHUX NepudepiiHux obuncieHb y SG Mepexi.

Knrouosi cnoBa: mepexi 5G, MoOimbHI nepudepiiiHi 00UHCICHHS, PO3MOALT 3a-
BIaHb, IIPOTOKOJI OOMiHy, OalaHCYBaHHS HAaBaHTAXXEHHSM, BepH(iKalis 00IHUCICHb.
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EXPANSION OF THE MATHEMATICAL APPARATUS
OF DISCRETE-CONTINUOUS NETWORKS
FOR THE AUTOMATION OF THEIR SYNTHESIS PROCEDURES

A.A. GURSKIY, A.V. DENISENKO, A.E. GONCHARENKO

Abstract. The paper deals with a model of an intelligent system related to the auto-
matic synthesis of Petri nets and presents a certain stage of developing this model.
The peculiarity of the extended mathematical apparatus is that it contains a combina-
tion of Petri net incidence matrices to represent various algorithms. This combina-
tion of matrices is part of the equations describing the logic control device of a com-
plex system. Accordingly, the work also presents a well-known mathematical
description of discrete-continuous systems with a controlled structure, which in-
cludes certain logical control devices. This mathematical description, based on
means of discrete-continuous networks, is associated with the incidence matrix of
the Petri net, which is formed as a result of a particular synthesis algorithm. At the
same time, the formed Petri net represents the corresponding logical control algo-
rithm that should ensure the effective functioning of the corresponding system. The
final part of the work presents various structural schemes of logic-dynamic models
of systems related to the automatic synthesis of Petri nets. Here, we determine the
features of the advanced mathematical apparatus based on discrete-continuous net-
works to develop an intelligent system that forms logical control algorithms. It is
also noted that such systems can be used to create certain control algorithms that en-
sure increased efficiency of the functioning of some objects in difficult and unpre-
dictable conditions.

Keywords: Petri nets, system with controlled structure, discrete-continuous
network, automatic synthesis of Petri nets.

INTRODUCTION

Petri nets, as an applied mathematical apparatus, are quite well-known in the field
of modeling and analysis of discrete dynamic or logic-dynamic systems. Petri nets
were first proposed by Carl Adam Petri in 1962 as part of his dissertation work —
“Communication with automata”. Petri's work became a significant contribution
to the development of parallel and distributed computing. Such a concept as the
automatic synthesis of Petri nets can be found in the work of James Peterson [1]
as a direction related to the development of certain algorithms. At the same time,
the development of methods for the automatic synthesis of Petri nets entails the
need to expand the mathematical apparatus for describing complex systems,
functioning algorithms that can be represented by Petri nets.

REVIEW OF DISCRETE-CONTINUOUS NETWORKS

Nowadays, Petri nets are greatly expanded. So, for example, there are many
varieties of Petri nets, such as: time Petri nets, inhibitor Petri nets, colored Petri
nets, hybrid Petri nets, and others [2; 3].

© A.A. Gurskiy, A.V. Denisenko, A.E. Goncharenko, 2024
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The history of the corresponding scientific direction and the corresponding
scientific thought, starting with Carl Adam Petri, is quite long, so there is no need
to consider separate stages of development or less important elements. But, in this
case, it is necessary to note the invention of a discrete-continuous network [4].
Discrete continuous network (DC-net) proposed in 1990-1993, is essentially a
synthesis of structural schemes of automatic control systems and Petri nets, which
are not the usual extension such as, for example, hybrid Petri nets. DC-net is
primarily a tool for describing, modeling and analyzing logic-dynamic systems
and systems with a controlled structure.

The description and modeling of systems by means of discrete-continuous
networks allows us to imagine a certain class of systems called discrete-
continuous with a controlled structure (DCCS). In English-language publications,
such systems are called hybrid systems, and both traditional Petri nets and
their variants, in individual cases, hybrid Petri nets are used to study such
systems [5; 6].

DC-nets, like Petri nets, is an applied mathematical apparatus and we extent
it in order to develop the technique of automatic synthesis of Petri nets.

The development of models based on such an advanced mathematical
apparatus will allow solving complex problems related to the development of
certain algorithms. As an example, it is worth noting the so-called “smart ant”
problem, which is presented in works [7; 8]. An ant builds an automaton of its
behavior with the help of trial and error and mutations. Thus, assume that a model
built with the use of DC-nets, can synthesize an automaton of its behavior or an
algorithm of some logical control; then we advise to use such a model at the stage
of automated development of control algorithms, control systems, or as a certain
intelligent system [9].

So, it can be noted that in this case it is necessary to expand the
mathematical apparatus while developing methods of automatic synthesis of Petri
nets. The paper is relevant due to the development of certain systems that provide
the synthesis of Petri nets with the use of modern intelligent technologies such as
fuzzy logic, artificial neural networks, genetic algorithms, etc. [10; 11].

Purpose of work: The purpose of this work is to minimize time and auto-
mate the process of synthesis of some control algorithms of complex systems.

To achieve the goal, we expand the mathematical apparatus of discrete-
continuous networks, taking into account the procedure of automatic synthesis of
Petri nets.

MAIN PART

Description of the system with a controlled structure

Modeling tools of DC-nets allow to present a model of complex technical systems
consisting of two parts: continuous-event part (CEP) and discrete-event part
(DEP) in a structural unity. Such a system was called a system with a controlled
structure (SCS). The continuous-event part of the model represents the control
object with a controlled structure (COCS) and the DEP of DC-net represents the
logical control device (LCD).

The COCS is represented by the state and output equations:
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x(1) = f(E@), x(@),u(?)) ; (1
y(O) = fEEG),x®), 2

where u(t)is continuous control vector; x(¢) is state vector; y(¢) is output

vector; E(f,) is vector function for controlling the structure of COCS

(functioning modes). Accordingly, in such a system it is possible to identify a
generalized input effect:

U = @(0).2(,))

The LCD is represented by a finite state machine (3),(4) characterized by the
equations:

ap =Mag_1,9), 3)
Br =7v(ar,Br) 4)

where 4={a,,a,,...,a;,..a;} is a finite set of internal states, {01, V25005 Vf 50, U}
is an iput alphabet, {B,,B,,....B;,...,0,} 1S an output alphabet, A is a transition

function (from state to another state), ! is an output function.

The presented formal form of equations (1)—(4) is appropriate without taking
into account the procedure for automatic synthesis of LCD control algorithm and,
accordingly, the automatic generation of a Petri net during the operation of SCS.

Mathematical description of discrete-continuous systems with a controlled
structure with the use of the DC-net

The mathematical description of a discrete-continuous system with a controlled
structure, taking into account the means of DC-net, can be obtained from a set of
equations.

Dynamics of COCS in continuous space X (tq|tk|) can be represented in

matrix-differential form by the equation of state:
X)) = 4,1 (Cuy (0 X @)+ B, - Ea(Tuy (1)) - ult]ty

output equation

), )

V()= Gy Ea(uy(60)- X @[t ©6)
equation of state of the LCD

d d d d d
X ()="X () +| AL vy (6)+ up (1) + wp (1) (7)
and the LCD output equation
d d
Y () =ATX(5), 8)
where X (t,|t,(|) is vector of continuous event state of COCS; Y(r|y|) is
continuous event output vector; ”(t,|tk |) is continuous exposure vector;

Aoz‘AIO A 4

: Boz‘B{’ B .. B

e =‘c{’ .. c}’v‘;
AIO,AS...A](\), , BIO,BS...B]?, and Clo,Cg...C?, — matrices of states, controls and
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outputs of different structural operating modes; E(duo (t;)) — vector function for

managing structural changes (functioning modes of SCS); El(duo(tk))=
-t & . &k

structure control depending on the discrete state X g (t;) continuous event part.

T = d 2 2 2T :
‘ and 2, (“u, (1)=& &; .. &yl is vector-functions of

They implement the selection of a specific structure from a variety of structures
N . . C .

{Z,’}izl using matrix multiplication A, B,,C,. Vector function control

E(duo(l‘k)) is a matrix of dimension nx1, that contains only one non-zero

element. The dimension of the control function vector is consistent with the

dimension of the matrices 4, B,,Cy; duo (t;) is a discrete component of the
control influence on CEP, transferring the system from one structure

to another; dWL(tk) is external control action; dXL(l‘k), dXL(tk_l) —
AL| is

preliminary and subsequent discrete state (labeling) of the Petri net;

incidence matrix reflecting the relationship of elements in DC-net; de (t;) is

control vector in DC-net. A simplified block diagram of the SCS, according to the
given mathematical description, is presented in Fig. 1.

u(t)
B 1), Bl (0,00 ()
B, (1)) CEP
wt=x¢) | O ' Cy | 7 40 = fo ()
x(t,) . ,
e @) =x@, )+ A v ) +ud @)+ w? u* (1)
DEP

Fig. 1. Simplified block diagram of the logic-dynamic model

Expansion of the mathematical apparatus for describing complex systems
based on procedures for automatic synthesis of Petri nets

These equations (5)—(8) are the basis for expanding the mathematical apparatus
taking into account the procedures for automatic synthesis of Petri nets.

During the automatic synthesis of a Petri net, the dimension of vectors
dx (), 4y 1 (t;) and matrices |AL| may not change, but the elements of the
matrix must change during different runs of the system model. In this case, the
AL2| . Thus |AL| S |AL1 AL2 ALn
this case, the value of n is unknown in advance and depends on the task at hand.

incidence matrix |AL| may be |AL1 , , yeers , in
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, where i=1,...,n, depends on initial conditions S,

Matrix selection |A i

where S = s §5 .. Sn]T — a vector of initial conditions generated by some

expert system. Taking into account the automatic synthesis of the Petri net,
equation (7) will take the following form:

X=X L )+ VTS (Cug (o) v )+ up )+ wp (), 9)

where W :[|AL1| |AL2| |ALn ]; according WL-dS(duS(tk))=|ALi , where
i=1...,n, "SCug(t,)=[s, sy - Sn]T,LnJSi=1,ﬁS,'=0.
i=1 i=1
Vector function S (d ug(t;)) contains elements
o) b s =" () g
0 at “ug(f)# “ug(t)givens
where Yug(t)=[ug “ugy .. “ug,]; “ug = forp (AT (@0,w) 5 “ug () given

1 1y
— tasks vector; AJ(t) = If(y,u,t)dt — If(y,u,t)dt is an/the increment of the
] I3
system perfomance criterion, w — external influence from the expert; fc/ p —
function of continuous-discrete transformation of variables.

The equation (9) implies that the simplified block diagram presented in
Fig. 1 is transformed as shown in Fig. 2.

u(t) M(f)zl: FG.ubdi—
%XUJHD: f(X(t ‘rkl)’ E (duo(rk)),u(”) J-
t

Y@ hD=C, ECue) Xt k) cpp —‘l{

7]‘ fy,u,0dt

u,(t,) = () % % “up (1) = f% {(x(2))

AJ(2)
Ti(t:) )

4 ‘X 1t )':dX ()= Ag (dus (t: )))'d"'r, (t: )+du1. (t)+ de (t:)
W
— RAGYEYSS ACH DEP | “ug = fop (AT (0,w) [V

Fig. 2. Simplified block diagram of the logical-dynamic model of the system,
implementing the automatic synthesis of Petri nets

To visualize the Petri net synthesis process, state variables “X,(z,),

Ix 1 (t;_;) and increase in the value of the system performance criterion AJ can

be output using a parametric file to the visualization platform, as shown in [12].
Visualization of the process of Petri net synthesis based on the corresponding
Flash or Unity platform is an important component of the interaction of an expert
with an intelligent system.
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Research results

The consideration of the extended mathematical description of complex systems
provides the basis for constructing a model of an intelligent system intended for
the formation of some logical control algorithms.

These algorithms are formed according to certain methods through the
automatic synthesis of Petri nets. Combination of different incidence matrices

|ALi
various algorithms that can be adjusted during the functioning of the intelligent

system. The block diagram presented in Fig. 2 can represent this intelligent
system, taking into account the additional procedure for correcting the incidence

, where i=1,...,n, that are included in equation (9) represents a set of

matrix; ALi| implemented, as shown in [11], taking into account the functioning

of an artificial neural network and its training. Such a system can be used to form
certain control algorithms that provide increased operating efficiency in some objects.

CONCLUSIONS

In this work we expand the mathematical description of complex technological
systems with the use of DC-nets, taking into account the automatic synthesis of
Petri nets.

Expanding the mathematical description of complex technological systems
with the use of DC-nets makes it possible to approach the solution of a practical
problem associated with the development of an intelligent system that
automatically synthesizes some logical control algorithms.

In turn, the use of such an intelligent system makes it possible to achieve a
certain goal of work, which is to minimize the time and material costs for the
development of logical control algorithms.

Further scientific research should be related to the development of methods
for the synthesis of Petri nets and some algorithms used in control systems.
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PO3IIUPEHHSI MATEMATHYHOI'O AITAPATY JUCKPETHO-HEIIEPEPBHUX
MEPEXK JJIs1 ABTOMATU3AIII NPOLEAYP IX CHHTE3Y/ O.0. I'ypcekuii,
A.B. [lenncenxko, O.€. ['oHuapenko

Anotanis. [lomano meBHHI eTan PO3pOOJICHHS MOJEINI iHTEIEKTyalbHOI CHCTEMH,
OB’ s13aHOT 3 aBTOMaTHYHUM CHHTE30M Mepex [letpi. PosrmsiHyTo po3mmpenuii Ma-
TEMaTHYHUH OMHC CKJIaJHUX CHCTEM Ha OCHOBI 3ac00IB IHMCKPETHO-HETIEPEPBHHUX
Mepex, KUl MOKIaJeHO B OCHOBY PO3POOJICHHS TaKoi iHTEIEKTyaJbHOI CHCTEMH,
CIIPsIMOBaHOI HepeayciM Ha (OpMyBaHHs ajJrOPUTMIB JIOTiYHOTO KepyBaHHs. Ocob-
JIMBICTh PO3IIMPEHOr0 MAaTEMaTHYHOTO anapary IOJArae y TOMy, 10 Y HOro ckiami
€ KOMOIHaIlisl MaTPHLb IHIUASHTHOCTI Mepex [leTpi s momaHHs Pi3HOMaHITHUX
anroputMiB. LIt koMOiHamis MaTPUIb BXOAUTH [0 CKJIAAy PiBHSHB, IO ONUCYE HPH-
CTpiii JIOTiYHOrO KepyBaHHs CKJIAAHOI CHCTeMH. BiAnoBifgHO mogaHo Bimomuii Mare-
MaTUYHHMH ONHC JUCKPETHO-HEIEPEPBHUX CHCTEM i3 KEPOBAaHOIO CTPYKTYpOIO, IO
BKJIIOYAIOTh MEBHI MPHCTPOI JIOTIYHOTO KepyBaHHs. Lleil mMaTeMaTH4yHHi ommc Ha
OCHOBI 3ac00iB THCKPETHO-HEMIEPEPBHUX MEPEXK, OB’ I3aHUI 3 MATPHULICIO IHIINACH-
THOCTI Mepexi Ilerpi, mo GopMyeTbest B pe3yibTaTi IIEBHOTO AITOPHTMY CHUHTE3Y.
CoopmoBano Mepexy Ilerpi — BiANOBiAHUI aarOpUTM JIOTIYHOTO KEPyBaHHS JUIs
3a0e3reyeHHs npouecy epeKTHBHOrO (yHKLIOHYBaHHS BinmoBinHoi cucremu. Ilo-
JTAaHO Pi3HI CTPYKTYPHI CXEMH JIOTiKO-TUHAMIYHUX MOJENEH CHCTeM 3 aBTOMAaTH4-
HHMM CHHTe30M Mepex Iletpi. BuzHaueHo 0co0nuBicTh POMIMPEHOTO MaTEMaTHIHO-
TO amapaTry Ha OCHOBI HCKPETHO-HEHNEPEepPBHUX MEpeX IUIsI PO3pPOOICHHS
IHTENEKTyaJIbHOT CHCTEMH, 10 (HOPMY€E aITOPUTMH JIOTIYHOTO KepyBaHHs. Taki cuc-
TEMH MOXXHa BHKOPHCTOBYBATH JUlsi ()OPMYBaHHS MEBHHX aJITOPHTMIB KepyBaHHS,
SIK1 320€3MeUyIOTh MTiABUIIEHY €EKTUBHICTD (DYHKI[IOHYBaHHS ACSIKAX 00’ €KTIB.

Kawuosi cioBa: mepexi Ilerpi, cucrema 3 KepOBaHOI CTPYKTYPOIO, JHCKPETHO-
HETepepBHA MEepeka, aBTOMATUYHUI CHHTE3 Mepex [leTpi.

Cucmemni docnioxcenna ma ingpopmayivini mexunonoeii, 2024, Ne 2 99



MATEMATWYHI METOAW, MOAENI,
@I’T NMPOBNEMMU | TEXHONOT I AOCNIAXEHHA
CKNAAHUX CUCTEM

UDC 681.513.1+681.515.8
DOI: 10.20535/SRIT.2308-8893.2024.2.08

DECENTRALIZED LEADER-FOLLOWING CONSENSUS
CONTROL DESIGN FOR DISCRETE-TIME MULTI-AGENT
SYSTEMS WITH SWITCHING TOPOLOGY

Y.I. DOROFIEIEV, LM. LYUBCHYK, M.M. MALKO

Abstact. The problem of consensus control of linear discrete-time multi-agent sys-
tems (MASs) with switching topology is considered in the presence of a leader. The
goal of consensus control is to bring the states of all agents to the leader state while
providing stability for local agents, as well as the MAS as a whole. In contrast to the
traditional approach, which uses the concept of an extended dynamic multi-agent
system model and communication topology graph Laplacian, this paper proposes a
decomposition approach, which provides a separate design of local controllers. The
control law is chosen in the form of distributed feedback with discrete PID control-
lers. The problem of local controllers’ design is reduced to a set of semidefinite pro-
gramming problems using the method of invariant ellipsoids. Sufficient conditions
for agents’ stabilization and global consensus condition fulfillment are obtained us-
ing the linear matrix inequality technique. The availability of information about a fi-
nite set of possible configurations between agents allows us to design local control-
lers offline at the design stage. A numerical example demonstrates the effectiveness
of the proposed approach.

Keywords: multi-agent system, consensus control, switching topology, PID controller,
invariant ellipsoids method, linear matrix inequality, semidefinite programming problem.

INTRODUCTION

Recently, consensus control of multi-agent systems (MAS) with networked struc-
tures has attracted the great attention of many researchers from different fields of
science and engineering [1; 2]. In the field of automatic control, the development
of consensus control theory is stimulated, in particular, by the rapid development
of unmanned mobile vehicles and ensuring their coordinated behavior in accor-
dance with the common goal [3]. Similar problems also arise under the control of
large-scale systems with networked structures, such as complex technological and
automated production systems, supply and logistics chains, and energy and trans-
port systems as well.

The main problem of consensus control of MAS is the design of a control
law, which allows all agents to reach the agreed values of their state or output
variables, using the information obtained from other agents. Here, the control law
is constructed based on a consensus protocol [2; 4]. The protocol design assumes
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that the control for each local agent is formed on the basis of information about
the deviations of the state or output vector of any agent from the corresponding
vectors of neighbouring agents directly related to it. In this case, the
corresponding control system also has a network structure wherein the rules for
information exchange between each local agent and its directly connected
neighbours are determined by the network topology.

A topology model usually describes the MAS structure as connections be-
tween agents in the form of a directed graph, in that the nodes of which corre-
spond to the controlled local agents, where the graph edges describe the informa-
tion transfer channels between them. Usually, a consensus protocol is taken in the
form of a linear deviation feedback between local agent states or outputs and the
weighted average vector of states or outputs of its immediate neighbours. In such
a case, the control problem is reduced to finding a set of feedback gain matrices
from the stability condition for both local controlled agents and the MAS as a
whole, considering the relationship between them, as well as the condition of
reaching a consensus.

Taking into account the peculiarities of practical problems of MAS control
leads to the need to complicate the problems under consideration. In reality, due
to breaks in communication channels, the topology of connections can be arbitrar-
ily changed by switching between elements of a finite set of possible configura-
tions, which leads to the need for consensus control design under switching topol-
ogy conditions.

REVIEW AND ANALYSIS OF INFORMATION SOURCES

In the last years, consensus problem research has developed very rapidly and nu-
merous results have been obtained concerning distributed consensus protocols for
MAS design (see [5; 6] and references therein).

The usual approach to solving consensus control problems is based on a dy-
namic model of MAS with an extended state vector composed of the state vectors
of local agents, thus constructing a model using the concept of the Laplacian of
the communication topology graph [7]. At that, the Kronecker product of the dy-
namic matrices of local agents describes the matrix of the extended MAS model
dynamics.

Efficient methods for studying the stability of such systems have been de-
veloped; for the synthesis of consensus control, modern methods for controllers’
design in state space, including the methods of linear matrix inequalities (LMIs),
are widely used. In [8], using the LMI technique, a new form of state-feedback
consensus control based on the aggregate Laplacian is proposed and sufficient
conditions of stabilization are established using the Lyapunov stability theory.

Early work in this area dealt mainly with the problem of ensuring consensus,
represented in the form of balance ratios of an agent’s state vectors so that all
agents are driven to converge to a common state, determined by the consensus
conditions. Further development of consensus control is associated with an
additional condition of following the leader, which is considered an agent that
imposes the desired behavior on others [5]. A number of works have been

devoted to the consensus control problems in multi-agent systems with a leader, see
links in [9].
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A large number of works are devoted to the consensus control design prob-
lem under switching topology conditions; systematized results are given in [10].
In [11], it was shown that under certain assumptions, consensus can be achieved
asymptotically under dynamically changing interaction topologies if the union of
the collection of interaction graphs across some time intervals has a spanning tree
frequently enough. Consensus of MAS in a continuous time domain under fixed
and switching topology was studied in [12], where the dynamics of local and
leader agents are considered linear; the design technique was based on Riccati
inequality and Lyapunov inequality. These results have also been generalized to
discrete-time systems. In [13], sufficient conditions for the solvability of consen-
sus problems for discrete-time multi-agent systems with switching topology and
time-varying delays have been presented. In [14], the consensus problem for
MAS was also considered in the discrete-time domain, the topology of interac-
tions between agents was assumed to be switched and undirected. In [15], the co-
operative control problem of discrete-time multi-agent systems is discussed,
bounded uncertain time delay and directed switching topology are considered, and
sufficient conditions for asymptotic consensus of the system under directed
switching topology are obtained. State-of-the-art survey on consensus control of
network systems with switching network topologies, presented in [16] with em-
phasis on the relationships between the switching among different topology can-
didates and the networked control stability.

The architectural features of networked consensus control systems, com-
bined with a natural desire to reduce the computational resources required to cal-
culate controls in real time, stimulated an increase in interest in building distrib-
uted multi-agent systems with decentralized consensus control. From the
viewpoint of the practical implementation of consensus control, a decentralized
approach is of great interest, in which the local control for each agent is designed
only using locally available information, so it requires less computational effort
and is relatively more scalable with respect to the number of agents. A decentral-
ized approach to asymptotic consensus control design for discrete MAS, where
local agents exchange information only with their nearest neighbours is studied in
detail by a number of researchers. In [17], for agents of the first order, a heuristic
approach is proposed based on an analogy with the Vicsek model of the motion of
a group of particles on a plane. In [18], an adaptive procedure for constructing
control for each agent is proposed using only information from its neighbours in
the network topology. The consensus problem for a multi-agent system with high-
order linear dynamics and a fully decentralized consensus algorithm is proposed
in [19], which allows each agent to reach the consensus value using only a finite
number of steps of its past state information, but the solution is obtained under the
condition that the system has a time-invariant topology. A fully decentralized al-
gorithm that allows any agent to compute the consensus value of the whole net-
work in a finite time using only the minimal number of successive values of its
own history was proposed in [20], where was shown, that this minimal number of
steps is related to a Jordan block decomposition of the network dynamics. How-
ever, this minimum number of steps is related to graph theoretical notions that can
be directly computed from the Laplacian matrix of the graph and from the mini-
mum external equitable partition. Decentralized event-triggered finite-time con-
sensus control under a directed graph was investigated in [21], and an adaptive
law is designed to counteract the effect of uncertainties and external disturbances.
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The quality of consensus control in transients, which is especially important
in leader-following tracking problems, can be significantly improved using more
complex dynamic consensus protocols, in which control actions depend not only
on the current but also on previous deviations. As such control laws, multivariable
Proportional-Integral-Derivative (PID) controllers are widely used, which make it
possible to significantly improve the quality of consensus control in comparison
with static protocols.

Despite its well-known benefits, PID control is lightly addressed in the de-
centralized MAS control and they are mainly dealt with homogeneous MASs (see
e.g. [22] and references therein). For instance, a robust PID consensus control
strategy has been proposed in [23] for a system of linear high-order agents under
the restrictive assumption of an undirected communication graph. A PD protocol
is proposed in [24] to solve, instead, the problem of the average consensus under
a fast arbitrarily switching topology for the case of first-order nonlinear homoge-
neous MASs with Lipschitz dynamics. To solve the leader tracking for uncertain
high-order homogeneous MASs, robust PID protocols have been investigated
[25]. Nevertheless, practical applications of the networked MASs require hetero-
geneous models due to the presence of mismatches and differences among the
agents. In this context, only a few decentralized protocols aim to extend the PID-
control advantages to the heterogeneous MAS framework. In [26] it was investi-
gated the use of distributed PID actions to achieve consensus in networks of ho-
mogeneous and heterogeneous linear systems. The convergence of the strategy is
proven for both cases using appropriate state transformations and Lyapunov func-
tions. A multiplex proportional-integral approach for solving consensus problems
in networks with heterogeneous node dynamics affected by constant disturbances
was proposed in [27]. The proportional and integral actions are deployed on two
different layers across the network, each with its own topology. Sufficient condi-
tions for convergence are derived that depend upon the structure of the network,
the parameters and topologies characterizing the control layers, and the node dy-
namics. Fully-distributed PID control strategy was proposed in [28], whose stabil-
ity is analytically proven by exploiting the controller equations and the Static
Output Feedback procedure adapted to the MASs framework.

In this paper, the problem of decentralized PID controller design for leader-
following consensus control of networked heterogeneous MASs is considered
under the assumption that sharing information between agents is carried out via
switching communication topology. In this work, we use a distributed consensus
protocol in the form of local dynamic feedback with a PID controller using the
signal of deviation of local agent states from the weighted average states of its
neighbours, with which the agent exchanges information in the current period.
The synthesis of local PID controllers is based on the method of invariant ellip-
soids. To analyze the stability of closed-loop controlled local agents, as well as
the stability of the whole MAS, the second Lyapunov method and LMI technique
were used. This allowed us to reduce a local controller problem design to a prob-
lem of semidefinite programming to find the optimal gain values for each agent
by numerically solving the optimization problem. This, in turn, makes it possible
to simplify the solution in comparison with other well-known approaches, for ex-
ample, with the descriptor method [29].

In summary, the main features of the proposed approach and contributions of
the work are:
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e Within the framework of the principle of decentralized consensus control,
a method of local controllers’ design is proposed, which ensures the stability of
individually controlled agents and the networked multi-agent systems as a whole
under conditions of a switching communication network topology.

e Based on the sufficient conditions of local-controlled agents’ stability and
reaching consensus as well as leader-following tracking in LMI form, a computa-
tional procedure for optimizing the parameters of local controllers by solving a set
of semidefinite programming problems is proposed; while controller parameters
optimization is performed offline during the design phase.

o A decentralized optimal dynamic consensus control strategy with a recur-
rent form of the PID control law is proposed, which makes it possible to abandon
the construction of an extended model of a closed local agent, which is usually
used for discrete systems with PID controllers, which makes it possible to reduce
the optimization problem dimension.

e Availability of information about a finite set of topology variations of
connections between agents allows solving the problem of calculating the feed-
back gain matrix before the start of the control process. Thus, to determine the
control action at each step of the MAS operation from the resulting set of solu-
tions, the appropriate one is selected depending on which neighbours the agent
exchange information in the current step.

PROBLEM FORMULATION

Consider a MAS represented by a network of N agents as a set of multivariable
discrete-time linear dynamic systems, where each 7 -th agent is described by the
difference equation

x;(k+1)=4x;(k)+ Bu;(k), i=1,..,N, 1

where k=0,1,2,... is time instant; x;(k)eR", u;(k)eR" are state and control
vectors of i-th agent at time k; A4;, B; are constant matrices of appropriate di-
mensions such that the system (1) is controllable.

The connection topology of a networked MAS is described by an undirected
graph G=(V,E), where V ={l,..,N} is a set of nodes (i.e., agents), and
EcVxV is the set of edges. The presence of an edge (i,j) in the graph G
means that agents / and j exchange information. D =[d,;] is the adjacency ma-
trix of graph G and has dimension N x N .

Since the topology of the connections between agents can change during the
system dynamics, the graph G can switch at arbitrary time moments among a
finite set G;,G,,...,Gg , each of which is an undirected graph, containing a spanning

tree. This means that the graph G will have the form G, during a certain time in-
terval, then G o J il K}, and so on, moreover, switching occurs arbitrarily.

A set of agents achieves consensus if the agents’ states satisfy the consensus
condition

lim (3 (k) ~; (k) =0, 7. =1...N . )

The control law u;(k), hereafter the consensus protocol, solves the consen-
sus control problem if all agents achieve consensus under this control.
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We construct a distributed consensus protocol in the form of local feedback
to a PID controller using the signal of deviation of local agent states from the
weighted average states of its neighbours

N N k-1
u(k)=KpZ; Y 8;(k)(x;(k)—x;(k)+K,Z; > 8;(k)>.(x;()—x;(1)+
J=Llj#i J=l,j#i 1=0

N
+KpZ; 38 (k)((x; (k) = (k) = (x; (k = 1) =x ; (k = 1)), (3)
=L j#i
where X; = 1/27:1 iy s Kp K, Kp € R™" are the gain matrices of the pro-

portional, integral, and differential parts of the controller, respectively; 8, (k) is

binary variable, the value of which determines whether information about the
state of the j-th agent is available to the i -th agent at a time k :

6; (k) :{

The recurrent form of control law (3) is more convenient for practical im-
plementation, so the current value of the control action is determined by its previ-
ous value and the correction

0, agent i does not receiveinformation from agent j,

1, otherwise.

N
w; (k) =u;(k =1) + Ko, 2y 3 ddy; (k) (x; (k) = x (k) +

J=lj#

N
J=Lj#i

N
+ K2 D dy8 (k)(x; (k= 2) = x;(k —2)), (4)
j=1j#i
where K., K;;, K, e R™" are feedback coefficient matrices.

Introduce block matrix K; =[K,, K};, K,;] and the composite vectors
vy (k) = col{(x; (k) — x; (k)), (x;(k =1) —x;(k = 1)), (x;(k =2) —x;(k =2))}, i,j=
=1,...,N, j=i.Then, the consensus protocol (4) takes the form

N
ui(k)=u;(k=1)+ 2K 3 8;(k)vy (k). (%)
j=l,j#i
The control law for the agent, acting as the leader, differs from (5) by addi-

tion the deviation term between the leader’s state and the set point x”
0 () = uy (k) + Ko, (x;(k) =x7)

The model of a closed-loop local agent with the consensus protocol (5)
will take the form with one-step control lag

X (k+1)=(4ic + BK,)L; i%(k)v,-j(kﬁfli §:5g(k)xj(k)+3iui(k—1), (6)

J=lj# J=lj#
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where A4~ =[4;10,,, 10,,] is a block matrix, 0,,,, is the null matrix of the

corresponding dimension. For the agent that is a leader, equation (6) differs by

nxn nxm

presence of the term B;K (x;(k) — x*) .

For a linear closed-loop discrete MAS with local feedback described by
equation (6) under the conditions of an arbitrarily switching topology described
by a finite set of undirected connected graphs G;,G,,...,Gx , the problem of de-
centralized consensus control is considered. Such a problem is reduced to the
choice of feedback gain matrices K;,i=1,...,N that ensure the stabilization of

closed-loop local agents, the stability of the controlled MAS as a whole, as well
as the fulfilment of the consensus conditions (2).

CONSENSUS CONTROL DESIGN

The approach based on the second Lyapunov method, which allows us to obtain
sufficient stability conditions for closed-loop local subsystems, is used to calcu-
late the gain matrices of local controllers. The development of the theory of linear
matrix inequalities [30] makes it possible to apply a similar approach to the syn-
thesis of consensus control of multi-agent systems.

The main idea of linear feedback controller design using LMI is as follows.
The control goal is formulated as an inequality with respect to the quadratic
Lyapunov function built on the solutions of the closed-loop system. The resulting
inequality is reduced to the LMI form with respect to the unknown matrix of the
controller parameters. The specified constraints are also reduced to the LMI form.
A certain criterion of optimality is used and the corresponding convex optimiza-
tion problem is solved numerically, because of which the optimal parameters of
the controllers are determined.

The considered technique is implemented based on the invariant ellipsoid’s
method [31]. Consider the ellipsoid described by the equation

g;(0)={xeR": x (k)Q,x;(k) <1}, (7)

where 0< Q; e R™" is ellipsoid matrix; M >0 (M > 0) means that the matrix

M is positive (nonnegative) definite.

The ellipsoid (7) is called state invariant for the system (6) if any trajectory
of the system, having started in the ellipsoid, remains in it for any time moment
k>0.

The stabilization problem of system (6) comes down to calculating the block
matrices of feedback gain K;,i=1,...,N such that the consensus protocol (5)
provides minimization of ellipsoid (7) by some optimality criterion. We choose as
a criterion the length squares sum of the ellipsoid semiaxes which is equal to the
trace of its matrix Q.

Consider a quadratic function constructed from the solutions of the system (6)
Vi(k)=x! (k)Px;(k), 0<F =B eR™. ®)

It is well known that function (8) is a Lyapunov function for system (6) if the
conditions are fulfilled:
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(1) the function values are non-negative for any x;(k)#0;

(ii) the function values decrease monotonically over time.
If equality holds

0 =F" ©)
then the invariant ellipsoid (7) is the level set of Lyapunov function candidate (8).

It was shown in [38] that for a stable and controllable discrete-time
dynamical system, the solution of the minimization problem by some criterion of
quadratic Lyapunov function under the constraint specified by the Lyapunov
inequality, is achieved by the solution of the Lyapunov equation. Thus, such an
approach allows reducing the robust control design problems with respect to the
described class of system topology uncertainty, to solve the problem of
minimizing a linear function under constraints that can be represented in the form
of linear matrix inequalities, that is, to solve a semidefinite programming
problem.

The hypothesis on the basis of which the design problem of consensus con-
trol for MAS with switching topology in the presence of a leader is solved is that
for any version of the topology described by a finite set of undirected graphs
G,,G,,...,Gg , each of which contains a spanning tree, the statements of the fol-

lowing theorem are fulfilled.
Theorem. If for linear stable discrete-time system (6) matrices Q,-,

Yo;» Yi;» Yp; are obtained by solving the optimization problem

trace(Q;) — min (10)
subject to
i N-1 N-1 ]
O, 40, 40, ... 40, A, (AiQ +BY) ... Ay (AiQ +B;Y;)) B,

£ 0, Oy o Oy, Opsn o Oy Oy

FE 0, e O, Opsn oo Opay o

e w g, Opar o Opar Oy |T(D)

* o * 0,31 - 0,131 nxm

* ® % * % * * 0,3, (-
| % % % * * * * E mxm |

on matrix variables 0< Q;, e R™, Y, =[¥, ¥;, 1,1, ¥y, 1y;, Yo, € R™", where
Ay =28, Ao =[40; 10, 10,,], «» denotes the symmetric terms in then
inequality matrix, then:

(1) for any initial state x;(0) egi(Qi) closed-loop system (6) is asymptoti-
cally stable;

(i1) among all consensus protocols of the form (5), the protocol with gain
matrices
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Ky =Yy, 07", Ky=%,0"", Ky =1,,0"" (12)

delivers the minimum of the matrix trace criterion for the invariant ellipsoid (7) of
the closed-loop system (6) and hence guaranties the fulfillment of consensus con-
dition (2).

Proof. The first of the conditions, which are necessary for a candidate (8) to
be a Lyapunov function for the system (6), is satisfied due to the positive defi-

niteness of the matrix P, . Hence, the consensus protocol (5) should ensure that

the second property is satisfied.
We calculate the difference of the candidates in the Lyapunov function (8)
with respect to &k and require that the value of the function decrease over time

Vitk +1)=V;(k)=s] (k)M;s;(k)<0, (13)

where (k) = 0l {x; (k), ..., Xy (k) v;; (k) ..., voy (k) 1, (k = 1)} € R*VI 4

r N-1 N-1 1
T T T T T T
4 B —F 4 B4 4; B4 47 BA;Q; A BANQ; 4; FB;
T T T T T
* A; B A4; A7 P 4; 4; PiAijQi 4; BA NG, 4; BB,
* * * AiTPi 4; AiTP[Ag‘jQi A[TPiAiNQi Az‘TP[Bi >
- * * ok ok AQIPAQ; o AQIPAND, AQIPB,
* * k% * oo DQIPAND,  AQ]PB
* * * * * * AnQIPANQ; ANQ!PB;
* * * * * * * B.TP.B.
L 1 11
Qi = AIC + Bl-Kl- .

Inequality (13) is equivalent to the matrix inequality M;< 0. Let us repre-
sent the inequality matrix in the form

A'
47
T
AN Q;
L BIT i
N P, 0,x(4(N=1yn+m)
O (4(N=1yn+m)x(4(N=1)n-m)

Using the Schur complement [32], inequality takes the form
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N-1 N1
-1
~P A 4 o A4 A L A B
* _
Pi Onxn Onxn On><3n 0n><3n Onxm
% %
Onxn Onxn 0n><3n 0n><3n Onxm
- | =<o0.
* * % * —
Onxn On><3n 0n><3n Onxm
% % % % %
On><3n 0n><3n Onxm
* %k k * * %k *
On><3n Onxm
% % * % % * % * 0
L mxm _|

By multiplying the left and right parts of the inequality by —1, performing
substitution (9) and applying a congruent transformation to the inequality matrix
with blockdiag{/,,0;, ....0;,1,,}, where I, is identity matrix of the correspond-

%,—/
4(N-1)
ing dimension, we obtain the matrix inequality, which is nonlinear with respect to
the matrix variables O; and K;. We introduce matrix variables Y, = K, O;,
Y, =K,; 0, Y5, =K5,; O;. Whence, by virtue of Q; >0 the matrices K;, K;,
K,

; recovers uniquely in accordance with (12). Then, we finally obtain the linear

matrix inequality (11).

Thus, if there exist matrices O, ,Y,;,Y,;, Ys; » being a solution of the optimi-
zation problem (10) subject to (11), then (8) is a Lyapunov function for system
(6), and the consensus protocol (5) with matrices calculated in accordance with

(12), provides the fulfilment of stabilization (13) and consensus (2) conditions for
the system (6). The theorem is proved.

Remark. The optimization problem (10) subject to (11) is a semidefinite
programming problem that is solved numerically using freely distributed software
packages developed based on MATLAB, for example, cvx [33] or SeDuMi [34].

NUMERICAL EXAMPLE

As an example, we consider a linear discrete-time MAS of 6 homogeneous
agents, which was studied in [35] and solve the consensus control problem using
the proposed approach. We deliberately consider a homogeneous MAC to reduce
the amount of calculation.

During the system dynamics, the connection topology between agents
switches randomly among the set of options represented by connected graphs

Gi,...,Gs , as shown in Fig. 1. The reference set point x" is received externally at

the input of agent 1, which is a leader.
The dimensions of the agent model are n =2, m=1. The dynamics and con-

0 1 1
trol matrices are 4; ={0 95 O} , B =L} i=1...,6. All agents are Shur stable

and controllable. The initial states of the agents are chosen:
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x,(0) = col{50, 100} , x,(0) = col{30, — 60}, x3(0) = col{10, — 20},

x4(0) =col{-10, 20} , x5(0)=col{-30, 60}, x4(0)=col{-50,100} .

Fig. 1. The set of graphs describing the topology of connections in the MAS

We calculate the numerical solution of problem (10) subject to (11) for all
versions of the MAS topology, which is presented in Fig. 1. As a result, the
matrices of feedback gains, which determine the consensus protocol (5), were
calculated for all agents. The analysis of the obtained results allowed to conclude
that the hypothesis, put forward about the fulfilment of the statements of the
proved theorem for any version of topology, described by a finite set of connected
directed graphs, was experimentally confirmed, since the values of the local feed-
back matrices depend only on the number of neighbours with which the agent ex-
changes information in the current period.

For example, in a graph G, agents 2 and 6 are connected with two
neighbours, while agents 3, 4, and 5 are connected with three neighbours.
Therefore, we obtain K,(G)) = K4(G)), K3(Gy)=K,4(Gy)=Ks5(Gy). In a graph
G, ,agents 1, 2, 3 and 5 are connected with two neighbours, and only agent 4 — with
three neighbours. Accordingly, we obtain K;(G,) = K,(Gy) = K53(Gy) = K5(Gy) =
=K,(Gy), K4(G4)=K;5(G;) . Thus, for the considered network, we obtained:

Ky, =[-0,324 —0,558], K; =[-0,099 —0,206], K, =[-0,047 —0,057], (14)
K, =[-0,301 —0,480], K;; =[-0,023 —0,059], K,; =[0,031 —0,046],
K, =[-0,439 —0,762], K,; =[-0,019 —0,027], K,; =[~0,024 —0,041],
K, =[-0,634 —1,059], K; =[-0,012 —0,019], K,, =[-0,019 —0,037],

Ky =[-0,752 —1342], K,; =[-0,10 —0,017], K,; =[0,010 —0,026],(15)

where (14) corresponds to an agent exchanging information with one neighbour in
the network, and (15) — to an agent with five neighbours, respectively.

Thus, it is sufficient to solve the optimization problem (10) subject to (11)
for only one agent, sequentially changing the values of the binary variables &,
j=1..,N, j#i that determine the number of neighbours with which the agent
exchanges information, to calculate the values of the feedback matrices for all
possible cases: from having one neighbour before having (N —1) neighbours.
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The plots of the changes in the values of the first and second components of
the agent’s state vectors with fixed topology in the absence of setting action are
shown in Fig. 2. The simulation results provided that the variant of the connection
topology between agents at each step was chosen randomly among the versions
presented in Fig. 1, are shown in Fig. 3. Clearly in both experiments, all agents
achieve a consensus, but the consensus value in the second case differs from zero,

that is, there is a static error.
\Q100 T T T

-80 |
pe X, X X X X
A 21 ¢ Y31 41 Y Y51 © e
100 . | ‘ . I : . ‘ ‘
0 2 4 6 8 10 12 14 16 18 2C
a k
o100 : : : T
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S 80f 8
!
I
~ 60T q

*
T T T T T T I
6 8 10 12 14 16 18 k 20

Fig. 2. Values of agents’ states with fixed topology in the absence of setting action:
a — first components of state vectors; b — second components of state vectors
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Fig. 3. Values of agents’ states with switching topology in the absence of setting action:
a — first components of state vectors; b — second components of state vectors
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Fig. 3. Values of agents’ states with switching topology in the absence of setting action:
a — first components of state vectors; b— second components of state vectors. End

The simulation results of MAS with fixed topology, when the input of
agentl, which is a leader, is supplied with a constant setting action

x" =col{500, 500} , is shown in Fig. 4. Fig. 5 shows the results obtained for MAS
with switching topology in the presence of a reference setting.

Fig. 4. Values of agents’ states with fixed topology in the presence of setting action:
a — first components of state vectors; b — second components of state vectors
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Fig. 5. Values of agent’s states with switching topology in the presence of setting action:
a — first components of state vectors; b — second components of state vectors

The analysis of the obtained results makes it possible to conclude that the
consensus protocol (5) with the gain matrices calculated in accordance with the
proposed decentralized method, can achieve consensus in a finite number of steps for
any variant of the interconnection topology between agents from a given finite set.

CONCLUSIONS

The problem of decentralized consensus control of linear discrete-time multi-
agent systems with switching topology in the presence of a leader is solved in this
paper. A consensus protocol providing coordinating control is constructed in a
feedback form with a PID controller using the deviation signal of the local agent
state vector from the weighted average state vector of its neighbours. The discrete
PID controller equation is presented in a recurrent form. The sufficient conditions
for stabilization of the closed-loop local agent and the global consensus by con-
structing the quadratic Lyapunov function are obtained. Based on the invariant
ellipsoid’s method, the problem of local controller design is reduced to the prob-
lem of semidefinite programming, which is solved numerically. Analysis of the
obtained results allowed us to conclude that the values of the gain matrices of lo-
cal controllers depend on the number of neighbours with which the agent ex-
changes information in the current period. The significance of this study is to de-
velop a practically realizable method for solving the consensus control problem of
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discrete-time multi-agent systems with switching topology based on a decentral-
ized approach, which does not require using the graph Laplacian that describes
the connection topology between agents. The proposed approach may be further
expanded to solve the consensus control problems of multi-agent systems in the
presence of delays in measurements or in the process of information exchange
between agents.
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CHUHTE3 JEHNEHTPAJII3OBAHOT'O KOHCEHCYCHOI'O KEPYBAHHA
JJsd MYJIBTUATEHTHUX JUCKPETHUX CUCTEM 3 KOMYTAI.IIﬁHOIO
TOMHNOJIOTTEIO 3A HASABHOCTI JIJEPA / IO0.1. [dopodees, JIL.M. Jlro6uuk,
M.M. Maisbko

AHoTanisi. PO3rIsiHYTO 3aa4y KOHCEHCYCHOTO KEpyBaHHs JiHIHHUMH MYJIbTHATCHT-
HUMH quckpeTHuMH cucteMamu (MAC) 3 KOMyTalifHOIO TOTIOJIOTIEI0 38 HAassBHOCTI
ninepa. MeTa KOHCEHCYCHOTO KEpYBaHHS IIOJISITa€ y 3BEIEHHI CTAaHIB yCiX areHTIB
IO CTaHy Jijepa 3 OJHOYACHHM 3a0C3IIEUCHHSIM CTIHKOCTI JIOKAIbHUX arcHTiB, a Ta-
koxxk MAC y ninomy. Ha BigMiHy BiJ TpaauIiiHOTO MiIXO.y, SKHH BUKOPUCTOBYE
KOHIICTIII}0 PO3LIMPEHOT JMHAMIYHOT MOJIel MyJIbTHareHTHOI CHCTEMH Ta Jiariaci-
aH rpady KOMyHiKaliiiHOT TOMOJIOTI1, 3aIPOIIOHOBAHO Ii/IXiJl HA OCHOBI JEKOMIIO3H-
uii, skuil nepegdavyae He3aJeKHE MPOEKTYBAHHS JIOKAIBHUX PETyJIATOPIB. 3aKOH
KepyBaHHS BUOMPAETHCS Y BUIIIA PO3MOAIICHOIO 3BOPOTHOTO 3B’ 3Ky 3 JIMCKPET-
aumH [1I/{-perynsaropamu. 3agady cHHTE3y JOKAIBHHX PETYISATOPIB 32 JOIOMOT OO
METO/y 1HBapiaHTHHX EJIICOiNiB 3BeACHO N0 HAabOpy 3a7ay HaIliBBU3HAUCHOTO MPO-
rpamyBaHHs. JlocTaTHi yMOBH craOimizamii areHTiB Ta JOCSATHEHHS ITI00aNbHOTO
KOHCEHCYCY OTPHMAHO 32 JIONOMOTOI0 TeXHIKH JIHIHHNX MaTpHYHHUX HEPiBHOCTEH.
HasBHicTs iH(popMarii Ipo KiHIEBUI Ha0ip MOXKIUBHX KOH(Iryparii 3B’s3KiB Mix
areHTaMy ZI03BOJISIE CHHTE3YBaTH JIOKAJIbHI PEryJsITOPH B aBTOHOMHOMY PEXHMIi Ha
eTani npoextyBaHHs1. EQexTHBHICTh 3aIpOIIOHOBAHOIO MiAXO0AY MTPOJEMOHCTPOBAHO
3a JJOIIOMOT'OI0 YHCIIOBOTO IIPUKIIATY.

KunrodoBi ciioBa: MyJbTHareHTHa CHCTEMa, KOHCEHCYCHE KepyBaHHS, KOMyTalliliHa
tonosoris, 1/ peryisrop, MeTon iHBapiaHTHUX €NINCOINIB, JIHIHA MaTpUYHA He-
PIBHICTb, 3371a4a HaiBBU3HAYCHOTO [IPOrPaMyBaHHSI.
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IMPOEKIIA I'PAAIEHTA: CIIPOIIEHHSA OBJIACTI
MIHIMIBALIl AGIHHUM NEPETBOPEHHSM

LS. CHEKTOPCHKUM

AHoTauisi. Po3risiHyTO KilacH4Hy 3afady ONnTHMIi3alii y CKiHUCHHOBUMIPHOMY IIpO-
CTOpi, TOOTO 3HAXODKEHHS MiHIMyMy (QYHKLiI Ha HENOpOoXkHil MHOXuHI. [lomyx
TOYHOTO PO3B’S3KY i€l 3a/1aui aHAIITHYHIMHI METOJaMU TT0Tpedy€e MHOKHHHHX 00-
YHCITIOBAJIBHUX pecypciB abo B3araji HeMOXJIHBHUiL. [l peasbHHX 3amad 4acTilie
3aCTOCOBYIOTh METO/H IIOIIYKY HaOJIMXKEHOT0 PO3B’A3KY, Cepell IKUX OJHUM 3 Haii-
MPOCTIMHX 1 HAWBIAOMIMINX IS 33124 Oe3yMOBHOI ONTHMI3allil € METOJ Tpali€HT-
HOTO CITyCKY. Y3araJIbHEeHHSIM METOAY I'paJieHTHOTO CITyCKy Ha BHIQJIOK yMOBHOI
onTHUMi3auii € 3anpornonoBaHuil y 1964 p. meron npoekuii rpaxienra. st neskux
THUIIB MHOXKMHHU (BiAPi30K, Hapaienemnines, Kyjisi) MPOeKIil0 TOYKA Ha MHOXHHY
MOXKHa 3HaWTH NPOCTMMM SBHUMHU (OpMyJaMH, HPOTe A CKIAJHIUX (Hamp.,
JIIIIC) TIPOEKTYBaHHS CTAa€ OKPEMOIO 3a7adyeto MiHiMizalii. OqHaK y IesSKUX BHMAI-
Kax OOYHCIIEHHS NPOEKIil He MOXKHA CIIPOCTHTH a(iHHUM IIepEeTBOPEHHIM — HaIp.,
eninc adiHHuM (i HaBITH JIHIHHMM) NTEPETBOPEHHAM MOXHA 3BecTH 10 Kydii. Crpo-
LICHO 33734y MiHiMmi3auii QyHKIIT Ha MHOXHHI 3aCTOCYBaHHAM a(iHHOTO MEPETBO-
penns F(x) = Ax+b, ne A — HeBHpOIKEHa KBaApaTHA MaTpUIlL, b — (iKCoBaHHI
BEKTOP BiJIOBITHOT PO3MIPHOCTI.

KunrodoBi cioBa: npoexuist rpajieHTa, MiHiMi3amis, adiHHEe IEePEeTBOPEHHSI.

BCTYII

Knacuanoro 3amayero onTuMizallii y CKiHYEHHOBHUMIPHOMY IIPOCTOpI € 3HAXO-
mkeHHs MiniMymy ¢ynakmii f:R” — R Ha nenopoxuiii MEoxuni D < R” (TyT i
HaJaJli CUMBOJI « C » TO3HA4Ya€ HECTPOre BKIAJCHHs, TOOTO MOKIMBUI BHIAI0K
D=R" — 3amaua 6Ge3yMOBHOI onTmMmizanii). SIK NpaBUIO, MOLIYK TOYHOTO
PO3B’S3KY W€l 3a/1a4i aHAMITHYHAUMH METOJaMH MoTpedye HaaATo OaraTo oOvmc-
JIIOBAJIbHUX PECYpCiB abo B3arajii HeMOXJIMBUN. TOMY JJIs peajibHUX 3ajad Haii-
YacTilie 3aCTOCOBYIOTh METOIM TOLIYKY HaOIMKEHOro PO3B’SI3KYy, cepell SIKUX
OJIHUM 3 HAWMPOCTIIIMX 1 HAMBIAOMIIIMX JUIs 3a1a4 Oe3yMOBHOI ONTHUMI3AIii €
METOJ] IPaJIEHTHOTO CIYCKY (IHB., HAMp., [1-6]). Y3araJibHeHHSIM METOy Tpaji-
€HTHOT'O CITyCKYy Ha BMIAJIO0K yMOBHOI onruMisamii (D < R") € 3anpononoBanuii
y 1964 p. meTon npoekiii rpamienTa (muB. [7]). Qs meskux TUIB MHOXKHHH D

(Bizpi3ok, mapanenerninen, KyJjs) IPoeKLiro Touku x € R” ma D MoXHa 3HAlWTH
NPOCTUMH SIBHUMH (HOPMYJIaMH, MPOTe JJIsl IEHIO CKIaAHIMX obnacTted (Hamp.,

skmo D R? — €JIITIC) MPOEKTYBaHHS CTa€ OKPEMOIO 3aadero MiHimizarii. Ox-
HaK y IeAKUX BHUMAJKaX OOYHMCIICHHS MPOEKIlii Ha D MO)KHA CIPOCTUTH adiHHUM
NEePEeTBOPEHHSIM — Hamp., efinc adinHuM (i HaBITH JIHIMHUM) IE€PETBOPCHHSM
MOJKHA 3BECTH JI0 KYJIi.

Mera pob6orH — 3BecTH 3amady MiHiMizanii ¢ynknii f:R” >R nHa

MHOXHHI D cR" po Minimizanii QyHkuii f(}?)z f(F 71()7)) Ha MHOXUHI

© LA. Cnexmopcokui, 2024
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D= {Ax +b:xe D} =F(D), ne F(x)=Ax+b, A — HeBUpPOI)KEHA MaTPHUILII

po3mipHocTi nxn, beR" — dikcoBanuil BeKTOP.

ONYKJII MHOKWHM TA ®YHKIII

Osunavennst 1. Muoxuny D c R” nHasuaroTh onykiow, skmo Ax+(1—-L)y e D
it Oynb-akux x € D,y e D,A €[0,1]. [Hakme kaxyuu, D € ONyKIIO0, SKIIO pa-
30M 3 TOUKaMu x € D,y € D MicTUTh Bipi3oK [x, V] :

xeD,
}:[x,y]:{7\,x+(1—7»)y:7»e[0,1]}CD.
yeD
Mpuknax 1. Ha nomuni (mpocTtip ]Rz) OyAb-sIKUi KPYT € OMyKJIOK ¢iry-

POr0 (MHOXHHOI), OyAb-sike KoJlo — Hi (puc. 1). [HII npukiIaan OnyKIMX Ta He-
onykiaux Qiryp 300pakeHo Ha puc. 2.

Kpyr — onykna ¢irypa Koo — Heomykiia dirypa
Puc. 1. Kpyr i K010 — BJIACTHBICTB OITyKJIOCTI

O 6~

Onyxki dirypu Heomyxmi ¢irypu

Puc. 2. Onyxri Ta Heomyki Qirypu

3ayBaxenns 1. Hagani BBaxxaTuMeMo, 110 OyIb-SKHH eIlinc Ta Oyab-sSKUi
0araTOKyTHUK MiCTSATh BHYTPIIIHIO JIISHKY, SKY BOHH OOMEXYIOTh. Takum 4m-
HOM, eJIIC Ta TPUKYTHHK 3aBKAN € OIMYKIMMHU (irypamu, OZHaK YOTHPUKYTHHUK
MOKe He OyTH onmykiuM (puc. 3).

pO P

Omnyxkii pirypu Heonyxkui ¢dirypu

Puc. 3. Eninc ta 6araTOKyTHHKH — BJIACTHBICTH OITyKJIOCTI

Osnavenns 2. ®Oyukuiro f:R” — R Ha3suBaTh ONYyKIOH, SKIIO IS
Oynp-sixkux x € D,y e D,k €[0,1] cupaBmKxyeThcs HEPIBHICT

SOx+A=MP) <M () +A=2) f(y). (1

Osunauenns 3. Oyuxuirco f:R” — R Ha3MBarOTh CTPOrO OMYKJIOK, SKIIO JJIs
Oyap-sikux x € D,y € D,A €(0,1), Takux, 0 X # ¥, COPABIKY€EThCS HEPIBHICTD

SOx+A=Mp) <M () +1A=2) f(¥).
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Hpuxaan 2. 1. OgnoBuMipHa (n=1) niniiiHa ¢yskuis fj(x)=bx+c 3a
Oyap-skux (pikcoBanux koHcrant b € R, ¢ € R e omykioro, ane He cTporo omyk-
7010, OCKibKU Ui Oyap-sikoi A €[0,1] HecTpora HepiBHiCTH (1) BUKOHY€ETbCA,
MIPOTE TIEPETBOPIOETHCS B PIBHICTH:

fx+1A-My)=b0x+(1-N)y)+c=
A+ )+ (1= D)(by + €)= My (x)+ (1= 2) (). )

2. OnHoBUMIpHA KBaapaTtuuHa QYHKIIL f5(x) = ax® (aeR — dikcopana
KOHCTaHTa) € OIyKJIOK TOJi i TUTbKK ToAl, Ko a >0 . JlificHo, s Oymb-skoi
A €[0,1] maemo:

f0x+(1=-0)y) =a(x +(1-2)y)? =ad®x* + a(l-1)* y* + 2ah(1-L)xy =
=adx? +a(1-2)y? —ah(1=0)x2 —ah(1=1)y? + 2ah(1=N)xy = (3)
=15 () +(1=0) f5() —ah(1 = W) (x = )’

OueBugHo, y BUnanky a>0 dynkmis fz(x)zavc2 € CTPOTO ONYyKJIOIO.

3a3HaumMo, MO OTPUMAaHUN pe3yNIbTaT 3 ypaxyBaHHsAM piBHocTel (2) Ta (3)
JIETKO TIOIMMPUTH Ha 3arajJibHy OJHOBUMIPHY KBaIpaTHYHy (YHKIIIIO

f3(x)= ax* +bx +c; ¢dbyukis omykia, koo a >0 (30Kpema, CTpOTO OIyKIa,
akmo @ >0); koncrantu b € R, ¢ € R Ha onykiicTs (cTpoOry OMyKIIiCTh) QyHKIIT

ax’ +bx +c He BIUIMBAIOTD.
I3 o3HaueHs 1 Ta 2 HeraiiHO BUILTUBAE MPOCTHH (HaKT, 110 MOB’I3y€e 00MIBA

osHauenns: gpynkuis f:R” — R omykia toxi i Tineku Toxi, Koaw ii Haarpadik
Epi f={(x,y)eR"xR: f(x)=y} € ONyKIOW MHOXHHOK B IPOCTOPi
R"™ =R"xR. Ha puc. 4 cxemaruuso mnokasaHo Haarpadiku QyHKif
filx)=bx+c Ta f3(x)=ax2 +bx+c.

ax*+bx+c, a>0 ax*+bx+c, a<0

A A
! [
» » m

@V

Puc.4. Haprpadiku niHilHOT Ta KBagpaTn4HOi (QYyHKIINA

Osnavenns 4. Oyukiio f:R” > R Ha3uBaOTH CUILHO OMYKIIOK 3 Mapa-
merpom 0>0, skmo mist Oyme-skux x € D, y € D, A €[0,1] copasmkyerses
HEPIBHICTh

SOx+A=0)y) A (0)+(1=R) [ (1) =301 1) || x = | .
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Mpukaag 3. Keagpar eBKi1110BOT HOPMU || X ||2 SIK QYHKISA || - ||2: R" >R €
CHJIBHO OITYKJIOO 3 TapametrpoM O =2 . [liticHo, mis Oyab-axoi A €[0,1] anaori-
yHo  (3) oTpumyeMo:

12+ (1=2)y [P= Qo+ (1= 1)y, (e + (1= 1)) =

=27 x | +A=1)2 ||y P 4201 = A)(x, ») =
=AM x P A=) |y [P -MA=2) [ x = p]P.

3ayBaxkenHs 2. Jlesiki aTopu (Hamp., [4, 5, 8]), BU3HAYar04UX CUIbHY OIYK-
JicTh QYHKI1, BUYCKAIOTh KOEQIlieHT % y OaHKy Iepes mapaMeTpoM OIMyK-
JIOCTi, IO 3MEHIIY€E TapaMeTp OIMyKJIOCTi BABivi. Tak, 3riTHO 3 TaKMM BU3HAYEH-
HsM, QYHKIS || X ||2 € CHJIBHO OITYKJIOIO 3 TlapameTpoMm 0 =1.

Bimomi xpurepii ormyknocti ans rmaakux GyHkid. Tak, s qBidi Hemepe-
pBHO mudepenuiiiosnoi ¢pynkuii f/:R"” — R cnpaBmKyroThCcs IOTiYHI eKBiBase-
HTHOCTI (JUB., Hamp., [2, 4-6, §]):

o Oyukuis f omykima Tomi ¥ Tinbku tomi, ko (f"h,h) >0 s Gyab-
sxoro heR" (recian f” € HeBix' €MHO BM3HAYEHOK MATPHUIIEKD).

e OyHKIA [ CHIBHO OMyKia 3 mapameTpoMm 0 >0 Tomi i TUTBKH TOIi, KO-
ma (f"h,h)>0| k| mis Gyms-sikoro heR" (vatpuus f"—01, € HeBix eMHO

BU3HAYEHOIO MATPHIICIO).
Jus cTporo omykiux (yHKIIM aHaNOTiYHA €KBIBAJICHTHICTh HENpaBUJIbHA,
NpOTe CHPaBIKYETHCS HACHIJOK: AJISI CTPOToi omyKiocTi GyHKLIi f AOCTaTHBO,

wo6 (f"h,h)>0 nas Gyab-sikoro HewyiwoBoro heR” (recian f”e momaTHo
BHU3HAYCHOIO MATPUIIEIO).

Mpukaang 4. OgHoBumipHa ¢QyHKUiA f(x)= xt OIyKJIa, i HaBiTb CTPOTO
omykia. JlificHO, BpaxoBYIOUHM CTpOTy (HaBiThb CHIIBHY) ONYKIICTh QYHKITT
g(x)= x? (mmB. TpukIan 3) Ta CTPOTY MOHOTOHHICTh g(X)= x* Ha [0,+0),
OTPUMYEMO:

f(@)=g(g() =+ 1-1p)* = (O +(1-21)p)") <’ +(1-1)y*)” <
<A (1=0)2 <t A=) =)+ A=) f()
s Oyap-sikoi A € (0,1) . IIpore dpynkuis f(x)= x* He crmpHO OITyKJIA, OCKITBKH
1uist Oy ab-sikoi KoHcTaHTH 0 >0 HepiBHicTh f(x) = 12x* >0 ne CIPaB/KYETHCS
0

s [ x[< 475

CdopMyrroemMo y BUTIISIAL JIeM TpH Bimomi (auB., Hamp., [2, 4, 5, 8]) Bmactu-
BOCTI II0JI0 MiHiMi3aIlii ommykJ0i ()yHKIIIT Ha OMyKJIIiii MHOXKHHI.

Jlema 1. Hexait D c R" — onykia MuOX)uHa, . f:R" - R — onykna ¢y-
. * o .. .
HKIiA, X € D — nokanpHUN MiHiMyM f Ha D, TOOTO icHye Take €>0,
. . sk
wo f(x*)< f(x) mnsg Beix x e D, ais AKux ||x — x*” <g.Tomi x €D — rnoba-

neHU MiHiMyM f Ha D, 10610 f(Xx*)< f(X) musBcix xe D.
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Hosenennsi. Hexaii x* € D — nokanbauii Minimym f Ha D, £€>0 — Ta-
ke uncno, mo f(x*)< f(x) mns Beix x e D, st aKux ||x - x*” <¢. 3adikcyemo

nosineHe ae€D. Tomi mig A= %min (m,m) MaeMo: ||(7»a +(1—A)x*)— x*” =
= ||7»a —Ax*| < 7\,(||a|| + |

ta Gyskaii  f, (X)) fQa+(1-M)x)<AM(a)+(1-2)f(x*). Orxe,
FOE)EM(@)+A-2)f(x"), sBigxkm  Af(x*)<A(a) i, ockimekum A >0,
f(x*)< f(a). Takum YMHOM, YPaxOBYIOUH IOBINBHICTE BHOOpY a €D, Touka

x*|)) < €, 3BiIKH, 3 ypaxyBaHHSIM ONYKJIOCTI MHOXUHH D

% o o . ces
x €D gpilicHo € rmobanpbHUM MiHIMyMOM GYHKIIT f Ha D .0

Jlema 2. Hexait D c R" — onykia MuoXwuHa, . f :R” — R — crporo ory-
kia pynkuis. Toxi f gocsirae rio6aipHOrO MiHiMyMy Ha D He OUTbII HiX B 0JI-
HIH TOYII.

Hosenenns. Ipunyctumo, mo f gocsrae TIo0alIbHOro MiHiMyMmy »* Ha
D mpuHaiiMHI y ABOX pi3HMX TO4kax m; €D, m, €D, T00TO f(M)=
= f(my)=y", Ta m; #m,. Toxi, BpaxoByK4H ONMyKIicTh D Ta CTPOry OINyK-
JCTh f, OTPUMYEMO, IO @ eD Ta f(%) <%(f(m1) + f(my))=y", mo
CymnepeunThb raodanbHocTi Minimymy f(my) = f(m,) = y* na mpoxuni D .0

Jlema 3. Hexait DcR"” — onykna mMHOoxuHa, . f:R" - R — cumbHO
onykina ¢yskiisa. Toai f mocsrae rao0amsHOTO MiHIMyMYy Ha Dy TOYHOCTI B
OJIHI¥ TOuI.

JoBenenHs (muB., Hamp., [4, 5, 8]) criupaeThest Ha OOTPYHTYBaHHI 0OMEXKEHOCTI
3HM3Y MHOXUH Jlebera D, = {‘v’x eD:f(x)< v} Ta HenepepBHocTi f Ha R”.

JleTanpHiIIe Ipo BIACTUBOCTI OIMyKINX MHOXHH 1 QYHKITIH AuB., [2, 4-6, 8].

A®IHHE [TEPETBOPEHHSI OITYKJIMX MHOKWH TA APTYMEHTIB
OIYKJIHNX ®YHKIIN

VBenemo 10 posrsny adine nepersopenns F:R” — R”, 10610 BigoOpaxkeHHs
F(x)=Ax+b, ne A — ¢dikcoBaHa HEBUPOIKEHA MATPHUI PO3MIPHOCTI N X1,
beR" — ¢ikcoBanuili BEKTOp. 3a3HAYMMO, 11O 3aBAAKH HEBUPOMKEHOCTI A ic-
Hy€e oOepHeHe (Takok aiHHE) IepeTBOpEHHS F ! (x)= Alx—a.

Jlema 4. Hexaii D c R” — HemopoxHst omykiia MHOXKUHA. TOJIi OMyKIIOH €
TaKOK MHOXKHHA D = {4x+b:xeD}=F(D).

Jlosenenns. Hexaii X € 5,)7 IS 5 . 3a BU3HAYEHHSIM MHOXKUHHU 5 , MaeMo eJie-
MeHTH x € D, ye D, taki, mo X = Ax+b, y = Ay + b, 3Biaku x=A'"%-A4"be
eD, y= A_lfz —A"'be D . Toi, 3adikcyBaBim 10BUIbHY A €[0,1], oTpuMyemo:

AX +(1=1)y =MAx+b)+(1-A)(Ay+b) =

—AOx+(1=N)y+b)=FOx+(1-2)y)eD,
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ockinbkn Ax+(1—A)y e D 3aBusxu onykiocti D. Otxke, AX +(1-1)y € D, mo
JIOBOUTH OMYKICTh MHOKHHA D .

Npukaag 5. PosrisineMo B R?  MHOXKHHY, OOMEXeHy NPSIMOKYTHHKOM
(CTOpOHM MOBEPHYTI BiTHOCHO KOOPJAMHATHHUX OCEH):

D xp) | 2<3x; +4x, <5

- (xzj'{ZS—4x1 +3x, <10 |

OueBuHO, 00MacTh D MOXKHA OTpUMATH aiHHUM (HABITH JIHIHHUM) MEPETBO-
PCHHSIM i3 TPSAMOKYTHHKAa D), CTOPOHH SKOTO MapajelbHi KOOPIMHATHHM

3x1 + 4x2 3 4 X1 0.6 0.8 X1 .
OCsIM: = =5 . Takum unHOM, adpinHe

E] X1 0.6 0.8 X1
NEPETBOPCHHA | , |= F = (y AaHOMY BUIIAAKY — IIOBO-
x2 xZ _08 06 xZ

2<3x, +4x, <5 }

X2

~ X 2<5% <5 X 0.4<% <1
y OpSIMOKYTHUK D =<| _ |: N =9 - |t - =F(D),
X2 ZSSX2 SIO x2 0.4SX2 SZ

CTOPOHH SIKOT'O MapaJieNbHi KOOPAMHATHUM OCsIM (puc. 5).

o X1
OT) MEPEBOAUTDL MOBEPHYTUH NPSIMOKYTHUK D = .
pot) mepesox PHYTHI PO {[ st—4x1+3x2310

X,

2 1 T 3

0
Puc. 5. Obmacts f,_J| ¥ |. 2=3x+4x, <5 | yoBepHyTHIl IPIMOKYTHHK, 0GIACTH
Xy ) (2= -4x,+3x, <10
D= X, : 04<x <1 | _ NPSIMOKYTHHUK, CTOPOHH SIKOTO MapalielibHI KOOPMHATHUM
%) 04a<x <2
0CsIM
Hpuxnan 6. Posrmsaemo B R? MHOXXUHY, 00MEXKEHY KPUBOIO IPYTOT0 MOPSIIKY:

D= {x1j;34(x1 —5)2 +41(x, +10)2 +24(x; =5) (x, +10) < 1} =
X3

_ X1 . 34 12 x1—5 x1—5 <1
k)12 41 )\ xy 10 ), +10) )
[Iponenypoto miaroHamnizaiii OTpUMYEMO:

34 12) (0.6 -08)50 0 0.6 08
12 41/ (08 060 25\-08 06)
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12 41 0 25

001acTh D € MOBEPHYTHM Ta 3CYHYTHM EJIIICOM 1 MOKe OYTH OTprMaHa aiHHUM

. 34 12 . 50 0
OCKITBKH MaTpuIlst , K 1 MaTpUIA , € I0IaTHO BHU3HAYEHOIO,

~ X)) -2 o~
MEPETBOPEHHSM 3 OMUHUYHOrO Kpyra D = {£~ j :x12 + x22 < l} , puc. 6.
X2

1952
0.0 48 50 52 X,
T ———————

938 . D
-10.0£ 7 N
102 )

Puc. 6. Obnacte D — ediIic 34(x1 _5)2 +41(x2 +1o)2 +24(x1 -5) (xz +10)<1, obnacTb

D= {[fl ] 24 < 1} — OzMHMHMH KPyT

X2

Enintiany kpusy 34(x; —5)% +41(x, +10)? +24(x, —5) (x, +10) =1, abo,

. o 34 12Y 0 -5 (65|
3aI1ucC1 9Yepe3 KBaaApaTuiH opMmy, =1, MOXHa
Y P PATHRIY ®OPYY- 112 41 %y +10 ).\ x, 410

OTpUMATH 3 OAWMHHUYHOI'O KOJIa x12 +x22 =1 HOCJ’Ii,I[OBHO 3CYBOM, INOBCPTAHHIM
34 12 x -5 \( x-5
=l
12 41 ) x, +10 ), x, +10
0.6 —0.8)50 0Y 0.6 08 x,—5)\( x-5
& =l
08 060 25)-08 0.6)\x,+10),\x,+10
50 0) 06 08Y x-5 0.6 0.8 x,—5
& =l
0 25)\-0.8 0.6)\x,+10),\-0.8 0.6\ x, +10
5v2 0)5v2 o) 0.6 0.8) x;—-5)( 0.6 0.8 x -5
& =l
0 50 0 5/-08 06)x,+10)\-08 0.6\ x,+10
- 502 0) 0.6 08Y x,—-5)(5/2 o) 06 08
0 5)\-08 06 lx,+10L 0 508 06 x2+10
OTxe, adiHHE IEPETBOPEHHS
% _ A (542 o) 06 08) x-5 3[ 4[ x1
;(52 Xy 0 5 -0.8 0.6 Xy +10 -4
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: y ~ J(x®) ([ [x (%) a2 a2 .
noB’A3y€ omuHUYHAN KpyT D=<| " ||| Ll o [[S1p=9] 2 [:x +x," <1;1
X2 X2 )\ X2 X2
3CYHYTHH TOBEPHYTHH €IIiIC
xl 34 12 xl -5 xl -5
X, 12 41 \ x, +10 ),\ x, +10

:{£x1);34<x1 =) 44105, +10) +24(x; - 5) (5, +10) < 1}=
X2

LHACDAC) (om0

Hns marpuni A yBeoeMo IO3HAY€HHS A, = Mmax (AATx,x) Ta
xeR 7™ :||x[|=1

min (AATx, X) BIAMOBITHO MaKCUMaJbHE Ta MiHIMaJIhbHE BIIACHE M-
xeR 7 :||x|l=1

A

min —

CJI0 MaTpHIIi AA" ; maramaemo, o MaTpHIT AA" ta AT A wmarote oxHakoBuii
HaO1p JoaaTHUX (3aBISKHA HEBUPOIKEHOCTI A4 ) BIACHUX YHCEIL.

Jlema 5. Hexaii ¢pynkuis f:R” — R — omykmia (CTporo omykjia, CUILHO
omykna 3 mnapamerpom 0>0). Tomi ¢ymkuis f:R" >R, f(X)=
= f(F'(X)) = f(47'% = 47'b) Tex omykna (BIAMOBIIHO CTPOTO OMyKIIA, CHIIBHO
onykia 3 mapamerpom 0L >0).

Hosenennsi. 1. Hexaii ¢ymkuis f:R” >R onykna. 3adikcysaBimm
A €[0,1], micraemo:

FOX+A=0)F) = fMA T =AY+ 1 -0)(A'F-47'b)) <
S (AT A7)+ (-0 f (AT = 47D = (@) +(1-1) [ ()
115 oBinpHEX X € R", Y € R” | 10 10BOAMTH ONyKIicTh QYHKIIT g .

2. Hexait pynkuis f:R" - R crporo onykina; X e R”,yeR" i X#7y. 3a
YMOBOIO, MaTpuLs A HEBUPOKeHa, a 0Txke, Matpuisi A icHye i HeBUpOIKeHa,
spigkn A'X - A7'b= A7 — 47'b . 3adixcysasmm A € (0,1), maemo

FOF+A=0F) = fFOATT = A7b)+ (1-2)(47'F - 47'b)) <
AT A7)+ (A=) f (47T = A7) =1 (D) +(1=-1)f ()
s noBinbHEX X € R”, ¥ € R” , 1110 10BOAUTE CTPOTY OMYKICTh QYHKILI ]7 .
3. Hexaii pynxuis f:R"” — R cunbno onykna 3 mapamerpom 0 > 0. 3a3Ha-

YUMO, 110 MaTPHUISL AA4" CUMETPHUYHA 1, 3aBJISKH HEBHPOJIKCHOCTI MaTpuIl A,

JoJaTHO Bu3HaueHa. L{e o3Hadvae, 1110 BC1 BIACHI YMCIa MATPUIL AA" piiicni po-
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natHi upcma. OueBHAHO, AL = min ((AAT)_lx,x) — MiHIMaJIbHE BJaCHE

T R =l

YUCIIO MaTPHII (AAT )_1 . Omxe, 3adikcyBaBmm A €[0,1], orpumyemo:

FOF+A-0)F)= AT = A"D)+(1-1) (4T - 47'b)) <

<M (AT = A0+ (A=) f (47T = AD)-21-V T 47 F =) |*=
= D)+ (1= ()~ -V F=7). 47 (F-7)=
=M (@) +1-1f)~ 1= (4D @ -7LE-T)<
SME)+A=1)F () =M1 § Xy

nist poBimeHux X € R”, Y € R”, mo noBoauTh CHIIbHY OMYKICTh (DYHKILT 17 3
napameTpoM Gk:rllax.

Mpukaag 7. Hexait /:R" 5> R, f(x)=|x|]*. Oynkuis f(x)=|x|* cu-
JHHO OIMyKJIa 3 mapameTpoM 0 =2 (mmB. mpukian 3), a oTke, QyHKIISA /7(5) =
=|F'®)|?=]|4'Y - 47'b|> € cunbHO omykimow 3 mapameTpom Gl:;ax >0.
IikaBo, mo y Bumaaky b =0 OiTiHIHHUK (QyHKIIOHAT <>7,)7>=((AAT)71)75),
3aBISKM CUMETPUYHOCTI Ta JIOJATHIA BH3HAYEHOCTI MaTpUI (AAT)_1 , BU3Ha4ae
[HIIMH CKAJSIpHUH TOOYTOK, a (YHKIs <<)7,)~c>>=g()~c)=||F_] @ |P=47"%)?

inmry Hopmy B R” .

VY [4] HaBeneHO TeopeMy Mpo 30epekeHHs OmyKIocTi QyHKIT (6e3 yMOBH
CTpOTOi YM CHIILHOI OITyKJIOCTI) 32 3aCTOCYBaHHS JI0 apryMeHTa JOBIJIBHOTO Iepe-
TBOpeHHS Ax+b.

IMPOEKLIA TOYKU HA MHOKHUHY

Osnavenns 5. [Ipoekuiero Toukn @ € R” na menopoxuio muoxuny D < R”
Ha3MBaOTh TOUKy Pr, a € D, Haitbmmkdy 10 a cepex ycix To4ok x € D :

|Prpa—al=inf [|x—all. 4)
xeD
Ockinbku HOpMa || - || HeBin’emHa, piBHICTB (4) MOMKHA MOJATH Yepe3 KBaj-
pat Hopmu || -||*:
2
Pr,a—al’=inf ||x—a] .
| Prpa—all xeDII [ (5)

OueBuIHO, PrD a =a TOoml ¥ TIABKY TOAl, KoM a € D .
_ X . 2 2 2 2
Hpuxnax 8. Jlnsg koma D = (X —x,) +(x, —x,,) =r rcR
X, , ,
X

0,1 . a, Xo,1
IPOEKIII0 TOUKH d = #
Xo,2 a, X0,
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MOXxHa obumciuTH 3a opmyinow Prpa=x,+———(a—x,), T06T0 Pr,a

la—xol
MICTUTBCS Ha TIepeTHHi Biapiska [X,,a] 3 konom D (aus. puc.7, a, 6).; IPOEKILi€0

LIEHTpa KOJIa a = X € KOXHa To4Ka KoJa (puc. 7, 6).

2" AX, 22
D D D
/’ x Pr,a
X0,2 Yoo | 0.2 ~a
a o
; / a
Pr, a> Pr, a> Prpa P
' icl ds i =x1
0 Xy, ol Xo, 0 Xo,1
a o €
Puc. 7. Tlpoekuis TOYKH Ha KOIIO
Hpuxnan 9. /{ns BigkpuToro kpyra
D= X1 . 2 2 2 R2
= (= xp )" H (X —Xp)" <r
X2
. . X0,1
paaiyca >0 i3 HEHTPOM B X, = npoeknii Toukn a¢ D (||a|>r) He
X0,2

icnye. [lificno, inf ||x—a||=||x, —al/+r mir Ou
xeD

A Xy /%

S

JOCSTaTHCh JIMIIE B TOULI X, + = ”( -Xp)

X0,2 Vj
éxOJrﬁ(a_xo) (puc. 8), ane x +m(a—xo)eD, OCKIJTBKH
a—xq
a, X ~
_ S5 (g + i (@ = x) = %o = (@ = xo) 1=
Puc. 8. Tlpoexuisi TOUKK HA Big- Ha_XOH la—xo =7

KPHUTHUH KpyT HE iCHY€
V 3aranbHoMy Bunajaky Touka a € R” mo-

e MaTH KiJlbKa npoekiiii Ha muoxuny D c R” (npukian 8) abo He MaTu ®o1-
Hoi (mpuknax 9). [Ipore Bimomuii kiacnuHuii (hakt (AuB., Hatp., [1, 4, 5]), saxuit
HaBOAHMMO SIK JIEMY.

Jlema 6. 1. Hexali muoxxura D c R" menmopoxns i 3amxnena. Toni Oymb-
ska Touka a € R” mae npuHaiiMii oJHy npoekiio Ha D .

2. Hexaii muoxxuna D c R" omykia. Tomi Oyap-sika Touka a € R” mae He
OinbIue oaHiel mpoekuii Ha D .
Josenenns. 1. Ilpoexuis Prya Ha 3aMkHeHY MHOXMHY D iCHYE 3a TEOPEMOIO

Beepiurpaca: HenepepeHa ¢yHkuis ||-[:R" — R mocsrae cBoro HalMEHIIOro
3HAYCHHSA inl'f; |x—all= )fCl;an || x — a|| na HemopoxHili 3aMkHeHii MEOKuHI D < R” .
xXe

2. Oyuxuis ||-|[>:R"—> R € crporo (i HaBiTh CHIBHO) OMYKIOK (JHMB. IPHU-
kiaz 3) i, 3a JIeMOIO 2, Ma€ He OUTbIle OAHOTO INI00ATLHOTO MIHIMYyMY Ha OITYKITif

MuoxuHi D R” .0
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Hpukaan 10. 1. Hexait D= {x:||x—x,||<r}c R? 3aMKHeHHiT KpyT pami-
yca r>0 i3 LEHTPOM B X, eR?. Ouesuano, D OIyKJa 1 3aMKHEHa 1, 3a Jie-

MO0 6, 1 Oyab-sIKOTO aecR? icHye enuHa mpoekuis Prpa=

a, ae D; 5
= - Touku a € R” Ha MHOXUHY D (IuB. ipukiaz 8).

2. Hexait D= {x im; <x; SM;(i= 1,2)}c R? NPSIMOKYTHHK (puc. 9), BU3Ha-
gennit Toukamn meR?, M eR?, m; <M;(i=12). OueBunHo, D omykia i 3a-

MKHEHa, 1, 3a JeMOI 6, I OyIb-SKOTO aecR? ICHy€ €muHa TMPOEKIis
Prpa (i=12):

m;,

(Prpa); =qa;,m; <a; <M
M, a,>M,

157
Dopmynu A5 TPOEKIii Ha KPYT i MPSIMOKYTHHK (CTOPOHH SIKOTO MapasiebHi

KOOpPAMHATHUM OCsIM), HaBelleH1 y mpukiani 10, X,
NPHUPOIHMM YHHOM y3arajbHIOIOTECS Ha Kymro Ta M zﬁ

napaneneninen y R” . Jleranpuime npo mpoexmii

. . m
Ha jiesiki mpocti MEokuHE D R” (kynst, mapa- 2 Tha
JeNeninen, MBIPOCTIp Ta iH.) AWMB., Hamp. [5]. s X
OmHak 1 TIPOEKITiH Ha OLTBIT CKIIaAHI MHOXH- 0 m M, -

HU (30KpeMa, Ha eJIIC) HAJaTH MPOCTi sBHI ¢o-

Puc. 9. Tlpoexmis TOYKH Ha
PMyJI HEMOKIIUBO.

MPSMOKYTHUK
Hpuxnaag 11. Hexait

D :{xljzﬂ(xl —5)? +41(x, +10)% +24(x; = 5) (x, +10) 31}
X2

MOBEPHYTUH eyinc (auB. mpukiajn 6), a:( 7]. OCKUTbKU @ ¢ D, TIpOoeKIis

Prpa  nexuts Ha  eninTuuHid  kpuBift  34(x; — 5)2 +41(x, + 10)2 +
+24(x; =5) (x, +10) =1, sixa oOMexye obmacte D . 3aCTOCOBYIOUH A0 MOIIYKY

eKCTpeMyMYy Y piBHOCTI (5) MeTo[ MHOXHUKIB Jlarpana, 3amuiiemMo BiAMmOBiAHY
(dhyukiro Jlarpamka:

2 2
L(x1,55,0) = (5 =5) + (%, +9.7) = A(34(x - 5)* +
+41(x, +10) +24(x; = 5) (x, +10)—1).
MinimMym dyHKii L(X;,X,,A) MOMXIMBHUIA JIMIIE B HYJISIX YACTKOBUX MOXITHUX:

2(x; —5) — A(68(x; —5) +24(x, +10)) =0
Ly L L 4 20x, +9.7) = M(24(x; —5)+82(10+x,)) = 0 (6)
34(x; —5)% +41(xy +10)? +24(x; —5) (x, +10)=1=0
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Jlerko mepeBipuTH, 110 aHATITHYHE PO3B’sI3aHHA cucTeMU (6) 3BOIUTHCS 10
piBHSHHSA 4-TO CTENEHS BIIHOCHO A — Taki PiBHAHHS, X0U 1 JIOIYCKAIOTh SIBHUN
PO3B’5130K, ajie BiAMOBIAHI (OPMYIIH CKIa/HI 1 MICTSTh PauKaiu 10 4-r0 CTEICHS
BKIItOYHO. ToMy paiioHaJIbHUM 0auuThCS YHMCEIbHE PO3B’si3aHHS CUCTeMH (6),
y pe3yJbTaTi 4oro, Mmicis BiAKHIAHHS «3aliBUX» KOPEHIiB (AKi HE MOXYTb OyTH

-9.8381

HUK A ~-0.0218, ane e 3HaueHHs Oe3mocepeIHbO He BXOAUTh 10 Pry a ), puc. 10.

4.9757
MiHIMyMOM TIpaBOi YaCTHUHH PiBHOCTI (5)), oTpumyemo: Pr, a z( J (MHOX-

X

2
0.0 48 50 52
9.6 ¢ a
Prya *
9.8 y D

-10.0

Puc. 10. Tlpoexuis Touxu na ertine 34(x; —5)2 + 41(xy +10)2 +24(x, = 5) (ry +10)<1

X2

. X 2<3x;+4x, <5
Hpuxkaanx 12. Hexait D= :
2<-4x,+3x, <10

} MOBEPHYTUH Nps-

1
MOKYTHUK (IVB. IpUKIAn 5), a = [4} .

Jns obuncnenns Prpa mpoananmisyeMo posranlyBaHHsS TOYKM @ BiJIHOCHO
nap napajenbHUX OpsAMuX 3X;+4x, =2 1 3x;+4x, =5 1a —4x;+3x,=2 i
—4x,+3x,=10. Ockinbku 3-1+4-4=19>5, npoekuis Prpa nexurp Ha
npsamiid 3x; +4x, =5. Ockinbkn 2<—-4-14+3-4=8<10, npoekuis Prpa ine-
KUTh Ha NpPsAMiH, gKa IPOXOJUTh Yepe3 TOUKY
a Ta mapajeinbHa NpAMHM —4X;+3x, =2 i

—4x; +3x, =10, TOOTO Ha IpsMil
—4(x; =) +3(x, —4)=0, abo, B iHIIOMY BH-
AL, Ha IpsaMiil —4x, +3x, = 8. Po3p’s3ytoun

CHUCTEMY , Oicraemo: Prpa=
— 4X1 + 3x2 = 8
. _17
Puc. 11. Tlpoekuis TOYKM HA _ 25 (|~ 0.68 e, 11
OPSIMOKYTHHUK | 2 <3x,+4x,<5 44 1.76 ) pue- 2
2<-4x,+3x, <10 25

3ayBaxkeHnHs 3. Y npuknaznax 111 12 Bextop a —Prp a oproronansHuii 10-

TUYHIN y TOYLi @ 10 KpuBOi, o odMexye obmacte D (puc. 10 ta 11 Bigmosia-
HO). Taka BIIACTUBICTH € 3arajJbHOIO 1 MOIIMPIOETHCS HA MHOXHHU D 3 Hernau-
KOO0 MEXero (IuB., Hamp., [1, 4, 5]).
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A®IHHE IIEPETBOPEHHSA B OITEPATOPI ITPOEKTYBAHHSA

Hexait D c R" — HemopoxHst OIyKJIa Ta 3aMKHEHA MHOXHHA, d JIOBLIbHA TOY-
ka B R". 3rigHo 3 nemorw 6, npoekuist Prya icuye i eauna, T06TO iH}IMyM y

piBHOCTI (4) nocsiraeThes y €quHii Touni Prpa=argmin||x—a]|.
xeD

PosrisiHeMo 3amiHy 3MiHHHX X = F(x) 3a a(iHHHM TepEeTBOPEHHIM
F:R" > R", F(x)=Ax+b (A —HeBUpOIKEHA MATPULA PO3MIPHOCTI nX 71,
beR"). MHoshauuemm, sk i B m. 0, D= {F(x):xeD}=F(D), X=F(x),
a=F(a), yBenemo omeparop Prg a, TOB’sA3aHUH 3 OOYMCICHHSAM MPOEKIIi
Prj @ 3 MOmanbuion 3aMiHOK 3MiHHUX X = F/(X) :

Prfy a=F"'(Pr3d) (7)

OueBnHO, MHOXUHA D = F (D) € HEnopoXHbOI0, 3a JeMOoI0 4 D=F (D) €

OITYKJIOIO 1, 3aBASKH 3aMKHEHOCTI MHOXXHHU D Ta HElepepBHOCTI Bi0OpakeHHs
F — 3amkneno. Takum unHOM, npoexiis Pry @ 3a nemoto 6 icHye i enxuna.

VYpaxoByloun Bu3HaueHHsA omepatopa Prpa, momamo piBHicte (7) uepes

argmin :

Prga:F_l(argminH)?—chH): argmin | F(x)—-F(a)|=
XeD FeR"F I (®)eF (D)

=argmin|| (4Ax +b) —(Aa + b)||= argmin|| A(x —a) |[=argmin || x —a|| .
xeD xeD xeD

OTtxe, onepatop Prg a, sk 1 onepatop Prja, Buznauae Ha D Touky, Haii-
OmmKIYy 1m0 a, aje HAWOMMKYYy — Yy CEHCI METPHWKH, BH3HAYCHOI HOPMOIO
| x||z=]l4x|| (muB. Takox mpukian 7). 3a3HaunMo, mo HopMa || x| -=|4x]| (a

OTXe, 1 onepaTop Prg @ ) BU3HAYAEThCS MaTpuuelo A 1 He 3ajexuTh Big b . Oue-
BUJIHO, 1110 Y BHIIAJKY OPTOTOHANBHOI MaTpHLi A MaeMoO piBHICTb HOPM:

2 2 2
[ [l = 1|4 ]| = (Ax, Ax) = (x,x) =[x ||,
a OTXKe, Prg a=Prpa.

Mpukaan 13. Posrasaemo B R? eninc (muB. npukiaau 61 11):

A )y
HEE SIS L)
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OueBUHO (OUB. TAKOX NpPUKIAL 6), exiric D OB’ A3aHUN 3 OMUHUYHUM
9

~ )?1 ~2 ~2 . E] _ X _
kpyrom D=<| ' |: % +X,” <1 adiHHUM neperBopeHHsIM | _ |=F =

X2 x2 x2
:(3\/5 4@}[)‘1}4{25\6} D=F"YD),a6o D=F(D).
—4 3 X9 50

06 Prl > Ocki a=F(a) 170 ¢D
YUCJIINMO In a Jqda a = . CKIJIBKU a = a)~ ,
pa A —97 0.90

orpumyemo (auB. npuknazg 10, m. 1):

_ |a,ae D i (046
PI‘~(1= 1 ~ ~ ~=Tz — |,
0+m(0—0),a¢1) [a] \0.89

3BIZIKM OCTATOYHO MAEMO:

-4 3 lall \ 50

(3 )

3ayBaxHuMmo, 1110 Prg a#Prpa (puc. 12).

)

Prha=F""(Prs a):[

Puc. 12. Oneparopu Pr,a i Prlq ans eminca 34(x, —5) +41(x, +10)% +24(x; —5)x
x(xy +10)<1

Hpukaanx 14. PosrnsHemo B R? MMOBEPHYTUH NPSIMOKYTHUK (IIUB. Ta-

X 2<3x;+4x, <5 )
KOoXX mpukinagu 5 Ta 12) D= : . Ockinbpku
Xy ) |2<-4x;+3x, <10

3x1 + 4X2 0.6 0.8 X1 .
=5 , obmacte D 1OB’s13aHa a(l)lHHI/IM nepeTBO-

X B x || ( 0.6 08Yx ) ~
PEHHSIM _|=F = 13 [OpSIMOKYTHUKOM D=
Xy Xy -0.8 0.6 Xy

X 0.4<% <1 )
=4l | N =F (D), CTOpOHH SKOTO TapajelbHi KOOPIWHATHUM
Xy 04< Xy <2
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ocsM (meTanpHilIe AWB. TpUKIan 5). Y IbOMY BHIAAKY, OCKUIBKH MaTpPHUIL
0.6 0.8
-0.8 0.6

j € OPTOTOHATHHOI (MATPHUIICI0 TIOBOPOTY), OIMEepaTop Prg a

30IraeThCs 13 MPOCSKITIETO: Pr})p a=Prpa s noinsHoro a € R" (uus. npukiaz 12,
puc. 11).

METO/I IPOEKIIIi TPAJIIEHTA 3 AGITHHAUM NNEPETBOPEHHAM

Hexaii D c R" — HenmopoxHs onyKJia Ta 3aMKHeHa MHOXkHWHA, [ :R" >R au-

(epenuiiioBna crporo onykia ¢pyHkigs Ha R” 3a chopMysiboBaHUX YMOB, 3riJHO
3 neMoro 3, icHye enuHui MiHIMyM QyHKOii f Ha D: x =argmin f(x). AHami-
xeD
TUYHE OOYHCIEHHS X * y MPaKTUYHUX BHITAJKaX € CKIAJHUM 1 MMOYaCTH HEMOX-
nuBuM. J{Jis UMCENbHOTO PO3B’A3aHHs 3a1a4i X~ =argmin f(x) y 1964 p. amepu-
xeD
KaHCbKMM BueHuM A. [osmmireiiHoM OyB 3ampornoHoBaHuilt  (muB. [7])
iTepaliiHui METO I, HUHI BiIOMHIA SIK METO/| TIPOEKIIIl rpajlieHTa:

e X'eR" — oOpaHa oYaTKOBa TOYKa;
o xf= Prp (xk + ockhk) (k>0), ne h = —f’(xk) HamnpsIMOK KPOKY (aH-

TUTPAIIENT), a* e R" — nopxuna KpOKY (0OupaeThes 3a1eKHO Bif Moangikarii
METOY).

OpHMM 3 HAWNOLIMPEHIIINX METOHIB BHOOPY NOBXHHH KPOKY € METO.X

= argmin f (xk + ochk) , SIKAH, pa3oM 3 JOJaTKOBUMH

a>0

HAaNMIBUIUIOTO CITYCKY: O

yMmoBamu Ha f 1 D, 3abe3neuye 301KHICTD xk W)x*; chOpMYIIIOEMO Bi-

JoMui (UB., Hatp. [4]) pe3yabTaT Y BUTIISIII TEOPEMH.

Teopema 1. Hexait D c R" — HemopoxXHst OmyKiia Ta 3aMKHEHA MHOYKHHA,
f:R" >R ¢yukuis na R”, sKa 3a10BOJIbHSIE YMOBH:

e HenepepBHa quepeHiiiioBHicTs Ha R” ;

e CHJIbHA OIyKJIICTh 3 TapameTpoMm 0 >0;

® Tpafi€HT € JIMIMIOEBAM 3 KoHCTaHToro L, To6TO | f'(x)— f'(¥)||<
<Lfjx=yll.

Tomi peKypeHTHO 3ajiaHa MOCIiIOBHICTh

o x"eR" j0BiNBbHO OGpaHa MOYATKOBA TOUKA,

o FT=Pry(frafnt)  (k20), e A=—pGN,  of=

=argmin f (x* +ah®) sGiraetees mo x* 3 TE€OMETPUYHOI0  IIBUAKICTIO:
a>0

xk W)x* , |l Xy I1<q]| xh—x* | (k=ky), ne q<[0,]) — dikcoBana

KOHCTaHTa, k, — (ikcoBaHuil HOMep.

JoBeneHHst 1uB., HAOp. y [4].
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3ayBakenns 4. OueBUIHO, YMOBA T€OMETPUYHOI MIBUAKOCTI (200 JiHIHHOT

k+1

mBuakocti) || x* —x" ||<q]| xh—x* || (k=ky) exBiBaseHTHa YMOBI || xF -yt I<

< qu (k>20), ne g<[0,1), C>0 — (hikcoBaHi KOHCTAHTH.

Merton npoekiii rpajiieHTa MMoB’ I3aHUM 3 00YHCICHHIM MPOCKIlii TOYKU x*

Ha MHOXKUHY D, III0 HECKJIQJHO y MPOCTHX BUMAKaxX (HAINPHKIAM, Ko D Kpyr
a00 TPSMOKYTHHK, IUB. Tpukian 10), IpoTe yCKIaJHIOETBCS O OKpPeMOi 3a1adi
MiHIMi3amii Ui CKIAamHIIMMX BUMNANKIB (HANpUWKIam, AKmo D emirnc, JuB.
npukiag 11).

JInst crpomieHHs 3amadi MPOEKTyBaHHS 3aCTOCYEMO Y 3ajadl IOUIyKY
x" =argmin f(x) 3amiHy 3MiHHMX, NOB’s3aHy 3 adiHHMM IIepPeTBOPEHHAM

xeD

F:R" >R", F(x)=Ax+b (A —HeBUpOKEHA MATPHULS PO3MIPHOCTI nX 7,
beR"). Nosnauusmm, sk i B 1. 2, D={F(x):xeD}=F(D), X=F(x),
@) = fF X)) = f(A4'% - A47'b), orpumyemo obmacts D R" i dynkuio

/:R” - R . Takum 4uHOM, HONTyK X  =argmin f(X) MOHA 3BECTH JIO TIONIYKY
xeD

%" =argmin ]7()7) , ¥ =F'(x"), 3 noganbmmm «mosepHeHHAMY 10 X =F (¥).
¥eD

Teopema 2. Hexaii ¢pyuxkuis f:R" - R i obmacte D R" 3agoBonbHs-
I0Th YMOBU Teopemu 1, xf®eR"” — joBinbHa mOUaTKOBa TOYKa,
R pr L (FUFETRYy+ @ YY) (k20), e A =—4") 1,

a* =argmin f(x"* +&h*). Toni mocninosricts x“* (k>0) 36iraetsest 10
a>0

x" =argmin f(x) 3i WBUAKICTIO reOMETPHYHOT IPOTpECii:

xeD
F.k * Fk _ % Fk
; k< >
X s T —x <€) (K20),
e qF €[0,]), C>0 — ¢dikcoBaHi KOHCTAaHTH.

JoBenennsi. Posrisinemo (uB. Takox 1. 2 1 4) OTpUMaHi 3aMiHOI 3MIHHUX
X=F(x) obmacts D={Xx=F(x):xeD}=F(D) rta byHKIIi1O ]7()7) =

=fF@)=f(4'F-47p).

Ockinbku 0o0macte D 32 YMOBOK HEIOPOXKHS, OMyKJIa Ta 3aMKHEHa, 00-
nacts D=F (D) 3a moOya0BOIO TAaKOXK € HEIMOPOXKHBOIO, 32 JIEMOIO 4 OIYKIIOH,
3a HEMEPEPBHICTIO BioOpakeHHss F 3aMKHEHOI0. OCKUIBKH f 3a YMOBOIO € CH-
JLHO OMYKIJIOKO 3 mapamerpoM 0 >0, dhyHKIis f 3a JIEMOIO 5 € CHIIBHO OITYKJIOO

-1
3 mapameTpom OA ..

>0. @yHKIig f 32 YMOBOIO € HEMEPEPBHO ANUQEPEHIIHOB-
HOTO, Tomi PyHKIISA f TexX € mudepeHITIHOBHOIO SIK KOMIIO3HUITIS AUEPEeHITIHOB-
HUX BimoOpaxens f 1 F -1 st obumcnenns f' smaiimemo (f',d) mmst HOBiIb-

Horo ¢ikcosarnoro d e R" :
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(f'@)d)=(f"(4"F = 4"b), A7 d)=(A) f1(AT'F - 47'D).d)
3BiKH, BpaxoBylouH JoBUbHiCTE d € R”, oTpumyemo, wo f'(¥)=
=47y f'(F X)) e HeTnepepBHUM, 1 QyHKIIis ]7 € HemepepBHO AuQepeHtli-

fioBHO0. Hapenrri, i3 mimmumeBocti f' 3 KOHCTaHTOKO L, Uist f’ MaeMo:
17 G = SO P=( A (A% =47y = (A7) 11475 - 47Dy =
=((A" DS AT = ATD) = (47T - a7'DY),
AT =-AD) - (AT —A7'b)) <
hoin | f1(A7'F = A7'D) = /(475 - 47'B)) |P<
pinl? | A7 F =) P Wi L X - I,

. T .. . T

o€ Ay, = min (A" Ax,x) — miHiManbHe BiacHe yncio Matpuii AA4° . Takum
xeR 7 :||x]|=1

9uHOM, f' JIMIIMLEBHH 3 KOHCTaHTOK A, L. Omxe, obmacte D i yHkuis f

. . ~k
SaI[OBOJ'ILHSIIOTL YMOBH TE€OpEMU 1 TOOTO PCKYPEHTHO 3aL[aHa IOCIIAOBHICTE X

(k >0), ne 5% eR" poBinbHO o0paHa TOYaTKOBa TOYKA, x4 = pr~ (x +akn k)
——f’(;?k) =AY F! (37 ), ok :argminf(f +ah* ) 306iraeTbcs 10
a>0
x* 3 TEOMETPHYHOI WBHAKICTIO: X\ — %%, [|¥5 = %% < 7|35 - %" |

k—>+o0
(k=0), me ¢ e<[0,1) ¢dikcoBana KoHCTaHTa. YBIBIIM IO3HAYEHHS Xk =

=F _1()7k ), micraemo: x' 0 =F _1()70) (o4yaTkoBa TOYKA),
xR S PN EY = P Py (R + @0 ) = Py (P (F TR + @Y.

OCKiIBKH 3a IEMOIO0 3 icHye equumii X* =argmin f(X), 3a m00yI0BOKO Ma-
5¥eD
€MO 3B’SI30K X =F (x ), 3BiOKH X F .k k—)x Hapemri, omianMo mBua-
F ok

KicTh 36ikHOCTI X' " ——— > x™:
k—+0

x4 I FT G - F E AT G -3 1=

—((AAT) (~k+1 Nk),fk"’l —f*) <

Sk q ke k
—|lx T XIS IR X = 0,
min

to6T0 XK TH?_)X* 13 JIIHIHHOKO MIBUJIKICTIO, IO 3aBEPIIYE TOBEACHHS TEO-
pemu. O

3ayBaxkenHs 5. [TocnigoBHOCTI x* (k>0) 1a x¥ ok (k>0) maroTh onHa-

KOBY TPaHMII0 X, OJHAK, B3araji KaXy4H, IIOTOYKOBO PO3PI3HSIOTHCS, TOOTO

HalJacTilie xk * )CF k
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Mpuxkaaxy 15. Hexait f:R2 >R, f((xl J] =(x;—6)> +(xy +11)% +
X2

+(x1—6)4. OyHKIist  f cunbHO omykia 3 mapamerpoM 0 =2, OCKUIbKH

A(x)) [2+12(5-6)* 0
A

Posrasiaemo 3agauy MiHimizanii gyskuii f Ha MHOXHHI D C R? B exinci
(muB. mpukmaay 6, 111 13):

D= {2} :34(x; = 5)% +41(x, +10)* +24(x; = 5) (x, +10) < 1} =
G Sy
AHED LIRS L))

SIKHUH OB’ si3aHMH ah)iHHUM TIEPETBOPEHHSIM

X _A [ W2 42| x N 252
X, X, -4 3 \x 50
~ X,
3 Kpyrom D={~1]:§12+)~c22 Sl}zF(D).
X2
Ockinbku o6macte D — R HEmOpoXKHs, omyKia i 3aMKHEHa, MOYKEMO 3aCTO-

CyBaTH pe3yJbTaT TeopeMH 2; GopMyIry I OOUHCICHHS MPOEKIlii TOYKH Ha KPYT
D HaBezeHo y npuknaai 10. Y tabn. 1 momgaHo pe3yibTaTH pOOOTH KIACHYHOTO
METOIY TPOEKIIii TpagieHTa (TMOCIIiTOBHICTh x*, k>0 ) Ta METOIy MPOEKIIii Tpa-
nieHTa 3 adiHHUM HEepeTBOPEHHSIM (TIOCIiAOBHICTh X k>0 ); B 000X BHIAA-
Kax Juis 361KHOCTI 3 TounicTio 10 107, 3a ITOYATKOBY TOYKY B35TO IICHTp eJirca:
x0=xF0 =( IOJ (Te & caMe CTIoCTepiraeThes i 3a IHIIUX MOYATKOBUX TOYOK).

Taoauna 1
k 0 1 2 3 4

. [ 5.00000 j [ 5.10119 J ( 5.11600 J ( 5.11628 j [ 5.11629 J ( 5.11628 j
* (1 =10.00000 ) || —10.15950 ) || —10.15380 ) || —=10.15380 ) | —~10.15380 10.15380

i ( 5.00000 j ( 5.10640 J [ 5.11568} ( 5.11623 j ( 5.11626J ( 5. 11626]
* —~10.00000 / |{ -10.15750 ) || -10.15400 )|\ —10.15380 /|| -10.15380 10.15380

OTxe, KOMIT'IOTEpDHE MOJEIIOBaHHS MiATBEPKYE, IO limx*
k>0

5.1627 . . .
=limx"* ~ , 10 30iraeThes 3i 3HAYEHHAM X = argmin f(x) 3 Tou-
k>0 —10.15380 xeD

mictio 1o 107, MPOTE TPAEKTOPIi xk i xfk PO3PI3HSIOTHCA.
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IMpuxaan 16. Hexait f': R? >R , f[(xl
X2

JJ =(x + D3+ (x, - D2+ (x + D).

i : X
OyHKIiS f CWIIBHO ONyKJIa 3 TapameTpoM 0O=2, ockimeku f ’{[ ID
X2

0
5
Posrnstnemo 3agawy wMiHimizanii QyHkuii f Ha MHOXHHI DcR?

y MOBEPHYTOMY  NPSIMOKYTHUKY  (IUB. 5, 10 1 12)
2<3x; +4x, <5

_(2+12(x1 +1)2
0

IpUuKJIagnu

}, SIKUH TIOB’s3aHM aiHHUM TIEPEeTBOPEHHIM

:{23 4x, +3x, <10
0.6 o.sJLxl] _
i3 IPSIMOKYTHHKOM
Xy

N/ R W

[2<5%<5 | [(%) [04<F <]
2<5x, <10 | |(%, ) ]04<5, <2

napaseabHi KOOPIUHATHAM OCSIM.
Ockinbku 00macte D — R HenmopoxHs, OMyKia i 3aMKHEHa, MOKEMO 3acTo-
CyBaTH pe3yJbTaT TeopeMHu 2, popmyiia Uit 00YMCICHHS MPOEKIii TOYKH Ha TIpsi-

MOKYTHHK D HaBeneHa y npukianai 10. Y Tabm. 2 HaBez[eHo pe3ynbTaTi poOoTH

} =F(D), cropoHH SKOTO

KIIACHYHOTO METOAYy MpOeKLii rpagienta (mocmimosricts x*, k>0) Ta meromy
MIPOEKIIil TpamieHTa 3 adiHHUM TIEPETBOPEHHIM (HOCJ‘II,I[OBHICTL Xk k>0);

B 060X BHIAJKaX /s 30DKHOCTI 3 TounicTio 1o 107, 3a MTOYAaTKOBY TOYKY B3SITO

-0.54 _1[ (0.7 )
=F (cxoxe cmocrepira-
1.28 1.2

LEHTP IPSIMOKYTHHMKA! x0 = xf0 :[

€TKCS 1 32 THITNX ITOYaTKOBUX TOYOK).

Taoauua 2

k 0 1 2 3 4
‘ —0.54000 —0.85268 —0.87694 —0.87626 —-0.87627 —-0.87627
X 1.28000 1.13951 1.15770 1.15719 1.15720 1.15720
F R —0.54000 —0.85268 —-0.87694 —0.87626 —0.87627 -0.87627
X 1.28000 1.13951 1.15770 1.15719 1.15720 1.15720
OTxe, KOMIT'IOTepHE MOJEIIOBAHHS MIATBEPIKYE, IO limx* =limx"*
k>0 k>0
5.1627 . . . . .
~ , IO 30iraeThes 31 3HA4eHHAM Xx*=argmin f(x) 3 TOYHICTIO IO
—-10.15380 xeD

107, i TpaexTopii x
0.6 0.8

HICTIO MaTpUIIi (

-0.8 0.6

k

1x

F.k
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BHUCHOBKHA

1. Adinne nepeTBOpeHHsI KOOPAMHAT Yy JIESIKUX BUMAAKAX CYTTEBO CIIPOLIYE
NPOCKTYBaHHS TOYKH HA MHOXHHY.

2. AdinHe epeTBOpEHHS Y METO I MPOEKITii rpagi€eHTa MpUHAWMHI HE TOTi-
plIy€e MBHUAKICTH 301)KHOCTI METOLY.

3. HanpsiMmoM mopanbmux AOCHiIKEHb MOXe OyTH y3arajibHEHHsI OTpHUMa-
HOTO Pe3yJIbTAaTy Ha MUPIIAN KJIac IePEeTBOPEHB; MPUHITUIIOBUM Mae OyTH 30epi-
TaHHS OMYKJIOCTI MHOKHH Ta CHJIBHOT OMYKJIOCTI (YHKITIH.
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GRADIENT PROJECTION: SIMPLIFYING MINIMIZATION AREA BY AFFINE
TRANSFORM /1.Ya. Spectorsky

Abstract. One of the classical problems of optimization theory in a finite-
dimensional space is to find a minimum of a function on a nonempty set. Usually,
finding the precise solution to this task analytically requires a lot of computational
resources or is even impossible at all. So, approximate methods are used most often
in practical cases. One of the simplest and the most well-known among such ap-
proximate methods for unconditional optimization is the method of gradient descent;
its generalization for conditional optimization was found in 1964, the method of pro-
jected gradient. For some simple sets (line segment, parallelepiped, ball), the projec-
tion of the point on the set can be easily found by an explicit formula. However, for
more complicated sets (e.g., an ellipse), projecting becomes a separate task. Never-
theless, sometimes computing projection can be simplified by affine transform; e.g.,
an ellipse can be transformed into a ball by affine (moreover, by lin-
ear) transformation. The paper aims to simplify the problem of minimizing function
on the set by changing the condition set by affine transform F(x)= Ax+b, where A4 is
a non-degenerated square matrix, and b is a fixed vector of proper dimension.

Keywords: gradient projection, minimization, affine transformation.
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STUDY OF THE FACTOR INFLUENCE ON THE UNIFORMITY
OF COFFEE GRAIN GRINDING
BY METHODS OF STATISTICAL ANALYSIS

I.V. HRYHORENKO, S.I. KONDRASHOYV, S.M. HRYHORENKO,
0.S. OPRYSHKIN

Abstract. In order to assess the impact of each of the factors that affect the quality
and uniformity of grinding coffee beans and to compare the impact of these factors,
it is worth establishing a quantitative indicator of this impact. To solve this problem,
dispersion analysis was used as a method of organizing sample data according to
possible sources of dispersion. The chosen method made it possible to decompose
the total dispersion into components caused by the influence of factor levels. Grind-
ing time, geometric dimensions of the grain, moisture content of the grain, speed of
rotation of the motor shaft were selected as factors influencing the homogeneity of
grinding. The justification and assessment of the reliability of statistical conclusions
about the informational significance of indicators affecting the homogeneity of cof-
fee grinding was carried out to ensure the highest possible probability of the ob-
tained result.

Keywords: dispersion analysis, homogeneity of grinding, factor influence, model,
indicator of control, coffee bean.

INTRODUCTION

The problems of determining the factor influence on the quality and uniformity of
grinding and the creation of systems for controlling the grinding process are of
interest to both domestic scientists and the world scientific community. The paper
[1] states that one of the most common problems in the preparation of coffee
drinks in coffee machines is the unsatisfactory quality of coffee, which is associ-
ated with improper grinding of coffee beans, and the taste of the coffee drink de-
pends on the size of the ground particles and the uniformity of coffee grinding.
The paper [2] examines the influence of the origin of coffee beans and the tem-
perature during the grinding of roasted coffee. It is noted that the extraction de-
pends on the temperature, the chemical composition of the water, as well as the
available surface area of the coffee. The study [3] reported that some physico-
chemical characteristics such as extraction yield, total dissolved solids, total phe-
nol content, pH, and titrated acidity can strongly depend on the degree of grinding
of the coffee bean. The work [4; 5] is aimed at developing an experiment to study
the key factors affecting different methods of coffee preparation. The need to ob-
tain different degrees of grinding of coffee beans in order to be able to provide a
high flow rate of coffee in the preparation of espresso is discussed in the paper [6].
The structure or scheme of an experiment is described, by the factors in-
volved in it and the ways in which different levels of different factors are com-
bined [7]. The variance is used here as the simplest measure of dispersion, provid-
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ing an opportunity to compare the influence of the factor under study and the fac-
tor of chance [8]. If the dispersion is due to the joint action of random causes and
the change in the levels of the factors, then by obtaining an estimate of the total
response variance and the estimation of the variances of the factors, one can find
an estimate of the residual variance, and then, using statistical variance compari-
son criteria, rank the factors according to the degree of their effect on the response
dispersion.

PRESENTATION OF THE TASK

The quality of grinding coffee beans is influenced by a number of factors that
negatively affect the uniformity of grinding, which are difficult to stabilize to re-
duce the impact on the original value. As previously mentioned, it is necessary to
carry out a procedure for randomizing factors in order to make their impact ran-
dom and to be able to use statistical criteria.

Suppose that H — is the parameter of the control object characterizing the
homogeneity of coffee grinding, which needs to be determined; F, ... F,, — fac-
tors affecting the quality of the grinding process (e.g. grinding time, speed of rota-
tion of the motor shaft, temperature at the engine stator, distance between mills,
grain moisture, geometry of the bean: width, thickness, length). The result that
takes into account the action of each of the factors can be written in the form of a
mathematical model in which the influencing factors are H and (n — 1) factors due
to the variability of the remaining control indicators. This statement is due to the
fact that the remaining indicators characterize quantitatively (n — 1) the physical
properties of the control object and can be directly measured.

To assess the homogeneity of coffee grinding, consider the model of the ef-
fect on the measurement result of the control index F' taking into account the ef-
fects of four factors (H and factors whose levels are quantified by the values of
the three control indicators (grinding time, geometric grain sizes, grain moisture).
Data in cross-classification are denoted by symbols with four indices a, 3, 7y,0.
Since the control indicators are not additive, it is necessary to introduce compo-
nents into the model characterizing the interaction between the indicators. Thus,
the mathematical model has the form:

chﬁyBi :F"'fa + AB +By + C5 +(fA)(x[3 +(fB)ay + (fc)aé +(AB)[5«{ +

+(AC)gs + (BC)y5 + (fAB) gy + (fAC) 4p5 + (fBC) g5 +
+ (ABC)BYS + (fABC)(XB’YS + SQB,YSI-. (1)
where a,f,y,0 are the number of factor levels; F — is the general aver-

age; f, — is the deviation of the measurement result of the control indicator F'

from its average value F , which is due to the influence of the parameter H;
43, B,, C5 — deviation of the measurement result Fig,5 from F, due to three

factors; (f4) o, (fB)ay,> (fC)us> (4B)gy, (AC)ps, (BC),5 — deviations due to
pairwise interactions of all influencing factors; (fAB)qp,, (JAC)qps,(/BC)ays>
(ABC)gys — deviations due to the interaction of three influencing factors;

(fABC)yg,5 — deviation, which is due to the interaction of four influencing fac-
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tors; €,p,5 — random residue; i — is the number of multiple measurement at
fixed levels a,f3, v,0.

The initial conditions for model (1) will be:

LY fy=0; Y 43=0; > B, =0; ;cs =0;
%(fA)aB =lz); %(fA)a; =0; %‘,(ﬂ?)w =0; 2. (/B)gy =0; %‘,(fC)aea =0;
2. zﬁ:( fC)ys =0 ZB:(AB)M =0; Y (4B, =0; %(AC)&S =0; ZS:(AC)BS =0;
2.(BC),5 =0; g(BC)YS =0; Y
Z(:J(J"/IIB)&BY = Z[J)](fAB)OLBy =2 (f4B) 4, =0;
Za‘,(fAC)aBa = %(fAC)ugs = YZSZ(fAC)ums =0;
%‘,(fBC)ays =2 (/BC)gys = ZS‘,(/‘BC)M =0;
%:(ABC)BYS = YZy:(ABC)BYS = ZS:(ABC)BYS =0;

4. 2 (fABC)opys = 2. (FABC)ypys = 2 (JABC)ypys = D (JABC)gpys = 0;
a B v )

5. 2222222 Fapysi =0

a By & i
In addition to these conditions, restrictions are imposed on the random balance:
1) all &,p,5; are mutually independent;

2) M[d e, 1= 6% Mleggsi1=0";

3) random variables €55, are distributed according to the normal law.

abcq

Regarding the type of deviations f,, 4, B, C5 we note the following:

1) f, — is a random variable because it reflects the effect of a priori uncer-
tain levels of the parameter of the control object H;

2) 43, B,,Cs — are parameters by virtue of the metrological values of the
control indicators.

Since due to the randomness of the levels of the parameter H the resulting
model (1) is not exclusively parametric, but can be attributed to mixed models.

TRANSITION TO THE MOST COMMON FACTOR FUEL MODEL

It is a well-known fact that the multifactor model (1) requires for its study a sam-

ple size of k*-r, where k — is the number of levels for each of the factors, and
r — is the number of multiple observations for all possible combinations of levels of
the influencing factors. In order for the results obtained during the variance analysis to
be statistically significant, the value must satisfy the conditions £ >4, r>1.
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Thus, at k=5, and r=2 the minimum volume of the number of four-

dimensional observations of the control index F should be 5%-2=1250 values. It
turns out that it is very difficult, and sometimes almost impossible to provide such
a large number of non-standard samples of coffee beans while maintaining the
complete uniformity of the measurement experiment.

In order to avoid this complexity, we simplify model (1), leaving only the main
deviations f,, 4g,B,,Cs and the deviations caused by pairwise interactions

(A op> (/B)gys (fC)gs - The resulting model will contain an increased residual
Wapysv » Which also includes a random residual €., , and deviations caused by the
action of three: (fA4B),p,, (JAC)yp5, (/BC)4y5, (ABC)gys and four — (fABC) g5,
influencing factors, as well as pairwise deviations (AB)By, (4AC )I33 » (BO)ys:

FaBySv = F+ fa + AB + By + CS + (fA)aB: (fB)ay: (fc)a6 + Yapysv (2)

In order to reduce the complexity of the model (1) it can be reduced to three
two-factor simplified cross-classification models:

Foch:F+fa+Aﬁ+(fA)aB+\V(A)an; y=08=i=v; (3)
Focyv:F+fa+By+(fB)ay+\V(B)owv; 0=98=i=v; (4)
FOLSV:F+fa+c8+(fc)a6+W(C)a6v; B=y=i=v. (5)

where v — is the number of multiple measurements of the F' indicator in the ta-
ble cell with the original model data (3), (4) 1 (5); W(4yapvs Y(Byayv> V(Cyav —

random residues due to three factors: grinding time, geometric grain size, grain
moisture, respectively.

A comparison of the residuals of the presented models with the residuals of
models (1) and (2) shows that simplifying the model obviously reduces its accu-
racy, because these residuals are more than g5, 8 Wopysy > Eqpysi -

Let’s analyze the condition that allows us to synthesize model (2) on the ba-
sis of models (3), (4), and (5). For each of these models, there is the same main
deviation s, additional deviations AB’ By, C;s, and deviations due to the effects of

pairwise interaction.

The first and most important condition is to ensure that the standard devia-
tions in models (3), (4), and (5) are equal to each other. To do this, the number of
groups of observations of the control indicator F' must be the same for all models,
which corresponds to the same number of rows in the original data table. At the
same time, the number of values of the control indicator F in each group should
be the same b, and the value of Fg,5 in the middle of each group should remain

unchanged (where N — is the number of measurements) for any of the models (3),
(4), and (5). The grouping of Fg,5 values should be carried out according to the

specified groups of values of the parameter H.
It should be borne in mind that the method of forming columns (subgroups)
in the table of the established source data should be determined by the established

additional influencing factor, and provide a single procedure for selecting Fig.5

values for each of the subgroups of the group with a fixed number a, o = I,_b . The
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number of subgroups in each of the groups must also be the same m, for each of
the models (3), (4) and (5). Each of the subgroups of any of the groups (cells of
the source data table) will have the same g = N/mb — the number of observations.

In order to model additional factor injection (based on all vortex data) on
display F, you need to carry out the following operations:

—rank the intragroup values of the control indicator F),, you need to carry out
the following operations;

— break the ranked (for all b groups) series of values of the F), indicator into
m subgroups;

— in each of the subgroups, select the g values of the information index F
corresponding to the g values of the F, indicator and enter them into the source
data cell.

The resulting »xm table of observation results of control measure F values
with g multiple observations in each of bxm cells can now be used for variance
analysis of any of the models (3), (4) and (5) cross classifications corresponding
to a given additional factor influencing F,, p=13.

We will introduce the designation of these three factors through F,, F;, F,, .
In general, we will denote any of these factors through F,. Therefore, any of the

models (3), (4), and (5) can be represented in the form:
Fyoy =F 4 fo o+ D)z + Vo v (6)
where vy, ., — is a random residue.

The complete decomposition of the sum of the squares of deviations of the

values F from F , under the initial conditions and constraints of the model

azv
(1), will have the following form:
W=W,+W,+Wg+W,,. @)
The results of the variance analysis of the model (6) are presented in Table 1,
where F ., =F,, F,, F, , — are the average values in rows, columns and in cells.

Table 1. Results of dispersion analysis

- Number of degrees
Source of variability of freedo mgk Sum of squares
b _
The main factor H b-1 We=gpD (Fy—F )?
a=l1
CE 2
Additional factor F, m—1 W,=gb) (F,-F)
z=1
Interaction between e o - o
Hand F), (b-D)(m=1) WﬁJ_ng:IZz:I(Faz F, —F.+F)
Remainder boomg —
. . — = F, . —-F
(in the middle of the cell) bm (g-1) Wap E‘lzzzl é( azv = Foz)
b m g =5
General N-1 W=>>>(F,.,—F)
a=1z=1v=l
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Unfortunately, for models (3), (4) that (5), the same F and the sums of W
and W, is represented by the sum of squares from £ 5 from F model (2) as the
union of the sum of (7), p =1,_3 with the fictitious residual sum W‘; , which char-

acterizes the influence of factors not taken into account in the model:
W =W+ W+ W, + W, + W + W+ Wy, + W, . (8)

The resulting ratio (8) makes it possible to simplify the previous model (2)
and represent it in the following form:

Fa[?)yéiv =F + f(x + Aﬁ + By + CS + (fA)aﬁ + (fB)(xy + (fc)aé + W:Lﬁ“{&va (9)

where \VZ[}YSV — is a random residue due to the action of three factors: grinding
time, geometric grain size, grain moisture. The values of the sums of the right part
of the expression (8), in addition to W\; are calculated according to the equations

of the sums of the squares of the tables of the results of the variance analysis of
the models (3), (4) and (5), similar to Table 2, replacing the F), factor with a spe-

cific additional factor — F,, F;, F,,. The sum of W\: can be calculated from any

of the equations:

Wy =Wys =W =Wy =Ws=Wsy s
Wy =Wy =Wy =W, =Wss=Wsy; (10)
Wy =Wyu =W =W =Wy =Wy

Wy =Wys+ Wy + Wy +2W, +2W. 11

Table 2 presents the results of the variance analysis of the simplified model
(9), the random residue of which will be fictitious (determines the sum of W\; in
equation (8)).

Table 2. Results of the variance analysis with the model (8)

Sum of the squares

Source of variability Source of variability of deviations
The main factor H ky=b-1 va =W, /kf
Factor F| kg =m-1 w, =W, |k,
Factor F, k, =m-1 W, =W, |k,
Factor F,, k,=m-1 W, = w, |k,
Interaction HF; kg=0-1)-(m-1) Wfs =W / k g
Interaction HF; kﬁ =(b-1)-(m-1) Wﬁ = Wﬁ‘ /kft
Interaction HF, kg =@b-1)-(m-1) I/Vﬁl =W, [k,
Remainder k\,, =N-b((B3m-2) VV\V = W\; / k\y
General k =N-1 W =W/k
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We will conduct a study of the simplified model (9). This model, occupies
an intermediate position between model (1) and models (3), (4) and (5). From
(10) it follows that the residual sum of the simplified model (11) is less than the
residual sums of the models (3), (4) and (5). This indicates the increased accuracy
of this model compared to the cross-classification models (3), (4), and (5). Based
on the results of Table. 2, we conclude that the number of degrees of freedom of

the residual sum WJ decreases with an increase in the number of b groups (by the

level of parameter H) and the number of m subgroups (by the level of additional
factors F, F,, F,).

Let’s write k,, from Table 2 in the following form:

szN—b-m(3—£). (12)
m
From the resulting expression (12) it follows that the number of degrees of

freedom is the greater, at b-m = const , the greater the ratio b/m .

This finding makes it possible to further plot the number of groups and sub-
groups in the tables of the original data of the models (3), (4), and (5). In this
case, the number of b groups (subranges of measurement of the control parameter
H (homogeneity) is desirable to increase, and the number of subgroups should be
reduced, reducing m to a minimum. For example, take m = 2. This will increase

the number of degrees of freedom of the residual sum W\: . Thus, it is obvious

that the main advantage of the simplified model is the possibility of simultaneous
testing of the Hy, hypothesis, that is, when the influence of factors H, F,, F,, F,

t° u>o
on the information measure of control ¥ is absent. In this way you can write Hy:

fy=w=1,=0.

This is the main hypothesis and its components have the following form:

Hpisy=..=5, =035 Hg": fs, =...= fi, =0;
H(t):tpz-..Ztm:O; H({t:ﬁpz"':ﬁbn120;

The test of the hypotheses presented is done in relation to the corresponding

mean squares (Wf, W, Wi Wy ..sW5,) to the mean residual square W\u followed

by comparison of the obtained F — statistics with the corresponding percentage
points for F'— distributions.

This advantage of the simplified model (9) makes it possible to estimate the
amount of expected information about the levels of parameter H for the informa-
tion measure F when considering the levels of both influencing factors and their

interactions:
2
c
I=log,|1+ [—FJ ,

OAF

where o7 = Wf ;
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_ 1 & —
2 2
o} =W =3 (- F),
U P
= 1 2 . . -
where F =—) F;; o5y — is a function of the sum of the squares of deviations
iz

Wy Wy, W,,W,,...W ) inTable 1 and Table. 2.

Table 3 presents the equation for calculating GiF for the simplified model (9)

with different combinations of factors affecting the information indicator F.

Table 3. Calculated Ratios for Parameter GiF

Factorial influences
taken into account OAF

Additional factor Fy | (W, + W, + W + W+ W +Wo) [k, +k, + kg +k g+ kg +k,)

Additional factor F, (W, +W, + W + W+ W, + W\;) / (kg +hy +hg+kg+ks+k)

Additional factor F,, | (W, +W, + Wy + W +W s + W) [(ky +k, +k g +k 5 +kj, +k,)

F,, F, W, + W + Wy + W + W) [y + e + g+ + k)
F,, F, W, + W + Wy + W + W) [y + kg + ey +h gy +K)
F ., F, W+ W +Wy, +Wﬁ,+W\:)/(kS+kfs +kﬁ+kfu +kw)
F,,F  F, W + Wy + W + W) (kg + kg + kg + k)
F., F,, F, HF, W+ W + W) [ Gk + ke gy + k)
F,, F,, F, HF, W + W g + W) [k g + ey + ey)
F., F,, F, HF,, W + Wy + W) (kg + kg + )
Fy, F, 7
F,, HF;, HF, , HF, v

If we do not take into account all the influencing factors, and this corre-
sponds to obtaining information under multifactorial influence, then

o AW AW W Wy + W +W,
A N-b-2 '
In order to perform the verification of statistical findings, we present model

(9) as a one-factor model of one-sided classification, i.e., when the influence
of additional factors is determined solely by the magnitude of the random

residue y ,; :
Fai:F-i'fi'i'\Vai“ (13)

where a=1,b; i=1,n; n=N/b.
In this case, the magnitude of » multifactorial observations in each of the b
groups is the same.
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Model (13), due to the uncertainty of the levels of the control parameter H,
refers to the variance component models.

We will use the formal analysis of the model (13) and write the expression
of the full sum of the squares of deviations W through the sum of the two terms

b _
W,=nY (F,-F),
i=1
where F, — group mean values of the performance trait; F — is the overall
average; n — is the number of units of the population in each group.
Residual variance (random) is the sum of the group sums of the squares of

deviations of all variant of the resultant trait in groups from the mean values of
the trait in them:

b g —
szz Z(Fai_Fa) .

a=1 i=l
Consider now the ratio of the mean squares for the recorded sums W, and W, :
_ Wel(b-1)
W, /(N-b)

F-statistics can be used to test one of two hypotheses:
Hy:M[F]=..=M[F,] H,:M[F]#..#M[F,].
A rule follows from the theory: if statistical conclusions indicate the validity

of the main hypothesis H,,, then the parameter A does not affect the change in the

control indicator . That is, the indicator /' does not carry information about the
change in the levels of the control parameter A, and if the hypothesis H,, is valid,

then the indicator F is informative in relation to the control parameter H. Deci-
sions W, (valid hypothesis H) and p, (valid hypothesis H, ) are accepted, com-
paring the F statistic with the critical value Fk.

The conditional densities of the probability distribution of F-statistics are a
linearly transformed random variable with central £}, y_j, , the distribution:

f(F/Hy) = Fy | y_4»

i
f(F/Hl)z 1+g? 'bel,Nfb’ (14)

where the variances 0? and o’ refer, respectively, to the random deviations of
Jo 1 Y, inthe model (13).

The variance of fo can be represented as the sum:
0% =o +o?,

where 0%{ — the variance of the control parameter H, which is due to the uncer-
2

7

tainty of its values in the measurement range D, ; o, — the variance of the
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measurement result of the values of the control parameter H, which is due to the
uncertainty of the reproduction of the values of H by the technical means of con-
trol (in fact, this is the variance of the measurement result).

Testing hypotheses about the significance of the effects of factors and their
interactions is carried out using the Fisher criterion. To do this, calculate the ratio
of the corresponding mean squares to the remaining middle square. The obtained
values are compared with the Fj values found in the F-distribution tables for the
accepted significance level o =0,05, or higher (0,01 — 0,001) and the number of
degrees of freedom.

Hence, if the control measure F is sensitive to a change in the level of the
control parameter H over the entire range of its measurements, then the F-statistic
will be characterized by the distribution density (14) for all measured levels of the
indicator H.

Now consider the problem of one-sided testing of the parameter H within the
implementation of the alternative hypothesis H;. This hypothesis must be repre-

sented as a complex one, which will check the correspondence between the real
value f of the control parameter H and the control value f,:

Hlo : f £ f, (parameter H is normal);

H 11 > f > fo (parameter H is not normal).
Such situations must correspond to the choice of one of two solutions:
Lo: F<Fy,

where FF — calculated value of the F-criterion; Fy — tabular value of the
F-criterion. Then the influence of the factor on the control parameter is not prov-
en, but the absence of influence of the factor is not proven.

If:

Wy F>Fy,

then statistical observation proves with a given probability the influence of the
factor on the control parameter.

Enter the following designations: Q; and (), — probabilities of errors of
the first and second kind:

Q =P(W/f <) Q=Pluo/f>fo).
Then the probabilities of choosing solutions p,, L, are respectively deter-
mined by the expressions:

PIF>F]21-Q,, (15)
P[F > F]<Q. (16)

The fragment F has distribution (14), then from the expressions (15) and
(16) it flows

PIF, > Fe(+nvi) ' 121-0Qy;

- 17
PlF,_ n_p > Fg(L+nvp) 1> Qy,
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where
2 _Oy+0;.
V] == ) 5
o
, (18)
2_65,
Vo=—"7-
o

Considering the system of equations (17), one can find the value of Fjy that
satisfies both of these expressions. To do this, it is necessary to ensure that the
condition is fulfilled
2

F
b-LN-b,1-Q _ 1+nvi (19)

Fyinopo, 1+ nvg

The numerator and denominator of the left side of the inequality (19) are

(1-9,) and Q,— are the percentage points of the central /' — the distribution
with (b—1) and (N —b) degrees of freedom.

It can be shown now that the expression that (19) corresponds to the expression:

2

2
Xb-1,1-Q; _ Vi

<= (20)
2 2

Xb-1,0, Vo
where xi_l,l_g . Xl%—l, o, — percentage points of the central x* distribution with
(b—1) degrees of freedom.

From formula (20) it follows that given number of levels b of control pa-
rameter H (groups of results of observations of parameter /' of model (13)) and

given ratio v12 / v% = A itis possible to estimate the reliability of decision-making
Mo and
Q,+Q,
2

fixed, for example, the value of Q,; (Naiman — Pearson criterion) and calculate

A=1

5

Q,, as the interval:

1 Zmin [;171) _Xx
Q= | 2 2 e 20y,

b-1
22 1"(1)_1) 0
2
2 (b1 .
where zi, =%j-1,1-0, / A; T — gamma function.

The relation A is determined from the formula (18):
2
A=1+2L.
c
The results obtained already make it possible to move on to the practical use
of the simplified model. At the same time, it must be remembered that in the prac-
tice of variance analysis, there may be cases when the number of replicates ob-

tained for each combination of levels of the factors under study is different and

Cucmemni docnioxcenna ma ingpopmayivini mexunonoeii, 2024, Ne 2 147



LV. Hryhorenko, S.I. Kondrashov, S.M. Hryhorenko, O.S. Opryshkin

equal m; ; m; numbers can have any value, including zero, but each row and

ij > i

column must have at least one, and some have two non-zero values. In this case,
there are possible situations in which it is impossible to obtain unbiased estimates
for all parameters of the model. The need to introduce a system of weight coeffi-
cients into the calculated ratios complicates the calculations, the analysis of such
plans involves, as a rule, the use of a computer.

SUMMARIES

When executing the partition, the following results are obtained:

— to assess the homogeneity of coffee grinding, a mathematical model of the
influence of four factors on the result of measuring the control indicator has been
developed;

— a simplified model of cross-classifications was proposed for further use
and investigated, which took into account the effects of simultaneous interaction
of four factors (grinding time, geometric grain size, grain moisture, speed of rota-
tion of the motor shaft) on the result of measurement of the unit control indicator
(uniformity of coffee grinding);

— obtained equations that allow to evaluate the reliability of statistical con-
clusions in relation to the informational significance of control indicators for the
proposed simplified model of cross-classification;

— analytical ratios are obtained, which allow to estimate the amount of in-
formation on each of the control indicators under the factor influence on the pro-
posed linear function of the transformation of these indicators.

— the advantages of the chosen approach are that it makes it possible to as-
sess the validity of multiparameter control results of three or more levels of the
control indicator and to select the most informative subsets of these values.
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JOCJIIKEHHSI ®AKTOPHOI'O BIUIMBY HA OAHOPIAHICTH IOMEJY
3EPHA KABU METOAAMMN CTATUCTUYHOI'O AHAJII3Y / I.B. I'puropenko,
C.1. Konppamos, C.M. I'puropenko, O.C. Onpunikin

AHoTanisi. /{11 OLiHIOBaHHSA BIUIMBY KOXXHOTO i3 ()aKTOpiB, SIKi BIUIMBAIOTH HA
SIKICTh Ta OTHOPIJHICTH MOMEINy 3€pHa KaBH, 1 MOPIBHSHHS BIUIUBY HUX (aKTOPiB
BapTO BCTAaHOBHUTH KUIBKICHUH MOKA3HHWK IIHOTO BIUIUBY. J[JI1 I[bOTO BHKOPHCTAHO
JHCHepciiiHui aHai3 K MEeTOJ| OpraHizarii BUOIpKOBHX JaHUX BiJIIOBIJHO O MOX-
JMBUX JDKepes po3citoBaHHs. OOpaHHH METOA JO3BOJIMB PO3KIACTH 3araibHe po3-
CIIOBaHHS Ha CKIIQJIOBi, 3yMOBJICHI BIUTMBOM piBHIB (akTopiB. dakropamw, IIo
BILUTUBAIOTh HA OJHOPIAHICTH MOMeEINy, 00paHO: Yac MOMeNy, TeOMETPHYHI POo3Mipu
3epHa, BOJIOTICTh 3€pHA, IIBUAKICTh 00epTaHHs Bay ABuUryHa. IIpoBeneHo oOrpyH-
TyBaHHS Ta OL[IHIOBAHHS JOCTOBIPHOCTI CTaTHCTUYHHX BHCHOBKIB IPO iH(pOpMAITiii-
Hy 3HAUYYILIiCTh MMOKAa3HMKIB, IO BIUIMBAIOTH HA OJHOPIAHICTD MOMENY KaBW JJIS 3a-
Oe3reyeHHsI MaKCUMaJIbHO BUCOKOI BipOTiTHOCTI OTPUMAHOTO Pe3yJbTary.

KurouoBi ciioBa: nucrepciiinuii anainis, oqHOpifHICTh OMeNy, GpakTOpHHUN BILIUB,
MO/ielIb, TOKa3HUK KOHTPOJIIO, 36PHO KaBH.
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MPABWIA O®OPMJIEHHS CTATEN
IS 5KYPHAJTY

«CUCTEMHI JOCJIIKEHHSI TA IHOOPMA LI HI
TEXHOJIOI'Ti»

1. Crarrs 3 aHOTAILISIMHU Ta IHIIO iH(OPMAIIIEID MOJAETHCA 3 BUKOPHUCTAHHSIM
BeO-caiiTy xxypHany (http://journal.iasa.kpi.ua).

HazBa crarri, npi3Buiie Ta iHiliain aBTopa (aBTOPIB), a TAaKOX aHOTawlis (Bix
700 mo 1000 cmMBOIiB) MOJAIOTHCS YKPaiHCHKOIO Ta aHTIIIHCHKOI0 MOBAMH.

2. Tekcr craTti HabUpaeTbes B pegaktopi Microsoft Word 2003 mpudrom Times
New Roman i3 BUpiBHIOBaHHSM T10 ITUPHHI.

3. Ha mouyatky ctatTi BKasyerbes ingexke YK, Ha3Ba cTaTTi, iHINiagM Ta mpi-
3BHILE aBTOpa (aBTOPIB).

4. Chomcok JiTepaTypH MONAETHCS B IMOPSAKY TOCHIIAHHS INCISA TEKCTY CTaTTi.
SIKII0 € MOXJIUBICTB, y CUCKY BKa3yeTbess DOI K0)XHOTO OCHITaHHS.

5. HaGip ¢opmyn 3aiiicHioeThCs B penakropi popmyn «Equationsy. Jljist 3MiHHUX 3
iHIeKcaMy Ta 0e3 iHJIEKCIB 3aCTOCOBYIOThCS IY)KKH KJIaBiaTypHOTO Habopy, HAaIpHKIIaX

(XiJ > yll< ): [XiJ ’ yll( ]

6. CumBomn y Qopmynax (KpiM ocoONMBUX BHIQ/IKIB) HaOWPAIOTHCS KYPCHBOM.
JlomrycKaroThCs IPsiMi CHMBOITH, ajie X Tpeba po3MITHTH a00 BKITFOYHUTH IO CITUCKY CIie-
LiaJIbHUX CUMBOJIIB.

7. HywmepyBaTu HEOOXiZHO TIJIBKHU Ti (OPMYNH (BHHECEHI HA CEPEeIUHY PSAKIB),
Ha SIKi € IOCHJIaHHS B TEKCTI.

8. Tabmuii Ta pUCYHKH BUKOHYIOTBECS B OJHOMY CTHII, iM HamaeThcs HOMEp, Ha3Ba
1 PO3TAIIOBYIOTHCS MICIISI IIOCKIIAaHb y TeKCTi. He citig moBTOpIOBAaTH B CTATTI MiAMUCH 10
PHCYHKIB Ta TaOJIULIb.

9. Crarrs pa3oM i3 TabIULSIMH, PUCYHKaMH 1 CITUCKOM JIiTepaTypu Mae OyTH HE
Oimpime 15 cropinok. OTsAmoBi CTaTTi 00CATOM A0 25 CTOPIHOK IPUIMAIOTHCS 32 JJOMOB-
JIEHICTIO 13 PeKOJIETIEI0.

10. JIo pykomucy J0Aar0ThCS BIIOMOCTI IIPO KOXKHOTO aBTOpa: KpaiHa, MiCTO, MiCIIe
pobotH, ciry>k00Ba 1mocajaa, BUYSHHH CTYIIHb Ta 3BaHHS, cepa HAYKOBHX JOCIIKEHb,
KOHTAKTHi Tele(oHH, ampeca Ta e-mail.
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