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IMPROVING THE ACCURACY OF NEURAL NETWORK
EXCHANGE RATE FORECASTING USING EVOLUTIONARY
MODELING METHODS

S.S. FEDIN

Abstract. A set of models of feedforward neural networks is created to obtain op-
erational forecasts of the time series of the hryvnia/dollar exchange rate. It is shown
that using an evolutionary algorithm for the total search of basic characteristics and
a genetic algorithm for searching the values of the matrix of neural network weight
coefficients allows optimizing the configuration and selecting the best neural net-
work models according to various criteria of their training and testing quality. Based
on the verification of forecasting results, it is established that the use of neural net-
work models selected by the evolutionary modelling method increases the accuracy
of forecasting the hryvnia/dollar exchange rate compared to neural network models
created without the use of a genetic algorithm. The accuracy of the forecasting re-
sults is confirmed by the method of inverse verification using data from different
retrospective periods of the time series using the criterion of the average absolute
percentage error of the forecast.

Keywords: exchange rate, genetic algorithm, evolutionary modeling, neural net-
work, optimization, forecasting, accuracy, time series.

INTRODUCTION

In the foreign and domestic practice of financial analysis and forecasting, artifi-
cial intelligence information technologies are widely used, which are currently an
integral auxiliary tool in the process of making managerial decisions in the field
of economics and finance [1]. The use of these technologies, in particular, con-
tributes to the successful solution of the tasks of forecasting currency and stock
exchange rates, assessing the risk of financial and banking operations, analyzing
and forecasting market indicators, credit ratings of businesses etc. [1-3].

Management of economic entities, including financial systems, is carried out
under conditions of uncertainty, which necessitates the use of methods of obtain-
ing information on economic indicators to make a reasonable judgment about
possible future states of the system or alternative ways and timing of their imple-
mentation. Future uncertainty cannot be completely eliminated, so the main task
of decision-making under uncertainty is to find “good” or “best” decisions from a
range of alternatives.

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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One of the tools in the process of making such decisions is the forecasting
methodology [4; 5]. The need to use different forecasting methods is caused by
the fact that in the context of nonlinear dynamic processes of financial markets,
determining their future states is a difficult task, but obtaining reliable informa-
tion about the value of financial indicators is a key aspect of supporting decision-
making at a certain point in time.

According to the results of independent studies confirms the assumption that
the time series of financial indicators, in particular, stock prices and exchange
rates, are characterized by nonlinear trends at different periods of retrospection
[6-9]. The dynamics of exchange rates is characterized by complex nonlinear de-
pendencies with a high level of noise and veiled periodic components with vari-
able amplitude, which causes the presence of heterogeneous components in the
time series and does not allow for the selection of a single model structure for the
entire time series data set [10]. Thus, at different periods of retrospection, the
structure of the model (the nature of the trend) changes, this increases the degree
of information uncertainty and reduces the reliability of forecasting. The solution
to this problem requires the use of artificial intelligence methods, including neural
networks and evolutionary modeling.

A common characteristic of these non-parametric information processing
methods is the ability to recognize patterns — trends based on the generalization
of input information [11]. The ability to model nonlinear processes and adaptabil-
ity allow the use of neural networks and evolutionary algorithms in solving vari-
ous forecasting problems in the face of noisy input data [12; 13]. In addition,
compared to classical analytical models, neural networks allow obtaining reliable
forecast estimates for non-stationary and periodic time series of financial indica-
tors [11].

Thus, the use of neural network and evolutionary forecasting methods can be
viewed as a generalization of traditional approaches to solving the urgent problem
of recognizing trends in the time series of exchange rates and timely management
decision-making.

PROBLEM DEFINITION

To build a multilayer feedforward neural network, let us assume that the set of
training sample examples is represented by data vectors (X, Y), the structure of
which determines the number of inputs N and outputs M of the neural network, where
X =(x1,%,,...,xy) 1s the value of the input vector, and Y =(y;,¥5,.... ) —
the desired (actual or reference) values of the output vector.

Then the process of training a neural network as a dynamic system consists
in achieving such a state of the network in which the differences between all out-
put Y’ and the desired values of the training sample vectors Y do not exceed the
value of the error &, which is determined in advance and calculated in a certain
way. In this case, the task of training a neural network is to determine the values
of all its characteristics, so that when any vector X from the set of training ex-
amples (X,Y) is fed to the input, the neural network output for a given set of

weight coefficients W is the vector Y'(W)={yi(W),ys(W),..., ¥}y (W)}, which
differs from the reference vector ¥ by no more than value of error o.

8 ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 3
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In this case, the objective function (training criterion) will be the error
Omax (W) — the maximum difference between Y' and Y for all vectors of the

training set containing # elements. The minimum value of the error & will allow
obtaining the maximum training accuracy of the neural network model.

The objective function is represented as the sum of the squares of deviations
of the values Y from the values Y’, obtained by the dynamic process of propaga-
tion of training sample examples from the inputs to the outputs of the neural network

| , 2 1Y , 2
6(W)=5||Y—Y,-(W)|| =52<Yk—Yk(W)) : (1)
k=1

Then the iterative process of finding the weights of inter-neuronal connec-
tions W of the neural network that would satisfy the given value of criterion (1)
can be carried out by the gradient descent method based on the dependence

W(n+1)=W(n)—-n-grady8(W(n)), ()
where m is the step size (error correction rate coefficient).

To obtain an estimate of the learning criterion (1) and find the vector weights
of the neural network (2), the Back Propagation of Error algorithm can be used.
The disadvantage of this algorithm is that it can only find local minimum of the
objective function (1). Since the task of finding the characteristics of a neural
network that satisfies the condition &(W,,,,) =0 for real data is unattainable and

is usually not set, the optimal solution turns into the search for a better or rational
solution [14]. An effective way to find such a solution is to use the mathematical
apparatus of genetic algorithms, the functioning of which is based on the mecha-
nisms of natural evolution using selection and crossover operators of parental in-
dividuals, mutation of offspring and assessment of their fitness [12; 15-17]. Since
all of these operators are collectively aimed at improving each individual, the pre-
liminary results of the genetic algorithm will be iterative improvements in the so-
lution population compared to the initial population, the size of which remains
constant. The resulting neural network individual differs from its parent(s) and
may be more or less adapted to transmit genetic information (chromosomes) to
subsequent generations, which is characterized by an estimate of the fitness func-
tion. The chromosome of an individual consists of neurons — genes, each of
which is represented by a set of values of its input weights [16; 18].

Let us represent individuals as a vector containing meaningful “genetic” in-

formation in the form of input and output weights of the neural network
w =W,

Whjl:d Wou), where W, ~— is the vector of input weights of the

np > inp

neural network; Wh]l:d — is the vector of weights between the j-th and (j+1)-th

hidden layers of a multilayer neural network; W, — is the vector of output

ut
weights of a neural network; j =1...k —1, where k is the number of hidden layers.
The dimension of W'is equal to (N +1)J; +J\J, +...+ J;_Ji +J M , where J;

is the number of neurons in the j-th hidden layer [19].

Then, the task of building a complete neural network can be solved in two
stages, each of which requires the use of a specific genetic algorithm, namely:

— a total search for the basic characteristics of the neural network topology,
i.e. determining the number of hidden layers £ and neurons in each hidden layer J

(Fig. 1);

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2024, Ne 3 9
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— optimization of the neural network configuration by determining the “best”
combination of the values of the weight coefficients W of all inter-neuronal con-

nections (Fig. 2).
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Let us present four fitness functions (Table 1) for their sequential application
in the genetic algorithm for optimizing the configuration of a neural network
model (Fig. 2).

[ The beginning ]

v

The initial population of chromosomes

| Chromosome decoding |

v

i Multiple models

> Genotype —
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1

1
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Minimum squared error;
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------------------------------------- R-squared error.

Has the completion
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\ 4 v
Selection The “best” combination of
of chromosomes neural network weights
Application of genetic ¢
operators [ The end ]
Creation
of a new population
I

Fig. 2. Flowchart of the genetic algorithm for finding the weighting matrix of a neural
network — evolution of weights

In accordance with the value of one of the selected fitness functions (Table 1),
the genetic algorithm (Fig. 2) allows iteratively improving the population of
neural network individuals and determining the neural network configuration
that corresponds to the minimum error value (1), which can ultimately con-
tribute to improving the accuracy of operational forecasting of time series of
exchange rates.
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Table 1. Types of fitness functions for the genetic algorithm for finding the
matrix of neural network weighting coefficients (evolution of weights)

Criterion Type of fitness function
Number of facts Y'Y £TOL(Ynax = Yinin) » 3)
within the where TOL is the accuracy parameter of neural network
tolerance of training and testing
max (1— Avg Error), 4)
Minimum | &
average error where  gvg Error = —Z Y'-Y|
niio
max (1 - RMS Error), (5)
Minimum e
squared error where RMS Error = — >/ - Yl.)2
nyi=1
max (Y R?), ©)
. n n n 2
Maximum sum ny (Yi, Y, )_ MY,
of R-squared where p2 _ i=1 =l =l
error T, 2 ; 4 \2
ny (Y - Y] ny (1) —(ZY,-J
i=1 i=1 i=1 i=1

RESEARCH OBJECTIVE

This study is dedicated to improve the accuracy of neural network forecasting of
the exchange rate of the currency pair hryvnia/dollar through the use of a genetic
algorithm that allows to optimizing the configuration and perform an evolutionary
search for the best neural networks models according to a given criterion of the
quality of their training and testing.

LITERATURE REVIEW

The studies of S.A. Ayvazyan, 1.G. Lukyanenko, L.I. Krasnikova, P.I. Bidyuk,
0O.V. Polovtsev, 1.V. Baklan, V.M. Rifa, J. Johnston, J. DiNardo, G.E.P. Box,
G.M. Jenkins demonstrate that the use of time series analysis methods is one of
the most common approaches to forecasting the development of economic sys-
tems and processes, evaluating alternative economic strategies, as well as manag-
ing economic and financial risks [20-26].

It is known that the purpose of time series analysis is to obtain useful infor-
mation from an ordered sequence of real numbers x,, t=1,2,...,T, which are

the results of observations of a certain value, based on a certain mathematical
model [11; 27]. Such a model should explain the essence of the dynamic process,
in particular, describe the nature of the data, which can be random, stationary,
non-stationary, or periodic [27]. Time series of currency exchange rates or stock
price movements usually contain random fluctuations and noise in varying pro-
portions [11]. Therefore, the quality of the model is largely determined by its abil-
ity to approximate the regular (predictable) structure of the time series, separating
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it from the noise. To solve this problem, methods of statistical analysis of time
series are effective, including linear autoregressive moving average models
(ARMA), ARMA-+trend models, and methods of forecasting nonlinear processes,
which include artificial neural networks [9]. The peculiarity of using neural net-
work models is the ability to reproduce any dependence of the form
X, = f(x,_1,X_25-»%_,) +& with a continuous function f* based on the delay

vector between current and past data (x;,_;,X;_5,...,%,_,) in n-dimensional space

of time-shifted values [11; 19].

However, under conditions of uncertainty of the future situation, associated,
for example, with changes in the nature of the trend of financial indicators at dif-
ferent time intervals, the task of fully building a neural network model is complex
both in terms of its dimensionality and in terms of ensuring the accuracy of the
model during training and testing. One of the effective ways to solve this problem
is to combine neural networks and genetic algorithms to find the best solution
from a number of alternatives in the argument search space and determine the ex-
tremum of the objective function of the learning error (1) [12; 14]. This combina-
tion can be auxiliary when (methods are applied sequentially one after the other)
or equal (simultaneous application of both methods, for example, to find the
weights of inter-neural connections) [28; 29].

It is assumed that in the face of changing trends in financial indicators, the
use of the principle of equal combination of a genetic algorithm and a feedfor-
ward neural network will optimize the machine learning process and, as a result,
improve the accuracy of approximating the regular component of the exchange
rate time series in the selected observation interval.

Thus, conducting a study aimed at ensuring the accuracy of neural network
forecasting of non-stationary time series by using genetic algorithms in optimiz-
ing the training process of multilayer neural networks is an urgent scientific and
practical task.

MATERIALS AND METHODS

As the initial data for creating neural network forecasting models, we used factual
data of the time series of the official hryvnia exchange rate against the US dollar,
which were borrowed from the government electronic resource [30]. To assess the
accuracy of the forecast, the principle of simulation forecasting was applied, since
the actual value of the hryvnia exchange rate in relation to the one-day forecast
advance period, i.e. Tuesday 06.10.2020, is known and amounts to 28.4009 hryv-
nia per 1 dollar. In determining the dimension of the neural network training sam-
ple, we used the methods of spectral and autocorrelation analysis of time series
data, as well as the method of a branched delay line, according to which the archi-
tecture of the feedforward neural network allows us to model any finite time de-
pendence of the following form [11]

Y)=F[X(#),X(t-1),..,Xt-p)]. @)

The spectral analysis shows that the frequency of the first harmonic is
approximately zero (Fig. 3, a). This indicates the absence of periodicity in the
regular component of the time series, and, as a result, the appropriateness of
setting the forecast advance period to correspond to the daily change in the
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hryvnia/dollar exchange rate. The result of the autocorrelation analysis (Fig. 3, b)
characterizes the non-stationary of the hryvnia exchange rate time series, since the
maximum value of the autocorrelation coefficient corresponds to the first lag
(time series shift), so the use of feedforward neural networks is an appropriate
way to obtain an operational simulation forecast. The observation period, which is
one week and corresponds to the number of inputs of the neural network training
sample, was determined taking into account the lag for which the autocorrelation
coefficient exceeds 0.85 (Fig. 3, b) [31].
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Fig. 3. Results of spectral analysis of the time series in NetMaker (a); autocorrelation
analysis of the time series in STATISTICA 10 (b)

Thus, in accordance with (7) and based on the obtained estimates of the time
series autocorrelation coefficients (Fig. 3, b), the training set of n =274 examples
has a dimension consisting of seven inputs (Input) USD1 (¢—7), USD2
(t-6),..,USD7 (¢—1) and one output (Pattern) USDS8 (¢). Testing of the
USD_11.net neural network model with the 7:10:1 architecture, trained in the
BrainMaker Professional system for 67 epochs of training (Run), showed that all
27 facts of the test sample (10% of the number of examples of the training sam-
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ple) are classified as Good, i.e., within the tolerance range when condition (3) is
met for the value of the TOL parameter=0.10 [31]. The result of the simulation
neural network forecasting was obtained using a training example that character-
izes the last week of the observation period before Tuesday 06.10.2020 (7), i.e. the
value of the hryvnia exchange rate from 29.09.2020 (¢ —7) to 05.10.2020 (¢—1).
To ensure the convergence of the results of neural network forecasting, training
and testing of models with the 7:10:1 architecture was repeated L =5 times with
the value of the TOL parameter=0.10. The evaluation of the results of testing
neural network models (Table 2) and the accuracy of the simulation forecast for
Tuesday 06.10.2020 (Table 3) was carried out according to the criterion of the
mean absolute percentage error (MAPE)

100 & |Y; - Y|
i

MAPE =

— ; (®)
n;

where Y', Y are respectively the predicted (Out) and actual (Ptn) values of the
i-th example selected for testing, i =1,...,n.

Table 2. The value of the MAPE criterion, %, based on the results of testing
USD neural network models created in BrainMaker Professional

USD_11.net USD_12.net USD_13.net USD_14.net USD_15.net

0.784 0.761 0.822 0.726 0.664

The analysis of the data presented in Table 2 shows that for the test sample,
the value of the MAPE criterion is in the range (0.664...0.822%), and the lowest
value of this criterion corresponds to the USD 15.net neural network model
(Table 3).

Table 3. Evaluation of the accuracy of forecasting results using neural net-
work models created in BrainMaker Professional

Model Run Good Result MAPE, %
USD_11.net 67 27 27.875 1.85
USD_12.net 129 27 27.912 1.72
USD_13.net 83 27 27.888 1.81
USD_14.net 98 27 27.878 1.84
USD _15.net 62 27 27.883 1.82

The analysis of the data presented in Table 3 shows a high speed of neural
network training (Run parameter) and finding all the facts of the test sample with-
in the training tolerance (Good parameter) in accordance with condition (3). At
the same time, the interval of the MAPE criterion is (1.72...1.85%), the lowest
value of which corresponds to the USD_12.net model.

Attempts to create neural network models with a further reduction of the
training tolerance allowed us to establish that for a sample of initial data when the
value of the TOL parameter is set to 0.06, the machine learning process using the
Back Propagation of Error algorithm in the BrainMaker Professional system does
not converge. Therefore, the task of improving the accuracy of neural network
forecasting of the hryvnia/dollar exchange rate was solved by evolutionary mod-
eling in the Genetic Training Option (GTO) software using genetic algorithms
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(Figs. 1, 2) and a smaller training tolerance compared to the models presented in
Table 3. At the same time, the assumption of increasing the accuracy of neural
network forecasting can be confirmed by fulfilling the following condition

max MAPE ©T°! < min MAPE YSP1 )
L L
where is the /-th model of a neural network created with (GTO,;) and without
(USD)) genetic algorithm, /=1,...,L.

CONDUCTING COMPUTATIONAL EXPERIMENTS USING EVOLUTIONARY
MODELING METHODS

The experimental studies were devoted to confirming the assumption that it is
possible to improve the accuracy of neural network forecasting by using evolu-
tionary modeling methods. Computational experiments were carried out accord-
ing to a methodology that includes two stages, namely:

1) use of genetic algorithms in GTO (Figs. 1, 2) for the neural network mod-
el formed in BrainMaker Professional with randomly selected weights;

2) using the BrainMaker Professional system to automatically complete the
machine learning process.

The use of the total search algorithm in GTO (Fig. 1) with a change in the
TOL parameter and a given range of the number of neurons in the hidden layer of
the neural network allowed us to obtain the result of training the neural network
population (Fig. 4) and the model of the neural network GTO.net, all the facts of
the test sample of which, according to condition (3), are within the training
tolerance Good = 27.

Fil=  ©Optimize  Sort

Network file: USD_11.def Total lterations = 40

Iteration StartTol EndingTol Hiddenl Run Good AvgError RMSError hh:mm:ss R¥:USD8 Bad:USD8
1 0.1000 0. 0400 1 1000 16 0.0365 0.0456 00:00:16 9758 14
2 0.1i00 0.0400 1 1000 21 0.0290 0.0410 0o:00:16 0.9807 &
3 0.1000 0.0500 1 1000 21 0.0365 0.0456 00:00:16 0.9758 6
4 0.1100 0.0500 1 1000 24 0.0290 0.0410 0D:00:16 0.9807 3
5 0.1000 0.0400 2 1000 15 0.m359 0n.0449 0n:00:15% 09757 12
6 0.1100 0.0400 2 1000 19 0.0335 0.0452 op:00:15 0.9804 8
? 0.1000 0.0500 2 1000 22 0.035% 0.044% 0p:00:15 0.9757 &
8 0.1100 0.0500 2 1000 21 0.0335 0.0452 np:00:16 0.9804 6
7 0.1000 0.0400 3 1000 19 0.0320 0.0382 0p:00:23 0.9844 8
im 0.1i00 0.0400 3 1000 23 0.0200 0.0286 00:00:40 0.98%3 4
11 0.1000 0.0500 3 1000 23 0.0320 0.0382 00:00:15 0.9844 4
12 0.1i00 0.0500 3 1000 24 0.0200 0.0286 00:00:40 0.98%3 3
13 0.1000 0.0400 4 1000 18 0.@327 0.03%93 0p:00:23 0.9815 ¢
14 0.1100 0.0400 4 1000 20 0.0274 0n.0319 0n:0n:1% 0.9869 ?
15 0.1000 0.0500 4 1000 22 0n.m327 0n.0393 00:00:23 0.9815 5
16 0.1100 0.0500 4 1000 24 0.0274 0.031% np:00:36 0.9869 3
1? 0.1000 0.0400 5 1000 20 0.026% 0.0355 0p:00:30 0.9833 7
18 0.1100 0.0400 5 1000 23 0.0251 0.035% 0p:00:16 0.9848 4
19 0.1000 0.0500 5 1000 24 0.026% 0.0355 0p:00:38 0.9833 3
20 0.1i00 0.0500 5 1000 25 0.0251 0.035% 0p:00:16 0.9848 2
21 0.1000 0.0400 6 1000 21 0.0260 0.0316 0p:00:16 0.9882 &
22 0.1i00 0.0400 6 1000 25 0.021% 0.0273 0p:00:21 0.9906 2
23 0.1000 0.0500 6 1000 25 0.0260 0.0316 np:00:16 0.9882 2
24 0.1100 0.0500 ] 1000 26 0n.0219 0n.0273 0n:00:16 0.9206 1
25 0.1000 0. 0400 ? 1000 24 0.0215 0.0288 0p:00:16 0.9900 3
26 0.1100 0.0400 ? 1000 24 0.019% 0.0267 0p:00:17 0.9908 3
27 0.1000 0.0500 ? 1000 25 0.0215 0.0288 np:00:16 0.9%900 2
28 0.1i00 0.0500 ? 1000 26 0.019% 0.0267 0p:00:17 0.9908 1
29 0.1000 0.0400 8 1000 18 0.0325 0.0382 0p:00:17 0.9888 ¢
30 0.1i00 0.0400 8 1000 23 0.0252 0.031% 00:00:16 0.9869 4
31 0.1000 0.0500 8 1000 21 0.0325 0.0382 00:00:17 0.9888 6
32 0.1i00 0.0500 8 1000 25 0.0252 0.031% 0p:00:17 0.9869 2
33 0.1000 0.0400 9 1000 19 0.0277 0.0326 0n:00:17?7 0.9873 8
34 0.1100 0.0400 9 1000 23 0.0245 0.0336 0D:00:16 0©.9853 4
35 0.1000 0.0500 ? 1000 23 0.0277 0.0326 0p:00:16 0.9873 4
36 0.1100 0.0500 ? 1000 24 0.0245 0.0336 0p:00:17 0.9853 3
3?7 0.1000 0.0400 10 1000 23 0.0223 0.0275 0p:00:16 0.9906 4
38 0.1i00 0.0400 10 1000 23 0.0202 0.0256 0p:00:16 0.9924 4
39 0.1000 0.0500 10 1000 26 0.0223 0.0275 0p:00:17 0.9906 1
40 0.1i00 0.0500 10 1000 24 0.0202 0.0256 0p:00:16 0.9924 3

Fig. 4. The result of GTO at the stage of total search for the basic characteristics of the
neural network when ordering the population of models by the criterion of the number of
neurons of the hidden layer Hidden 1
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The main purpose of the GTO.net model, whose training was completed at
the minimum value of the TOL parameter=0.056<0.060, is to be used to perform
crossover and mutation operators using the two best models that form the initial
population of neural networks (Fig. 4). In the process of implementing genetic
operators, in particular, it was assumed that each neural network would be trained
for 100 epochs (Run) and 30 generations would be changed. To evaluate the neu-
ral network’s adaptability, we used the results of both training and testing of the
already trained neural network model. At the same time, 50% of all neurons were
subjected to crossover and 10% to mutation. It was also assumed that the neurons
were directly crossed by 50% and 25% using a uniform and normal random vari-
able distribution law, respectively. The mutation of neurons was carried out in the
same proportion as when performing the crossover operator. The fitness (quality)
of the neural network model was assessed by one of the four GTO statistical crite-
ria (Table 1).

The result of evaluating the quality of training for the 30 formed neural net-
works according to criterion (5), ordered from the highest to the lowest value,
showed that the neural network model corresponding to the value
max (1 — RMS Error) = 0.9735 is the “best”. The application of the created neu-
ral network model allowed us to obtain the forecast value of the exchange rate for
Tuesday 06.10.20, which is equal to 28.071 hryvnias per 1 dollar. The final result
of the genetic algorithm is the automatic saving of the five best out of 30 neural
network models GTOO001.net, GTO002.net, GTOO003.net, GTOO004.net,
GTOO005.net with a TOL value of 0.056. Evaluation of the results of testing the
models created using the genetic algorithm and the accuracy of neural network
forecasting according to criterion (8) is presented in Table 4 and Table 5, respectively.

Table 4. The value of the MAPE criterion, %, based on the results of testing
USD neural network models created in GTO

GTO001.net GTO0002.net GTO0003.net GTO0004.net GTO005.net

0.349 0.348 0.369 0.357 0.388

The analysis of the data presented in Table 4 shows that for the test sample,
the value of the MAPE criterion is in the range (0.348...0.388%), and the lowest
value of this criterion corresponds to the GTOO002.net neural network model.
Thus, based on a comparison of the results in Table 2 and Table 4, condition (9) is
proved to be met.

Table 5. Evaluation of the accuracy of forecasting results using neural net-
work models created by evolutionary modeling methods using GTO software and
BrainMaker Professional system

Model Run Good Result MAPE, %
GTOO001.net 100 27 28.071 1.16
GTO002.net 100 27 28.075 1.15
GTOO003.net 100 27 28.077 1.14
GTO004.net 100 27 28.063 1.19
GTOO005.net 100 27 28.082 1.12

The analysis of the data presented in Table 5 shows that at the same speed of

the neural network model training process (Run=100), all the facts of the test
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sample in accordance with condition (3) are within the training tolerance
(Good=27). At the same time, the result of the evaluation of criterion (8) is in

the interval (1.12...1.15%), the lowest value of which corresponds to the
GTOO005.net neural network model.

Comparison of the results in Table 3 and Table 5 shows that the accuracy of
the point forecast of the hryvnia exchange rate obtained using neural network
models created by evolutionary modeling methods is higher than that of models
created without the use of a genetic algorithm. To exclude the possibility of
obtaining a random result of neural network forecasting using evolutionary
modeling methods and to confirm the convergence of the neural network training
and testing process, computational experiments in GTO were repeated five times
using different statistical criteria;: RMS Error; Average Error; Sum of R-Squared;
Number Good; Number of Runs (Fig. 1).

Thus, at the first stage of applying the GTO evolutionary algorithm to find
the basic characteristics and obtain the initial population of neural networks, in
addition to the result with a different number of neurons in one hidden layer
(Fig. 4), we obtained five more variants of ordering the initial population of
neural network individuals. Thus, given the Hidden 1 ordering criterion, the total
number of computational experiments was six. At the second stage, for the obtained
six variants of the initial population of neural networks and four criteria (3)—~(6), we
repeated computational experiments to assess the adaptability of neural network
models when optimizing their configuration using a genetic algorithm (Fig. 2).

RESULTS OF COMPUTATIONAL EXPERIMENTS

An assessment of the accuracy of the results of the daily forecasting of the hryv-
nia/dollar exchange rate for Tuesday 06.10.2020, obtained on the basis of neural
network models created using a genetic algorithm, is presented in Tables 6-9 and
Figs. 5-8.

Table 6. MAPE values, % for neural network models created on the basis of
the criterion Number of facts within tolerance of

. T Model
Ordering criterion
GTO001 GTO002 GTO003 GTO004 GTO005

Hidden 1 1.34 1.24 1.20 1.14 1.11

RMS Error 1.34 1.12 1.15 1.25 1.18

Average Error 1.19 1.25 1.28 1.28 1.24

Sum of R-Squared 1.34 1.12 1.16 1.14 1.23

Number Good 1.19 1.32 1.21 1.22 1.15

Number of Runs 1.19 1.15 1.26 1.17 1.14

Table 7. MAPE values, % for neural network models created on the basis of
the criterion Minimum average error

. - Model
Ordering criterion
GTO001 GTO002 GTO003 GTO004 GTOO005

Hidden 1 1.24 1.19 1.19 1.23 1.26

RMS Error 1.23 1.22 1.26 1.23 1.26

Average Error 1.22 1.26 1.16 1.23 1.14

Sum of R-Squared 1.28 1.19 1.16 1.25 1.15

Number Good 1.17 1.13 1.31 1.25 1.28

Number of Runs 1.26 1.24 1.27 1.26 1.22
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Fig. 5. MAPE values for forecasting the hryvnia exchange rate using five USD neural net-
work models and five GTO neural network models created on the basis of the criterion
Number of facts within tolerance of
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Fig. 6. MAPE values for forecasting the hryvnia exchange rate using five USD neural
network models and five GTO neural network models created on the basis of the criterion
Minimum average error

Table 8. MAPE values, % for neural network models created on the basis of
the criterion Minimum squared error

. o . Model
Ordering criterion 1= 0001 | GTO002 | GTO003 | GTO004 | GTO005
Hidden 1 1.16 1.15 1.14 1.19 1.12
RMS Error 1.20 1.25 1.28 1.24 1.27
Average Error 1.20 1.15 1.22 1.27 1.18
Sum of R-Squared 1.22 1.18 1.24 1.17 1.12
Number Good 1.20 1.16 1.26 1.15 1.20
Number of Runs 1.13 1.17 1.18 1.17 1.15
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Fig. 7. MAPE values for forecasting the hryvnia exchange rate using five USD neural
network models and five GTO neural network models created on the basis of the criterion
Minimum squared error
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Fig. 8. MAPE values for forecasting the hryvnia exchange rate using five USD neural
network models and five GTO neural network models created on the basis of the criterion
Maximum sum of R-squared error

Table 9. MAPE values, % for neural network models created on the basis of
the criterion Maximum sum of R-squared error

. . Model
Ordering criterion '™ 210001 | GT0002 | GTO003 | GTO004 | GTO005
Hidden 1 1.39 1.29 1.28 1.33 1.16
RMS Error 1.28 1.25 1.29 1.22 1.31
Average Error 1.22 1.14 1.19 1.15 1.18
Sum of R-Squared 1.29 1.26 1.36 1.28 1.27
Number Good 1.17 1.17 1.16 1.16 1.14
Number of Runs 1.34 1.07 1.19 1.39 1.12
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DISCUSSION OF THE OBTAINED RESULTS

Data analysis (Tables 6-9, Figs. 5-8) shows that the intervals of MAPE values for
neural network models trained according to criteria (3)—(6) are, respectively:
(1.11...1.34%); (1.13...1.31%); (1.12...1.28%); (1.07...1.39%), and for neural net-
work models trained without the use of a genetic algorithm (1.72...1.85%) (Table 3).
Thus, on the basis of six computational experiments, the convergence of the
process of re-training, testing and selection of the best neural network models was
confirmed, and it was found that any of the 120 neural network models
(5x6x4=120) created by evolutionary modelling methods can improve the ac-

curacy of the daily forecast of the hryvnia/dollar exchange rate (Figs. 6-9). Since
the smallest interval of the MAPE value (1,12...1,28%) meets the criterion (5) —
Minimum squared error (Table 8), the forecasting results with a one-week ad-
vance warning period were obtained using the best model of the GTOO005.net
neural network (Table 10) for the Sum of R-Squared ordering criterion
(MAPE=1,12%, Table 8).

Table 10. The result of forecasting the hryvnia exchange rate using neural
network models based on the criterion Minimum squared error

Ordering criterion Model
GTO001 GTO002 | GTOO003 GTO004 | GTOO005

Hidden 1 28.071 28.075 28.077 28.063 28.082
RMS Error 28.061 28.045 28.038 28.049 28.041
Average Error 28.060 28.074 28.053 28.040 28.066
Sum of R-Squared 28.054 28.066 28.048 28.070 28.083
Number Good 28.060 28.071 28.043 28.074 28.061
Number of Runs 28.079 28.068 28.066 28.069 28.075

The GTO005.net model (Table 10) is characterized by the lowest forecast er-
ror value |A|=0.318, where | A| is the a posteriori value of the deviation of the
forecast value of the hryvnia/dollar exchange rate of 28.083 from the actual value
of 28.4009 hryvnia per 1 dollar. The results of the estimates for the weekly
forecast lead time obtained using the most accurate neural network model
USD_12.net (Table 3), which was created without the use of a genetic algorithm,
and the selected most accurate model GTOO005.net are shown in Table 11.

Table 11. Evaluation of the neural network forecasting result with a warning
period of one week from 07.10.2020 to 13.10.2020

Date excll{l;‘{l;‘;‘jate USD_12.net | GTOO005.net | MAPE g, 1, | MAPE ;0005
07.102020 | 28364 27913 28.082 1.590 0.994
08.102020 | 28324 27916 28.099 1.440 0.794
09.102020 |  28.284 27.921 28.096 1282 0.663
10.10.2020 | 28.284 27.925 28.079 1.268 0.723
11102020 | 28.284 27913 28.058 1310 0.798
12102020 | 28210 27.903 28.052 1.088 0.559
13.10.2020 | 28.248 27.895 28.055 1250 0.684

Taking into account all the values of the weekly forecast lead time for the
USD _12.net and GTOO005.net models (Table 11), the estimated mean absolute
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percentage error (8) is 1.318% and 0.745%, respectively. Thus, for the
GTOO005.net model, the MAPE estimate is approximately 1.77 times lower than
the MAPE estimate for the USD _12.net model. Thus, the analysis of the results
obtained (Table 11), as well as in the case of the daily point forecast, shows that the
accuracy of the weekly forecast of the hryvnia/dollar exchange rate has improved.

The adequacy of the results was checked, as well as the reliability and valid-
ity of the neural network forecast was assessed using the inverse verification
method on a new retrospective period of the hryvnia/dollar exchange rate time
series — from 02.10.2023 to 19.03.2024. To obtain a weekly forecasting result
based on the data of the observation period from 02.10.2023 to 12.03.2024, the
neural network was trained in the GTO system using the Sum of R-Squared order-
ing criterion at the stage of total search for its basic characteristics, and the Mini-
mum squared error criterion to select the best neural network models (5). The
evaluation of the obtained forecasting result is shown in Table 12.

Table 12. Evaluation of the result of neural network forecasting with a warn-
ing period of one week from 13.03.2024 to 19.03.2024

Date Hryvnia exchange rate GTO_USD.net MAPE ;16 usp
13.03.2024 38.4924 38.379 0.295
14.03.2024 38.7878 38.399 1.002
15.03.2024 38.6854 38.518 0.433
16.03.2024 38.6854 38.453 0.601
17.03.2024 38.6854 38.451 0.606
18.03.2024 38.7998 38.499 0.775
19.03.2024 38.9744 38.526 1.150

The estimate of the MAPE criterion, taking into account all values of the
weekly forecast advance period for the GTO USD.net model (Table 12), is
0.695%, which is less than the value of 0.745% for the GTOO005.net model
(Table 11). At the same time, the test of the statistical hypothesis that there is

no significant difference between MAPE G005 and MAPEGTOJJSD , which was
performed in STATISTICA 10 based on a ttest for independent variables
(p=0.696>0.05), confirms the reliability of the result of improving the
accuracy of the neural network forecast (Fig. 9).

T-test far Independent Samples (STATISTICA 10_Faorecast_week 2024 sta) —
Mote: Variables were treated as independent samples
hean hean t-value df p
Group 1 ws. Group 2 Graup 1 (Group 2
MAPE ;roqg5 vs. MAPE g ysp | 0,74A000 0534555 0400010 12 0F36175
< | 1l | [2]

Fig. 9. Screenshot of the result of testing the statistical hypothesis that there is no signifi-
cant difference in the MAPE estimates for the GTO005.net and GTO_USD.net models

Thus, the analysis of all the results obtained for different periods of retro-
spection of the time series of the hryvnia/dollar exchange rate under the condition
of changing the nature of its trend confirms the reliability of the results obtained
and allows us to recommend the use of evolutionary modeling methods in training
and optimizing feedforward neural networks to improve the accuracy of opera-
tional neural network forecasting of time series of exchange rates.
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CONCLUSIONS

1. In order to obtain an operational forecast of the hryvnia/dollar exchange
rate with a one-day and one-week lead time for different observation periods in
2020 and 2024, feedforward neural network models with the Back Propagation of
Error learning algorithm were developed using the BrainMaker Professional sys-
tem and the Genetic Training Option software.

2. Computational experiments have shown that the use of a genetic algo-
rithm in training neural networks can improve the accuracy of operational fore-
casts by optimizing the configuration and carrying out an evolutionary search for
the best neural network models in accordance with a given criterion for the qual-
ity of their training and testing compared to neural network models created with-
out the use of a genetic algorithm. The validity of the obtained forecast results is
confirmed by assessing their reliability by the method of inverse verification car-
ried out for different retrospective periods of the hryvnia/dollar exchange rate us-
ing the statistical criterion MAPE.
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HNIABUIIEHHS TOYHOCTI HEFIPOMEPE)KE?OFO MIMPOIHO3YBAHHS
BAJIIOTHOT'O KYPCY METOJAMHU EBOJIIOIIIMHOT'O MOJEJIFOBAHHS /
C.C. ®enin

24

AHoTanisi. CTBOPEHO KOMIUIEKC MOJeJeil NpsAMOIIapOBUX HEHPOHHUX MEpEexX Ui
OTPHMAaHHSI OIIEPATHBHUX IPOTHO3IB YacOBOTO psAy BAJIIOTHOTO KYypCy TIPHB-
Hi/monapa. [loka3aHo, IO BUKOPUCTAHHA EBOJIOUIKHOTO aJTOPUTMY TOTAIBHOTO
HOIIYKY 0a30BHX XapaKTEPUCTHUK i TCHETHYHOTO AITOPUTMY IOIIYKY 3HAUYCHb MaT-
pHIIi BaroBHX Koe(ilieHTiB HEHpOMepeX Ja€ 3MOTy ONTHMI3yBaTH KOHQITypariio Ta
BifiOpaTy Kpamyi HeiipoMepekeBi MOJIeNi 3a PI3HUMH KPUTEPISIMH SKOCTI X HaBYaH-
Hs Ta TecTyBaHHs. Ha ocHOBI Bepuikauii pe3yabTaTiB IPOrHO3yBaHHS BCTaHOBIIE-
HO, 1[0 BUKOPHCTAHHS BifiOpaHMX METOAOM EBONIOLIHHOrO MOJCIIOBAHHS HEHUpO-
MEpEKEBUX  MOJENeH  J03BOJNAE  IIJBMIMUTH  TOYHICTH IIPOTHO3Y  KypCy
TPUBHI/I0NIapa MOPIBHAHO 3 HEHPOMEPEIKEBIMHU MOJCISAMH, SKi OyiH CTBOpeHi 0e3
3aCTOCYBaHHS TEHETHYHOTO airoputMy. JlOCTOBIpHICTH OJEpKAaHUX pe3yIbTaTiB
HPOTHO3YBAaHHS MiITBEPPKEHO METOIOM iHBEpCHOI Beprdikamii 3a JaHUMH Pi3HUX
PETPOCHEKTUBHUX IIE€PiOJIiB YaCOBOTO PSy 3 BUKOPHCTAHHAM KpPHUTEPII0 ceperHbOT
a0COITIOTHOT BiICOTKOBOT MOXHOKH MPOTHO3Y.

Kawuoi ciaoBa: BamOTHUI Kypc, TCHETHYHHUN aJTOPHTM, EBOJIOLIMHE MOJIEIO-
BaHHs, HEWPOHHA Mepe)ka, ONTUMI3aLlisl, IPOrHO3yBaHHS, TOYHICTh, YACOBUM PSJI.

ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 3



@T METOAM ONTUMISALI, ONTUMANBHE
1 YNPABIIHHA | TEOPIA ITOP

UDC 519.81
DOI: 10.20535/SRIT.2308-8893.2024.3.02

DETERMINATION OF THE GENERALIZED OPTIMALITY
CRITERIA FOR SELECTING CIVILIAN SHELTER FACILITIES
FROM ATTACKS BY BALLISTIC (CRUISE) MISSILES AND
KAMIKAZE DRONES IN URBANIZED AREAS
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Abstract. The object of the study is the planning of the selection of civilian shelter
from attacks by ballistic (cruise) missiles and kamikaze drones in urbanized areas.
A generalized model for assessing the choice of civilian shelter facilities has been
developed by applying linear forms of factor linkage in combination with a general-
ized optimality criterion in the form of a linear combination of local criteria. The
multivariate regression analysis method was chosen to study the correlation between
the generalized criterion and the observed feature. A generalized criterion for the op-
timal choice of civilian shelter facilities from attacks by ballistic (cruise) missiles
and kamikaze drones in urbanized areas is calculated in the form of regression coef-
ficients. The criterion can facilitate a simplified determination of the generalized in-
dicator of a linear model for planning the protection of civilians in cities outside the area
of hostilities. The initial data is a set of physical (technical) states of shelters with a list
of values and features sufficient to assess their resistance to high dynamic loads.

Keywords: optimality criterion, civilian shelter facilities, weighting factor, missile
attacks.

INTRODUCTION

The long-term evolution of the modern world hegemony of the rule of interna-
tional norms and humanity has failed completely. It was completely levelled after
the Russian Federation (RF) unleashed its so-called “aggression” against the sov-
ereign state of Ukraine [1]. After all, a war in the centre of Europe on such a scale
since the end of the Second World War is the trigger for the first shot of a new
global war. Consequently, the dictators felt the complete amorphousness of global
institutions, as well as the meaninglessness of any commitments and international
treaties [2—4]. Thus, the beginning of Russia’s aggression against Ukraine was
carried out using several indirect levers of pressure: political, financial and eco-
nomic, media, human and military [5, 6]. Subsequently, hybridity grew into the
so-called “special military operation” (SMO), a striking feature of which is a
categorical violation of all international legal norms [7] and crimes against civil-
ians. This raises the logical question of the safety of children, women, and the
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elderly living in peaceful towns and villages, but suffering from regular air attacks
by enemy forces using cruise (ballistic) missiles and attack kamikaze drones.

The world has a vast experience of successfully solving various complex
problems, but humanity is losing the war to brazen terrorism. The protection of
civilians in urbanized areas that are not involved in hostilities remains a serious
problem. Protecting ordinary citizens from missile and kamikaze drones attacks,
developing infrastructure that will protect them not only from death but also from
injury - these are questions that needed to be answered yesterday. It is necessary
to immediately create a fund for protective structures throughout the country
without exception.

Ukraine can learn from the experience of other countries. Israel, for exam-
ple, has many mobile shelters [8], especially in cities with short daylight hours in
the south in the form of bus stops or just separate blocks. The main types of Is-
raeli shelters are:

e protected rooms (mamads), which in peacetime are used by Israelis as or-
dinary living quarters;

¢ a folding bomb shelter that can fit in a room and unfold in a few minutes
in an apartment or house;

o strengthening socially important facilities, including bus stops and schools;

e temporary bell-shaped fortifications for a limited number of people that
can be placed in open space or near roads;

e sewerage pipes as storage facilities, which are laid near houses in several-
metre-long lines.

In addition, Israel has a concept of protected space in the form of places that
were not designed as shelters, but can be used in the absence of better alterna-
tives. In general, such places mean any premises that are separated from the street
by more than two walls and do not have windows according to the rule of two
walls. This can significantly reduce the number of casualties even in the context
of mass attacks [9] and when using fragmentation and high-explosive shells that
have a high degree of damage to objects [10—12]. Thus, there is real experience in
protecting civilians from missile and UAV attacks. However, any country keeps
its experience in planning the choice of defences secret. The impression that it is
easy to choose certain protective structures is superficial, as, as a rule, separate
unrelated local tasks are solved. There is no comprehensive approach to achieving
the overall goal, so developing approaches to decision-making on the choice of
civilian shelter facilities from missile and kamikaze drones attacks is an urgent task.

LITERATURE ANALYSIS AND PROBLEM STATEMENT

Global weapons manufacturers are increasingly paying attention to limiting the
unexpected lethality of their weapons by “scalping” the enemy [13]. However,
this does not apply to the military and political leadership of the Russian Federa-
tion. In the current realities of the so-called undeclared wars, civilians are an inte-
gral part of these confrontations, and the use of UAVs for inflicting damage is
constantly increasing.

Article [14] discusses the current threats of kamikaze dronesand methodolo-
gies for assessing these threats, and proposes modelling the UAV threat through
an attack protection tree. Study [15] analyses in depth the use of UAVs in modern
confrontations and cyberattacks, and considers countermeasures based on the
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technical limitations and shortcomings of the aircraft. However, these works do
not address the issue of assessing the protection of shelter facilities.

Civilian sheltering facilities play an important role in protecting people from
enemy aggression and should therefore be considered an effective security
measure. The article [16] discusses some strategic considerations of passive
protection in the design and planning of urban shelters, in particular for countries
with a critical strategic and sensitive location and exposed to threats from
expansionist states. A comprehensive analysis of shelters, taking into account
their actual state, is proposed in [17]. In 2022, the State Fire Service of Poland
conducted an inventory of shelters for the population and posted an app with
information on their location and class. However, the authors note that the created
database is incomplete and often the data provided is not true. Therefore, it is
proposed to create an interdepartmental group of professionals to develop criteria
for assessing the suitability and protection of shelters from various types of
impacts (military operations, man-made accidents, environmental disasters, etc.).

Israel’s use of civilian shelter facilities is a part of a defence system, another
component of which is the Iron Dome, a missile defence system deployed around
Israel’s major urbanized areas. It was created to provide citizens with greater
protection from enemy missile attacks. The study [18] examined how civilians’
experience with the Iron Dome system affects their perceptions of its reliability,
their trust in it, their attitudes towards enemy missile alerts, and their decision to
stay in the ADS. Although the study takes into account various indicators of
reliability, the focus is on the perception of the proposals from the automated
decision-making system by the population.

A similar issue is raised by [19], which analyses the results of the erroneous
perception of the probability of being hit by ballistic missiles, as demonstrated by
the operator of an automated air defence system. This study confirms the need to
develop a comprehensive approach to threat assessment and recommendations for
actions without or with minimised operator involvement.

A major study [20] was commissioned by the United States Air Force Eu-
rope (USAFE). It addresses a number of issues related to protection against cruise
and ballistic missiles and UAVs, including the analysis of shelters and recom-
mendations for their modernisation. However, the work is analytical in nature and
does not raise the issue of collecting general information and selecting the optimal
civilian shelter facilities.

The importance of research on the development of decision support systems
is confirmed by [21], which describes an experiment on the implementation of
such a system within a defence operation. However, the modelling is based on the
results of a reconnaissance model of UAVs, which is the subject of a significant
part of the paper.

Thus, there are many works that solve individual problems of using civilian
shelter facilities from missile and kamikaze drones attacks, but there is no
comprehensive approach to achieving the overall goal. Therefore, there is a need
to develop a methodological approach to analysing the initial data with the
selection of an optimality criterion. It should approximate the determination of the
generalisation of the indicator of the linear planning model for selecting facilities
of sheltering the civilian population from attacks by ballistic (cruise) missiles and
kamikaze drones in urbanized areas.

PURPOSE AND OBJECTIVES OF THE STUDY

The purpose of the study is to develop a mathematical approach that will improve
the efficiency and accuracy of decision-making on the choice of civilian shelter
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facilities from attacks by ballistic (cruise) missiles and kamikaze drones in urban-
ized areas. This will provide an opportunity to improve the safety of civilians in
cities and towns outside the combat zone.

The following tasks were set to achieve this goal:

¢ to develop a generalised model for assessing the selection of civilian shel-
ter facilities against attacks by ballistic (cruise) missiles and kamikaze drones s in
urbanized areas;

o determine the vectors of weighting coefficients of the proposed model;

o to justify the choice of a method for studying the correlation between a
generalised criterion and an observable feature.

MATERIALS AND METHODS OF RESEARCH

The object of the study is to plan the choice of civilian shelter facilities from at-
tacks by ballistic (cruise) missiles and kamikaze drones in urbanized areas. The
essence of the proposed approach is to adapt the existing mathematical apparatus
to the real conditions of operational decision-making by applying a generalised
optimality criterion. The weighting criteria make it possible to determine how
relevant individual means are in a particular situation, which will increase the ef-
ficiency of planning the selection of the civilian shelter facilities.

The following research methods were chosen:

e generalization — to formulate an indicator of a linear model for planning
the protection of civilians from attacks by ballistic (cruise) missiles and kamikaze
drones in urbanized areas;

o classification — to identify and substantiate the main factors affecting the
feasibility of using and the effectiveness of the protective properties of the protec-
tive equipment in a given situation;

e analysis — to determine the criteria that can be used when deciding on the
choice of civilian shelter facilities from attacks by ballistic (cruise) missiles and
kamikaze drones in urbanized areas;

e regression analysis — to study the correlation between the generalised cri-
terion and the observed feature;

o synthesis — to develop a model for assessing the effectiveness of civilian
shelter facilities.

The mathematical modelling was carried out using ASNA software
(Ukraine), which provides a formalised representation of the structure and behav-
iour of a system engineering object.

RESULTS OF RESEARCH ON THE MATHEMATICAL APPARATUS FOR
ASSESSING THE EFFECTIVENESS OF CIVILIAN SHELTER FROM MISSILE
AND UAV ATTACKS

Development of a generalised model for assessing the choice of shelter from
missile and UAV attacks

Decisions on the choice of civilian shelter should be made taking into account all
the above criteria and in accordance with national and international standards.
The standards for this type of structure should also be taken into account.
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The optimal criteria for the selection of a civilian protective structure may
vary depending on the specific conditions and missile attacks. However, in gen-
eral, there are several criteria that can be used when deciding on the selection of
civilian protective equipment:

o cffectiveness of civilian shelter facilities: it is important that the type of
structures and method of their application are designed to protect people without
injury or maim from the fragmentation and blast effects of ballistic (cruise) mis-
siles and enemy UAVs;

e minimizing collateral damage during relocation to a shelter: it is important
to take into account possible collateral damage based on the density of civilian
areas and the availability of convenient routes to access protective shelters;

e minimizing collateral damage in the event of a direct hit by both aircraft
and their bulky fragments after being shot down by air defence forces. It is impor-
tant to take into account possible cases of hitting these structures and provide
them with medical supplies to provide first aid to the victims. It is also advisable
to place signalling devices to notify the State Emergency Service and medical
teams of damage to the civilian shelter facilities;

o consideration of the specifics of the environment in urbanised areas. Con-
sideration should be given to the weather, time of day, terrain, built-up and illu-
mination of the area, the presence of parked cars on the way to the civilian shelter
facilities, the average length of the journey and other conditions that may impede
rapid movement;

o cost-effectiveness: the cost of sheltering civilians, the ability of industry to
meet the needs of the population in a short time, and the cost of their maintenance
and upkeep should be taken into account.

In general, the choice of civilian shelter in urbanized areas should be based on
tools that can describe the degree of realisation of their potential capabilities (Fig. 1).

The analysis of Fig. 1 indicates a factor that affects the optimisation of deci-
sions. This may be the so-called wide range of protective structures from various
manufacturers. However, its main role is to implement simple concepts — pre-
serving not only civilian lives, but also health in the full sense of the word. After
all, the existing standards are more general [22] and do not fully reveal the es-
sence of protecting citizens from missile threats [23] or the threat of using kami-
kaze drones . Therefore, in order to determine the criterion for the optimal selec-
tion of an air defence system against attacks by ballistic (cruise) missiles and
kamikaze drones in urbanized areas, it is necessary to understand the relationship
between the nature of the attacks and the capabilities of the civilian shelter facili-
ties. For the practical implementation of the above, it is possible to use linear
forms of factor relationship in combination with a generalised optimality criterion
in the form of a linear combination of local criteria [24—26]:

Fx)=a fi(x)+..4+af;(x)+..+ag fx (%), (H)

where a; are the weighting coefficients for local optimality criteria; i is the index
of the local criterion (1,2,...,K).
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1. Initial data on the procedure for the possible use
of civilian shelter facilities:

e characteristics of the area's urbanisation and infrastructure;
e the available list of shelter facilities and their protective properties;
e an enemy aircraft:
ballistic missile;
cruise missile;
strike UAV;
e the quantitative state of the civilian population and the age indicator.

Y

2. Selection of criteria for assessing shelter facilities

Y L

No Yes

3. Formation of acceptable options for selecting the type
and number of shelter facilities in urban areas:

'

4. Modelling the conditions for the use of selected civilian
shelter facilities (results and consequences)

I |

e cvaluating and comparing them;
e selecting the most appropriate one.

5. Decision-making on the choice of 6. Implementation of
civilian shelter facilities. Comparison the adopted
of the quality of acceptable options decisions

== v |
=

Fig. 1. Flowchart of the model for assessing the effectiveness of the use of civilian
shelter facilities

Determination of the weighting vectors of the proposed model

To determine the vector @ of weighting coefficients, it is possible to apply an
approach with the selection of a certain local criterion as an indicator (basic opti-
mality criterion) f;(x). Then, the dependence of the remaining criteria (K —1)

on the given one can be represented as [27; 28]:
%k % * *
S =a /() +..+a [ (D) +a, fia(X)+.+ag fr(0). ()
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Based on the method of multivariate regression analysis and using depend-
ence (2), a° will look like this [29-31]:

S0 =a () 4.t @ [y () + A S () +o. e fic ().

Then the optimisation criterion in the linear model will be applied in the fol-
lowing interpretation:

0 0 0 0
F)=fi)=a i) +..+a_ fi 1)+, [ () +.. +ag f(x).
Some local criteria k; <k (time to move to shelters) should be minimised as

much as possible, and the rest (number of civilian shelter facilities, their degree of
protection) should be maximised:

k1 K
F(x)=-)>] alofl-(x) + > a?fi(x) — max,
i=1 i=k1+1
either:
K K
F(x)=>af;i(x)~ .a f;(x) - min.
i=1 i:k1+l

This approach is associated with the rapidity and unpredictability of attacks,
as well as possible sudden changes in the situation.

Selecting a method for studying the correlation between a generalised crite-
rion and an observable feature

To study the effectiveness of the relationship between the generalised criterion
F(x) and the observational feature f; (i=1,K) as the weighting factor
(i=1,K) of the function of the form (2), it is possible to apply the method of
multivariate regression analysis:

F(x,a)=ag+a fi(x)+...+a;[;(x)+..+a,f,(x),

where m is the number of parameters under study, units.

In this case, the level of regression is described by the values of a, 4;,...,a,,
and the final variance. Replacing the values of qy, a;,...,a,, with their estimates,

and f;(x) with f;, the regression equation will take the form:
F(x)=by+b fi+..4b,f; +..+b, [y

The initial data for calculating the coefficients &y, ...,b,, are a sample from a

multidimensional population in the form of the matrix f and the vector F [32-34]:
fao S S S A
N S Sz Jm2 13

f= ’ F:

fln f2n fjn fmn Fn
For the convenience of selecting the civilian shelter facilities through f s

it is advisable to define the j-th vector as the column f of the matrix

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2024, Ne 3 31



V. Yakovenko, N. Furmanova, 1. Flys, O. Malyi, O. Farafonov, H. Moroz

fj ={fj1-fj2>--fjn} and through f; to calculate the i-th vector as a row of the
corresponding matrix f; = {fi;, foiseees foui} :

n n n
nbO +blzfli +"'+mefmi :zFi;
i=1 i=1 i=1

n

bOZfli +blZf1if1i +"'+meflifmi = ZfUFiQ
i=1 i=1 i=1

i=1

A3)

bOmei +b12flifmi +"'+bm2fmifmi ZmelE
i=1 i=1 i=1

i=l

Despite the fact that this system can be calculated by any method of linear
algebra, in conditions of limited time indicators, the inverse matrix method
can be used when selecting civilian shelter facilities, expressing through b;

(j=12,...,m) [35-37].

Substituting the equation of the form (3) into the other expressions of the
system, we define the coefficient matrix by C with the unknown parameters

b,b,,...,b, and the substitution of b, . The inverse matrix can be defined by

c, respectively, the element located at the intersection of the i-th row and the j-

th column by ci;-l :

b= c;' (fiiF;=nf;F). j=12...m, by=F —bfy—..—b;f; —..= by fr.
i=1

The estimate of the final variance Sgp is the expression:

SUF - F(UP

2 i=1

SKH =

b

n—-m-1
where F; is the measured value of the performance attribute; F(f;) is the value
of the outcome variable calculated according to the regression equation.

b.
To statistically substantiate the conclusion ¢ =|—| each of the coefficients
Sp .

J
(j=0,1,2,...,m) is different from zero (significance of the regression coefficient

estimates) and is calculated by the expression [38, 39]:

SKH
Shy = " p >
- 7 -1

\/Jr 2 fifey

nohe i=12,.,n, j#k. (4)

S
5y, =—KH_

J 1
Cji

In accordance with the given significance level y and the number of degrees
of freedom k =n—m—1, the critical value of 7, is as follows:

32 ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 3



Determination of the generalized optimality criteria for selecting civilian shelter facilities ...

t >t , the null hypothesis that the regression coefficient is equal to zero is

xk
rejected and considered significant;

t <t , the estimate of the regression coefficient will be insignificant.

Due to the regression analysis, the expression for the generalised optimality

criterion will be as follows:
F(x)=by+b fi(x)+...+b,, f,y(X),

where m' <m — regression coefficients may be insignificant.

The multivariate regression analysis method was chosen due to its following
advantages:

¢ allows for easy interpretation of the impact of individual independent vari-
ables on the dependent variable; regression coefficients help to understand how
much the dependent variable changes when the unit of the independent variable
changes, while holding other variables constant;

e linear regression is a relatively simple and well-studied model, which
makes it a reasonable choice for the first analysis of data;

o If the relationship between the variables is basically linear, then linear re-
gression can provide fairly accurate results;

e it can help to identify statistically significant relationships between vari-
ables and highlight important factors;

e it is possible to analyze the influence of one factor while others are fixed,
which helps to understand how variables interact with each other.

To conduct the analysis, it is proposed to determine the values of the weight-
ing coefficients for various attributes (Table).

Characteristics and common features of the object influencing on results

Type Characteristics and common features
local centre
- centre of the periphery
Characteristics RS
of urbanized comrperc@l district
areas r.651dent.1al area
industrial area
neighbourhood
rectangular
radiated
Planning of beam
urban streets beam-ring
and their contour shaped
1mportance wrong
combined planning
linear
o small buildings (area is less than 180 mz)
C(}:?lrilcitlflrilrfgscs medium-sized buildings (area from 180 m* to 2000 m?)
by size large buildings (area from 2000 m” to 4000 m?)
massive buildings (area exceeds 4000 m?)
o low-rise (up to 3 floors inclusive, with a building height of up to 9 m)
Cslfa;?ﬁf;sgzs multi-storey (up to 9 floors inclusive, with a building height of 9 m to 26.5 m)
by height Increased-storey (up to 16 floors inclusive, with a height of 26.5 m to 47 m)
high-rise (more than 16 floors, with a height of more than 47 m)
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ties that can be
used as a civil-
ian shelter

Continued Table
Type Characteristics and common features
Wood
' Brick . Brlck b}nldmgs
Construction Buildings with box walls
materials Reinforced concrete
Frame houses with heavy walls
Steel or metal T ;
Frame houses with lightweight walls
. oy Storage
S 1 build
peciat purpose butldings Anti-radiation (anti-chemical) shelter
Type of facili-

Dual-purpose buildings

Prefabricated modular civil defence structures

Rapidly built modular storage facilities
External enclosing structures of modular type prefabricated
radiation protection shelters

The simplest shelters

Initial effect light flash

of the explosion sound effect

Brisant effect

Impact blast effect
of the explosion thermal effect
Ballistic missile (impact 5 fragmentation effecF
on surrounding econdary fragmentation
(rocket) infrastructure) effect of the destroyed object
An enemy . . Infrastructure (breaking up the fragmentation
aircraft Cruise missile mass of the aircraft)
Strike UAV . ) Impact of explosive particles on
Explosion residual the environment
effects (dispersion |fmpact of particles of the object’s
and impact fragmentation shell
of explosive particles on the environment
and The impact of particles
detonation products) of the destroyed object
on the environment
Quantitative
state of the civil- Total quantity and ratio of urban and rural residents
ian population
’?ﬁ’g ;g;ﬁ{gtri?)gf Total quantity and ratio of people of different age groups

A farmstead (a house for 1 family, with accompanying buildings,
in rural areas) — up to 25 people

Description and

Village (small community registered in rural areas) —
from 100 to 1000 people

population of

Urban-type settlements — from 1,000 to 10,000 people

the settlement

Small towns — up to 50 thousand people

Average city — from 50 thousand to 250 thousand people

Large city — from 250,000 to 500,000 people

Large city — from 500,000 to 1 million people

Millionaire city — more than 1 million people

The concepts in Table have the following meaning.

Dual-purpose structures are ground or underground structures or their sepa-

rate parts that are designed or adapted for use for their main functional purpose,

34
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including for the protection of the population, and in which conditions for the
temporary stay of people are created.

Quick-build civil protection structures of modular type should ensure protec-
tion of the population to be sheltered from the estimated impact of destruction
means in accordance with JIBH B.2.2-5 within the normative time established in
accordance with JIBH B.1.2-4.

Quick-build modular storage facilities must provide protection against:

e exposure to excessive pressure at the front of an airborne shock wave of
at least 100 kPa;

e local and general effects of conventional munitions (small arms, frag-
ments of hand grenades, artillery ammunition and aerial bombs).

External enclosing structures of prefabricated modular radiation protection
shelters should provide protection of the public against:

e local and general effects of conventional munitions (small arms, frag-
ments of hand grenades, artillery ammunition and aerial bombs);

e exposure to external ionising radiation and excessive pressure of the air-
borne shock wave front, depending on the location.

The simplest shelters are fortifications or basements, or other underground
structures where people can temporarily stay in order to reduce the combined
damage from hazards and from the effects of munitions during a special period.

To understand the destructive effect of aircraft even after they are shot down
in the air, we will model this process. After an aircraft is detonated in the air, the
explosion products, expanding to a value equal to 10-12 charge radii before at-
mospheric pressure is restored, will displace the air adjacent to them, compressing
it and setting it in motion. However, the expansion process will not end there. By
inertia, it will increase to a value close to 20 charge radii. At this point, the layer
of compressed air is detached from the explosion products and, due to the energy
it receives, continues to move independently at supersonic speed, representing the
so-called air shock wave. The latter captures significant masses of air as it moves.
Thus, the enlarged air moves behind the shock wave front, leaving behind a re-
gion of rarefaction where the pressure drops below atmospheric pressure.

As the energy of the shock wave moves away from the centre of the explo-
sion, it is dispersed spherically in the environment, heating the air. Thus, the pres-
sure amplitude (jump) gradually decreases with increasing distance from the cen-
tre of the explosion, and the velocity at the wave front decreases, becoming the
speed of sound. As a result, the shock wave gradually fades away. However, the
depth of the wave, namely the time of its overpressure action, increases with dis-
tance from the centre of the explosion [40].

The shock wave from an aircraft crash reaches the ground and is reflected
from it and moves towards the centre of the explosion as a reflected shock wave.
As it moves in the air, which is thinned and heated by the previous shock (inci-
dent) wave, its speed is greater than the speed of the incident shock wave, and at a
distance approximately equal to the height of the explosion, the reflected shock
wave catches up with the incident shock wave and, merging with it, forms the so-
called main shock wave, which carries.

Thus, when an aircraft is shot down, the reflected wave will usually move
along with the main wave with the pressure at its front close to the main wave.
Therefore, there is a common assumption that the shock wave from a ground ex-
plosion of an aircraft and the shock wave from its impact within the irregular re-
flection zone are zones of increased pressure hypothetically created by a double
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mass charge. This will be true when calculating the dynamic loads of the rigid
surfaces of the civilian shelter facilities. However, when calculating non-rigid
surfaces, it is advisable to take into account the correction factor with the charge
mass.

Coefficients are assigned to the input values, and the ASNA software deter-
mines the weight of each value through mathematical modelling. This can take
into account mutual exclusions or complementarities in the Kolmogorov—
Chapman system of equations on which the selected software is based.

Using the systems engineering approach, it is possible to obtain calculations
for systems that do not yet exist, when reference values are not yet available. The
methodology allows values to be obtained if specific values are provided, such as
concrete thickness, reinforcement diameter, etc.

Based on the values given in Table, we calculated and obtained graphs
(Figs. 2-5), which allow us to conclude that the results obtained are adequate to
the values obtained by other scientists [41].

The analysis of Fig. 2 shows that
the distance (D) of the location of the
control centre from the dwellings
should not exceed 200 m. Depending
on the time of day (day, night),
weather conditions (slippery road in
winter, heavy rain in summer), pres-
ence of children under 6 years old
in the family, elderly people over
60 years old, people with different
health conditions, the time for moving
increases. Therefore, the location of a
civilian shelter facilities against air-
craft strikes at a distance of more than
200 m reduces the likelihood of pro-
tecting people from damage of vary-

Fig. 2. Diagram of the location of the civilian ing degrees.
shelter facilities from the residence of citizens

P A
0,9

0,5

0,1

5,200 / 600

Pi

0,5

Fig. 3. Graph of the probability of damage versus wall thickness of typical civilian
shelter facilities (/) and non-typical civilian shelter facilities (2)
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The authors of this paper argue that structures of different types in the form
of civilian shelter facilities can be combined as typical and non-typical. The anal-
ysis of Fig. 3 shows that the degree of protection of typical and atypical objects
with wall thicknesses from 20 mm to 60 mm steel equivalent, depending on its
ability to withstand shock waves and fragments of different fractions, has virtu-
ally the same properties of 54 mm thickness.

Analysis of Fig. 4 shows the following. Regardless of the type of shelter,
during the open impact of a warhead (within 50 kg) of a Shahed UAV (Russian
analogue is the “I'epann-2”), the probability of sustaining damage at the level of
0.5 in the form of acubarotrauma of varying degrees or other injuries is within 34
m. In other words, the protection against direct impact of a Shahed-type kamikaze
drones on Mamad-type premises without additional obstacles in the form of
building walls or other structures (objects) is close to that of specially equipped
premises. The placement of the civilian shelter facilities directly in the room
allows to reduce the time for movement, i.e. staying in the unprotected area.

P

Fig. 4. Diagram of comparative characteristics of protective properties of civilian shelter
facilities in the form of special rooms (2) and rooms of the “mamad” type (/)

An analysis of Fig. 5 shows that, regardless of the type of settlement, when
PU:_Q_“ . . .

T T T —> Op, thousand people
80 100 150 180

Fig. 5. Graph of the dependence of the protective properties of the civilian shelter facili-
ties on the number of civilians in need of protection

the population is 87.000 or more, and despite the uniformity of the warning, the
number of collective-type civilian shelter facilities is significantly reduced. The
authors deliberately did not take into account cities with a population of more
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than one million people, because in these cities the communication infrastructure
and the sense of danger are more developed than in much smaller towns and vil-
lages, where people’s confidence in their own safety is based mainly on the prin-
ciple of self-complacency. Those settlements with a population of less than
87.000 should be considered according to a different principle or be merged into
certain structures. This is because it is difficult to assess the feasibility of building
civilian shelter facilities for a population of up to 10.000 inhabitants without tak-
ing into account economic indicators. Private households allow for the construc-
tion of various types of structures where it would be possible to hide from enemy
aircraft.

DISCUSSION OF THE RESULTS OF THE STUDY OF THE CRITERION
FOR THE OPTIMAL CHOICE OF CIVILIAN SHELTER FACILITIES

This paper calculates a generalised criterion for the optimality of the selection of
civilian shelter facilities in the form of regression coefficients (4). It is based on
the developed model for assessing the effectiveness of the use of civilian protec-
tive equipment, the flowchart of which is shown at Fig. 1. The optimality criterion
is capable of determining a generalised indicator of a linear model for selecting
civilian shelter facilities during attacks by ballistic (cruise) missiles and kamikaze
drones in urbanized areas.

The essence of the proposed approach is to adapt the existing mathematical
apparatus to the real conditions of operational decision-making through the use of
a generalised optimality criterion. The weighting criteria make it possible to de-
termine how relevant individual facilities are in a particular situation, which will
increase the efficiency of planning the selection of civilian shelter facilities during
attacks by ballistic (cruise) missiles and kamikaze drones s in urbanized areas.

In order to select sheltering civilians from attacks, it is necessary to have a
set of physical (technical) states of civilian shelter facilities with a set of values
and signs sufficient to assess their reliability. This necessitates the creation and
implementation of a new system of concepts based on a more detailed accounting
of the results of civilian protection. In turn, this to some extent limits the applica-
bility of the research results and requires preliminary data preparation for their use.

A similar study [42], which analysed the use of tunnels as civilian shelter fa-
cilities, is based on the use of hierarchy analysis. This requires users to perform a
large number of pairwise comparisons and importance assessments. For large and
complex problems, this can be a time-consuming and confusing process. Paper
[43] uses a stepwise weighting factor analysis to develop a model for rapidly as-
sessing the vulnerability of office buildings to explosion. However, this multi-
criteria decision-making method may not be sufficiently transparent about how it
arrives at the final rankings and decisions. This can be a concern in situations
where stakeholders need to understand the reasoning behind decisions. The re-
search presented in this paper does not have these shortcomings. Its peculiarity is
the focus on applying the choice of the civilian shelter facilities in urbanized ar-
eas, which leads to the inclusion of a significant number of indirect indicators in
the calculation.

The advantages of the proposed approach are as follows:

o versatility: the generalised optimality criterion can be applied to different
types of civilian shelter facilities in the context of attacks by ballistic (cruise) mis-
siles and kamikaze drones s in urbanized areas;
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e time and resource savings: compared to traditional assessment methods,
the time and resources required to assess the suitability of civilian shelter facilities
against ballistic (cruise) missile and kamikaze drones attacks can be reduced;

o decision-making support: application of the generalised optimality
criterion can help to make a rational decision on the informed choice of civilian
shelter facilities with objective data and conclusions obtained also on the basis of
mathematical models on the course of possible consequences.

The limitation of this study is that the proposed solutions address only a few
types of possible causes of damage (ballistic missile, cruise missile or kamikaze
drones and do not include fragmentation and high-explosive projectiles.

Some possible disadvantages may include:

o subjectivity of the choice of criteria: the choice of criteria used in the
model can be subjective and dependent on the researcher, which can lead to
incorrect or biased results;

e increased requirements for input data: the development and application of
the model may require a significant amount of data that may be difficult to obtain
Or process.

Increasing the protection of the population can be achieved by creating a
fund of protective structures and, on its basis, informing the population about the
optimal choice of civilian shelter facilities.

A fund of civilian shelters can be created by:

¢ implementation of the provisions of the sections (schemes) of engineering
and technical measures for civil protection of urban planning and design
documentation of construction projects in terms of construction (adaptation) of
protective and dual-purpose structures;

o integrated development of the underground space of cities and other
settlements to accommodate social, industrial and economic facilities;

e creation and registration of existing dual-purpose structures and simple
shelters, other operated facilities, including underground and above-ground
buildings, mine and other workings and underground cavities;

e construction of quick-build protective structures and arrangement of the
simplest shelters during the special period;

e proactive acquisition (manufacture) and maintenance in peacetime of
special designs of quick-build shelters, including block-modular type, ready for
installation and use.

Public awareness will be based on the data on the protective structures fund.
It can take various forms: posting information on a website or physical objects,
development of an application for mobile phones that will take into account a per-
son’s location and distance to nearby civilian shelter facilities, etc. This is planned
to be put into practice in the course of further research and experiments.

Along with the results obtained, the authors of this paper consider it expedi-
ent to use the experience of Israel, which consists in partial abandonment of the
so-called “public” shelters in the future and transition to “individual” shelters in
the homes of Ukrainian citizens. First, the flight time of ballistic missiles is meas-
ured in minutes. Secondly, there is a problem of ignoring air raid warnings among
the public. Thirdly, the maintenance of collective civilian shelter facilities is a
rather cumbersome task even for Israel.

Thus, blindly and thoughtlessly copying the experience of other countries is
a futile exercise. After all, from the mentality of the population, traditions and
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geographical location to the enemy, all of which impose significant limitations on
someone else’s experience. Therefore, it is important to evaluate and take into
account the results of others, but the main thing is to create our own authentic
model of protecting civilians from missile and Kamikaze drones . Moreover, such
work should be carried out on an ongoing basis and not just for years, but for dec-
ades.

CONCLUSIONS

1. A generalised model for assessing the use of civilian shelter facilities se-
lecting has been developed by applying linear forms of factor linkage in combina-
tion with a generalised optimality criterion in the form of a linear combination of
local criteria.

2. The vectors of weighting coefficients of the proposed model were deter-
mined, taking into account their peculiarities in the context of attacks by ballistic
(cruise) missiles and kamikaze drones in urbanized areas.

3. The method of multivariate regression analysis was chosen as a method of
studying the correlation between the generalised criterion and the observed fea-
ture. Its advantages are the interpretability of the impact of individual independent
variables on the dependent variable, ease of use, good handling of linear depend-
encies and the ability to detect changes, as well as relatively simple modelling of
the influence of variables on each other.
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BU3HAYEHHS VY3ATAJIBHEHOI'O KPUTEPIIO OITHMAJBHOCTI
BUBOPY 3ACOBIB YKPUTTS IHMUBIJIBHOI'O HACEJIEHHSI BIJ ATAK
BAJIICTUYHUMHU (KPUJIATUMHU) PAKETAMHU TA YJIAPHUMMU
BE3NIIJIOTHUMMU JIITAJIBHUMU AIIAPATAMHU B YPBAHI3ZOBAHHUX
PAMOHAX / B.B. Sxosenko, H.L. ®ypmanosa, .M. ®muc, O.}0. Mamuii, O.}0. ®apa-
¢onos, I'.B. Mopos

Amnarounisi. O6’€KTOM IOCTIKEHHS € IJIaHYBaHHS BHOOPY 3aCO0IB YKPUTTS LIUBLIb-
HOTO HaceJIeHHs BiJ] aTak 0aJiCTHYHUMH (KpHJIATHMH) pakeTaMy Ta yJIapHUMH Oe3-
NiIOTHUMH JtiTanbHUME anapatamu (BriJIA) B ypOaHnizoBanux paiionax. Po3po6ieHo
y3araJbHeHy MOJEJb OL[HIOBaHHS BUOOPY 3aC00iB YKPHUTTS LIMBUILHOIO HACEICHHS
LUIIXOM 3aCTOCYBAaHHsI JNIHIHHUX (OpM 3B’s13Ky (pakTOpiB y HOEIHAHHI 3 y3arajabHe-
HUM KPHUTEPiEM ONTHMAJIBHOCTI y BUIVISIL JIiHIHHOI KOMOIHAMLI] JTOKAIEHIX KPUTEPiiB.
SIx MeTon HOCTIKEHHS KOPEeJsLii MK y3araTbHEHUM KPUTEPIEM Ta CIIOCTEPEIKHOIO
03HaKoI0 00paHO MeroJ GaraToBHMIpHOTO perpeciiiHoro axamisy. Po3paxoBano
y3araJbHEeHHH KpUTEpili onTUMalbHOCTI BHOOPY 3ac00iB yKPHUTTS IMBLIFHOTO
HACeJICHHs BiJ aTtak OaliCTUYHMMH (KpPWJIATHMM) pakeTaMH Ta yaapHuMu BrnJIA B
yp6aHi3oBaHUX paifoHax y Bl koedinieHTiB popmyBanHs perpecii. Kpurepiit
3[aTEH CIPHUATH CIPOLICHOMY BH3HAYEHHIO y3araJbHEHOr0 OKa3HUKA JIIHIHHOT MO-
JielTi IIaHyBaHHS 3aXUCTy MUPHHX TPOMaJsH y MIiCTax 103a MexaMu OOHOBHX Miid.
Buxigaumu ganumu € HaOip Qi3MYHUX (TEXHIYHHUX) CTaHIB YKPHUTTIB 3 MEPETIKOM
BEIIMYHUH 1 O3HAK, JOCTATHIX /IS OL[IHIOBAHHS iX CTIMKOCTI IO BUCOKHX JMHAMIYHUX
HAaBaHTAXXCHb.

KurouoBi ciioBa: xpurtepiii onTUMaabHOCTI, 3aC00M YKPUTTSI LUBIIBHOTO HACENICH-
HSl, BATOBUH KOE(iLli€HT, paKeTHI aTakKy.
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Abstract. Nowadays, data scrambling remains a vital technique to protect sensitive
information by shuffling it in a way that makes it difficult to decipher or reverse-
engineer while still maintaining its usability for legitimate purposes. As manipulat-
ing the usability of the scrambled data remains a challenge on the background of
risking losing data and getting them re-identified by attackers, scrambling and de-
scrambling should be accomplished faster by not increasing data loss and re-
identification risks. A scrambling algorithm must have a linear time complexity, still
shuffling the data to minimize the risks further. A promising approach is based on
the knight open tour problem, whose solutions appear like a random series of knight
positions. Hence, a knight open tour algorithm is formalized, by which the knight
seems to move chaotically across the chessboard. The formalization is presented as
an indented pseudocode to implement it efficiently, whichever programming lan-
guage is used. The output is a square matrix representing the knight open tour.
Based on the knight tour matrix, data scrambler and descrambler algorithms are pre-
sented in the same manner. The algorithms have a linear time complexity. The
knight-tour scrambling has a sufficiently low guess probability if an appropriate
depth of scrambling is used, where the data is re-scrambled repetitively. The scram-
bling depth is determined by repetitive application of the chessboard matrix, whose
size usually increases as the scrambling is deepened. Compared to the pseudoran-
dom shuffling of the data along with storing the shuffled indices, the knight-tour de-
scrambling key is stored and sent far simpler yet ensures proper data security.

Keywords: data scrambling, knight open tour problem, linear time complexity,
guess probability, scrambling depth.

INTRODUCTION

Data scrambling, also known as data obfuscation or data anonymization, is a
technique used to protect sensitive information by altering or shuffling it in a way
that makes it difficult to decipher or reverse-engineer while still maintaining its
usability for legitimate purposes [1; 2]. Data scrambling is an essential component
of data protection strategies, helping organizations safeguard sensitive informa-
tion while still benefiting from its utility [3; 4]. Scrambling is similar to encryp-
tion and ciphering, but these techniques differ in their fundamental approaches
and purposes [5; 6].

Scrambling is a data protection technique that aims to balance data privacy
with usability by partially obscuring data, making it reversible in most cases [7].
Encryption, on the other hand, focuses on data confidentiality by converting it
into ciphertext, which is typically not usable without decryption [8]. Ciphering is
a broader term that encompasses both scrambling and encryption, as it refers to
the process of transforming data to protect its confidentiality or privacy [9]. While
scrambling may involve various transformations, such as shuffling, substitution,
or masking, to make the data less readable [10], encryption is primarily used to

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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secure data by converting it into a ciphertext using cryptographic algorithms
[8; 11; 12]. Encrypted data is typically not usable or meaningful without the
corresponding decryption key, as it appears as random ciphertext [5; 6; 9; 11].

The choice between scrambling and encryption depends on the specific use
case and requirements regarding data protection and usability. The main purposes
of data scrambling are data privacy and compliance. It protects, for example, per-
sonal identification data, financial records, proprietary business data, from unau-
thorized access or disclosure. Data scrambling helps organizations comply with
data protection regulations and privacy laws, such as GDPR or HIPAA [13; 14],
which require the safeguarding of sensitive data.

One common method of data scrambling is shuffling data using an appropri-
ate algorithm [15]. Knowing this particular algorithm allows descrambling the
scrambled data. Other methods are masking that replaces parts of sensitive data
with placeholders or pseudonyms, tokenization that replaces sensitive data with
tokens or references, which are meaningless without the associated mapping, and
data perturbation [16; 17]. The latter is a technique that adds random noise or pertur-
bation to numerical data to protect its privacy while preserving statistical properties.

Data scrambling is successfully used in secure storage, where data at rest is
protected from unauthorized access in databases, file systems, or backups. Data
sharing is another use case, where organizations share data with third parties for
analysis or collaboration without revealing sensitive details. In addition, scram-
bled data can be used in non-production and test environments to simulate real
data without exposing sensitive information [1; 2; 4; 7; 10].

The development of data scrambling includes understanding data sensitivity
priority, strengthening encryption, selecting appropriate anonymization tech-
niques based on the specific data and use case, and continuously monitoring and
auditing data scrambling processes to ensure their effectiveness and compliance.
However, determining a balance between data protection and data usability is
challenging [18]. The other two main challenges are data loss and re-
identification risks [19; 20]. Thus, improper implementation of data scrambling
techniques can lead to data loss or degradation of data quality. Besides, which is
the most important and where ones must be the most cautious, attackers may still
re-identify individuals or sensitive data if not properly scrambled [21].

While scrambling is frequently used for images due to its visual nature, it is
not limited to images and can be applied effectively to text and numerical data as
well to protect sensitive information while maintaining data usability [22]. This is
often seen in scenarios like redacting personally identifiable information in documents
or anonymizing user-generated content in social media moderation [8; 9; 13; 23], aca-
demic performance [24], and recommender system profiles [25]. Numerical data,
such as financial records, health records, or scientific research data, may also re-
quire protection through scrambling techniques [26; 27]. This is essential for com-
pliance with data privacy regulations like GDPR or HIPAA [13; 14].

PROBLEM STATEMENT

As manipulating the usability of the scrambled data remains a challenge on the
background of risking to lose data and get them re-identified by attackers, scram-
bling and descrambling should be accomplished faster by not increasing data loss
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and re-identification risks. A scrambling algorithm must be of a linear time com-
plexity still shuffling the data so that to further minimize the risks. A promising
approach is based on the knight open tour problem [28; 29] whose solutions ap-
pear like a random series of knight positions. The goal of the research is to apply
this property of the solutions to data scrambling. For achieving the goal, the fol-
lowing five tasks are to be fulfilled:

1. To formalize a knight open tour algorithm, by which the knight is seemed
to move chaotically across the chessboard. The formalization is to be presented as
an indented pseudocode to efficiently implement it, whichever programming lan-
guage is used. The output is a square matrix representing the knight open tour.

2. To algorithmize a data scrambler and descrambler based on the knight
tour matrix. Both the algorithms must be given as indented pseudocodes.

3. To estimate the time complexity of the algorithms. In addition, to com-
pare their performance to other approach of scrambling by shuffling the data, in-
cluding the probability of illegitimately descrambling by attackers.

4. To discuss the significance and practical applicability of the suggested
knight open tour algorithm. The proper contribution to the field of data scram-
bling should be emphasized.

5. To conclude on the suggestion and findings along with mentioning a pos-
sibility to extend and advance the research.

KNIGHT TOUR MATRIX

The directions the knight can move on the chessboard are completely described
by the horizontal and vertical sets

Shor = 451"V} = {-2,-1,1,2,-2,-1,1,2} (1)
and
Svert = {Sl(vert)} = {1’ 2) 25 1, - 1, - 2, - 2, - 1} . (2)
Sets (1) and (2) are such that

st = shon w1 =1, 4,

and

S gl 1214,

If the knight starts its open tour at horizontal position x and vertical position y
on a chessboard of size M x M , the knight open tour algorithm finds a sequence
of the remaining M 2 _1 chessboard positions that constitute the tour. The se-

quence is written by the set of integers from 1 to M 2 where 1 corresponds to the
starting position of the knight. These integers are put on the chessboard, forming
thus an M x M matrix

BM:K(Maxay):[brt]MxMa 3)

where b, €{l, M} and K(M,x, y) is the algorithm mapping the size of the

chessboard and the knight starting position into matrix B,, by (3).

While the knight tour problem is NP-hard in general [28], there is a number
of heuristic algorithms that allow finding a solution in linear time — that is, in a

46 ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 3



Data scrambler knight tour algorithm

time amount proportional to number M 2. One of such heuristics is the Warns-
dorff’s rule [30; 31]. This rule finds a single solution. According to the Warns-
dorff’s rule, the knight is moved so that it always proceeds to the position from
which the knight will have the fewest onward moves. The priority queue of avail-
able neighbors is stored as a set

0={lq,, 4,,100, WeNU{0}. @)

The algorithm is presented as an indented pseudocode (Algorithm 1), where set
(4) dynamically changes its size inside the outer loop.
Algorithm 1. The Warnsdorff’s rule indented pseudocode

for k=1 with step 1 to k=M? do
b=k, 0=9
for /=1 withstep 1 to /=M do

(hor)

— (vert)
Mpor =X +5;

> Myert :y+S[
if my,,>1 and my,, <M +1 and m, =1 and m, <M +1

vert =
if bmvertmhor =0
c=0
for u=1 withstep 1 to u=M do

_ (hor) _ (vert)
&hor = Mpor 5y > &vert = Myert T8y

if gpor21 and gy <M +1 and g, =1 and
Gyert <M +1

: _ (obs) _
if bgvertghor =0 then ¢ =c,

c= c(obs) +1
else
if g >C then Q(Obs) — Q, Q — {[C Z], Q(Obs)}
else
lf qu =C
if ¢, >/ then Q™ =0,
O={c 1],0°"}
else 0 =0,
0={0“ [c 1]}
if g,,; <c then Q(Obs) =0,
0={0“" [c 1]}
if Q%@ then I" =¢q;5, x* =x, x=x( +S,(»P°r), plobs) _
y= y(ObS) +S[(:ert)
else break

The knight open tour resulting from Algorithm 1 mostly seems to be rather
chaotic. An example of the tour for 16 x16 chessboard is shown in Fig. 1, where

the entries of the knight tour matrix B4 are also given (odd and even numbers
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differ in their color). Some traceries are still noticeable, though. Especially near
the margins — where the knight has fewer possibilities to move onward.

£t 15 5 177 46 17 48 175 218 19 172 231 256 21 170 167

Fig. 1. A knight open tour built by the Warnsdorff’s rule algorithm for 16 x16 chessboard

When we have two-dimensional data of N points in each dimension, it can
be formally presented as a square matrix

D= [dij]NxN > (5)

where d;; is either real or complex number. In particular, if M =N, the data in

matrix (5) can be scrambled using the pattern of the knight tour matrix (3) by just
shuffling the entries of D in accordance with B;, . When M # N, we can shuffle

. N . .
not an entry but an axa square of a’ entries, where a =ﬁ and it obviously

must be integer. This is the core of the algorithm for data scrambling and de-
scrambling based on the knight tour matrix (3).

DATA SCRAMBLER AND DESCRAMBLER

A data scrambler is an operator that maps data matrix (5) using the knight tour
matrix (3) into an N x N matrix

H=FD,By) =[]y - (6)
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Operator F(D, B,,) in (6) is realized by a data scrambler algorithm (Algorithm 2),
which, using matrices D and B, , dynamically builds an M Zx1 array

Quuare =75 gi5™] %)

containing coordinates of successive positions to shuffle.
Algorithm 2. A data scrambler by (6) using the knight open tour matrix (3)
for /=1 withstep 1to /=M do
for u=1 withstep1to u=M do
k=(=1)-M+u, g5 =1, glspare) =y
for /=1 withstep 1to /=M do
for u=1 withstep 1to u=M do

_ __(square) __(square)
k= blu ’ lscr =45 > User =G

ho v =d e o for i=U-D-a+m, j =@w-D-a+m, m=\a

i = —-a+m, j** =(Ug —)-a+m
It is worth noting that the data can be a three-dimensional matrix as well.
Then the data scrambler algorithm processes the third-dimension layers in paral-
lel, using, for instance, the data vectorization approach [32]. Thus, the color im-
age in Fig. 2 is scrambled by using an ordinary chessboard matrix Bg with its

w wn wan

Fig. 2. The image of data of a 4096 x4096x 3 array (the image is taken from [33])
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starting position {7,6} (x =6, y=7). The scrambled image is shown in Fig. 3.
In this scientific-data-like example, the scrambling result may not seem that con-
vincing, but the mosaic in Fig. 3 is nonetheless pretty hard to assemble it back to
the original image in Fig. 2. Nevertheless, many mosaic squares contain parts of
consistent information. This is due to every mosaic square is a 512x512 color

S

o _l] Sm 31]

A

Fig. 3. The scrambled image in Fig. 2 by using B, with its starting position {7, 6}

To decrease the data readability, the size of the chessboard should be in-
creased. On the other hand, the scrambler can be applied once again to the scram-
bled data. Thus, Fig. 4 presents a result of scrambling the scrambled image in
Fig. 3 by using matrix B4 with its starting position {7,12} (x=12, y=7). Now
the readability of the image parts is lower, although many parts and their local
information are still distinguishable. However, assembling the mosaic in Fig. 4
back to the original image is much more difficult compared to the mosaic in Fig. 3.

Indeed, the mapping of data (5) by (6) and (3) is a very simple approach
whose guess probability is M 2. To go deeper in scrambling, consider its depth
©®, where ® e NU {0}, and an additional sequence of integers {MY}?:I, where

usually

M <M, <M., by y=1,0-1. (8)
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Fig. 4. The scrambled image in Fig. 3 by using B, with its starting position {7,12}
Then the scrambling of depth ® is recursively fulfilled as

Hy+1 =F(HyaBMY) for Y=1,® (9)

by H,=H. The case ®=0 is the simplest possible scrambling here. Overall,

0+1
=1 of

scrambled data matrices. The last matrix in this set, Hg,;, is the final result of

there are ® +1 transformations by operator F . They result in a set {H,}

the data scrambling of depth ® . The guess probability herein becomes equal to

-1
(MZ IQ[MYZ] : (10)

vy=1
So, the image in Fig. 4 is the scrambling result of depth 1, and its guess probabil-
ity is
M2 MH T =8 16%)" =271 =0.00006103515625 .
Going deeper by using matrix B, with its starting position {6,21} (x=21,
vy =6) further strengthens the encryption (Fig. 5) decreasing the guess probability
by 1024 times.
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T : y e P
Fig. 5. The scrambled image in Fig. 4 (depth 2) by using B, with its starting position
{6, 21} , where the guess probability is 27>* = 0.000000059604644775390625
Herein, while obeying inequality (8), conditions

M, =2-M, by y=1,0-1 and M, =2-M (11)

s
Tm

are followed. This is convenient to establish the guess probability such as it is de-
sired to be. Scrambling to depth 3 (Fig. 6), where matrix B¢, has its starting posi-

tion {3,46} (x=46, y =3), makes the guess practically impossible within a rea-
sonable amount of time (unless the latest advanced computational techniques are
applied, like, e. g., quantum computing):
(M?* - ME-M3;-M3)"'=(8%-16%-322.64%) ' =27 =
3 1

68719476736
Besides, while the usability is maintained, the data in Fig. 6 is not readable even
partially — every mosaic square is just a 64 x 64 color image.

Fig. 7 shows that at depth 4 for this particular example the scrambled image
is perceived as noise. Every mosaic square is just a 32x32 color image. The
guess probability is 16384 times lower than that for the scrambled image in Fig. 6:

(M?*-ME-M3}-M; M} =816 -32%-64% 128y 1 =270 =
B 1
1125899906842624

<1.5-1071",

<8.9-1071,
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The data readability is nearly at naught. Therefore, Fig. 7 is the final result of
scrambling the data in Fig. 2.
o s U T

L

Fig. 6. The scrambled image in Fig. 5 (depth 3) by using B¢, with its starting position
{3, 46}, where th_e guess p_robability i_s 2736

¥y ; i

i

:il..'_--‘l ‘J'_ 4 o
Fig. 7. The scrambled image in Fig. 6 (depth 4) by using B

s With its starting position
(6,36} , where the guess probability is 27
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A data descrambler is an operator that maps scrambled data matrix (6) using
the knight tour matrix (3) back into matrix (5):

D=G(H,B,,). (12)
Operator G(H,B,,) in (12) is realized by a data descrambler algorithm (Algo-
rithm 3), which, using matrices H and B,, , dynamically builds array (7).
Algorithm 3. A data descrambler by (7) using the knight open tour matrix (3)
for /=1 withstep 1 to /=M do

for u=1 withstep 1 to u=M do
= (1-1) M v, g™ =1, g5 =
for /=1 withstep 1 to /=M do
for u=1 withstep 1 to u =M do
(square)

_ ___(square) _
k=b,, . =q5; > User =Gy

Iu > “scr

dl,**jw =hi*j* fori =(I-1)-a+m, j =(u-1)-a+m, m=1,a

i =(l,-1)-a+m, j =(u,—1)-a+m
The descrambling of depth ® is recursively fulfilled as
Ho_,1 =G(MHeo_y12, By, . ) for y=1,0. (13)

Obviously, there are ®+1 transformations by operator G restoring the
backward set of scrambled data matrices {Hg_, +1}$)=1 . The last matrix in this set,

H, =H, is put into operator (12) and then the final result of the data descram-
bling is obtained.

Henceforth, the data scrambler by (6) and (9) requires knowing ® +1 chess-
board matrices

By, By Jyt) (14)

whose sizes obey inequality (8) or, in particular, the doubling by (11). This en-
sures the guess probability equal to (10) or, if the doubling by (11) is used, the
guess probability equal to

-1 -1
(M2 (2m} -ﬁ(zMy_l)zJ = [Mz 4M? -]9[4M§_1] =
y=2

y=2

_ ( 4®(®+1)M2~(®+1))_1 ‘ (15)

Each of matrices (14) is defined by its size and the starting position of the knight.
Therefore, the data scrambler is defined by the sizes and starting positions

M, M0 and {{y,x}, (v, x, 1500, (16)

respectively. Consequently, the data descrambler by (12) and (13) is defined by
sets (16). Knowing (16) allows descrambling data in matrix Hg,; without any

data losses.
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KNIGHT-TOUR SCRAMBLING VERSUS SHUFFLER SCRAMBLING

It is obvious that, despite a linear time complexity, too deep scrambling may take
significant amounts of time. However, the deep scrambling is really needful only
for decreasing the guess probability as much as possible. In other situations, the
data scrambler can be applied just once to produce a scrambled data matrix of
sufficiently low readability. For example, the data image in Fig. 2 scrambled with
a matrix By,g looks blurred (Fig. 8) and its scientific data is not readable almost

much as the image in Fig. 7, although the guess probability is just 27 (rela-
tively, it is pretty high).

LA
w'®

, L ibs 0 b},‘*wn.’-.-,; i , u
Fig. 8. The scrambled 1mage in F1g 2 by using the chessboard matrix of size 128 (the zero
depth of scrambling, ® = 0), where the guess probability is the same as for the scrambled
image in Fig. 4 with the scrambling depth 1

Could the same effect be when, instead of the data scrambler knight tour al-
gorithm, a more random and less sophisticated approach is used? For instance,
such an approach is the pseudorandom shuffling of the data along with storing the
shuffled indices. The shuffler scrambling is defined just by an N x N matrix

S :[Gij]NxN (17)

of randomly permutated unique N 2 integers from 1 to N ® . Then the shuffler
scrambling and descrambling algorithms are those Algorithms 2 and 3, respec-
tively, where only a@ =1 and matrix (17) is used instead of matrix (3). The guess

probability in this case is N ~ as the shuffler algorithm is presumed to be known

and it can be defined by the position of an integer value from 1 to N 2,
Obviously, if the knight-tour scrambling is of depth 0, then the shuffler
scrambling results in a lower guess probability unless M = N :
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M7?>N7? for M<N.

However, as the scrambling is developed deeper, the guess probability may sig-
nificantly drop, as it has been demonstrated above by Figs. 4—7.
Consider a range of the data set size as follows:

Ne{23,2% 25,2527 2% = (8,16,32, 64,128, 256} . (18)

Then data matrix (5) with integers
dl-j €[0;255]c Z

is re-generated for 100 repetitions for each of the six values of N in (18). The
depth of scrambling is
®=1log, N-3.
So, the knight-tour data scrambler is applied as deep as possible, i. e.
MM, 30 = 8.2 =18, 27750 NS

That is, the knight tour matrix B, = B, , whichever N is. This is expectedly

the worst-case scenario with respect to the computation time of the knight-tour
data scrambler compared to the shuffler. Table 1 presents statistics after averaging
over the 100 repetitions of the knight-tour data scrambler versus shuffler. The
similarity index ratio is calculated as the ratio of the averaged similarity rate by
the knight-tour data scrambler to the averaged similarity rate by the shuffler,
where the averaged similarity rate is calculated as the element-wise number of

coincidences in matrices D and the scrambled data matrix divided by N 2. The
knight-tour-scrambling guess probability herein is calculated by (15). The statis-
tics remain almost the same for any other 100-repetition generations. Although
the knight-tour-to-shuffler time ratios reveal some favorability of the shuffler
computation time, the shuffler is a far less reliable scrambler due to its guess
probability is too high compared to the knight-tour-scrambling guess probability.
Besides, the knight-tour-to-shuffler similarity index ratio confirms that the knight-
tour data scrambler produces a scrambled object which resembles the original less
than a scrambled object by the shuffler resembles it.

Table 1. Knight-tour scrambling versus shuffler scrambling

Knight-tour-| Knight-tour- Similarit
N to-shuffler | to-shuffler ind yKnight-tour-scrambling Shuffler-scrambling
scrambling |descrambling m t?x guess probability guess probability
time ratio | time ratio ratio
8 0.5797 1.1134 0.2308 | 82 =2"°=0.015625 0.015625
82167 =2""=
16 1.3375 1.3913 1.0055 s 0.00390625
=6.103515625-10"
2 12 a2 _
32| 1.3805 1416 | 07135 | °® 2’}2 53?0*5 9.765625-10~*
= <6O-
2 152 a2 42 _
64| 1.3392 13928 | 09337 ';?36 '3125 '124}11 | 244140625107
= <l5-
128) 1.2306 1.2232 0.995 279<89.1071° 6.103515625-107°
256 1.1258 1.1157 1.0079 279 ~14.107% 1.52587890625 107>
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Consider another series of 100 simulations for the knight-tour data scram-
bler. Let

Ne{(2,2%,2°,2° 27 28, 2% 219y = (8,16, 32, 64, 128, 256, 512,1024} (19)
and the remaining simulation parameters be the same. Let the depth be varied
from O to 5. Then, for each repetition, there is an instance of some size in (19) and

®c {m} The averaged interrelation between scrambling and descrambling

computation times is shown in Table 2. The interrelation varies within 20 % on
average for any other 100-repetition generations. The knight-tour data descram-
bler seemingly operates faster owing to the memory allocation and code compila-
tion that are done following the scrambling.

Table 2. Knight-tour scrambling-to-descrambling time ratio

N Depth of scrambling
0 1 2 3 4 5

8 0.9248

16 1.0638 1.0302

32 1.0756 1.0231 1.056

64 1.0765 1.0578 1.039 1.0206

128 1.151 1.179 1.1399 1.0888 1.0859

256 1.1518 1.361 1.3882 1.3129 1.102 1.0409
512 1.2119 1.5472 1.6715 1.732 1.42 1.1119
1024 1.1883 1.6135 1.8532 2.0819 1.9851 1.3881

Obviously, as the size of the data matrix increases, the computation time
grows. Table 3 shows the computation time relative growth with respect to the
computation time taken to scramble with a chessboard matrix of size N . At the
first glance, there is a quadratic time complexity with respect to size N along

each column, but the real size of the algorithm input is N 2 s0 Table 3 confirms a
linear time complexity of Algorithm 2. So does Table 4 showing the computation
time relative growth with respect to the computation time taken to descramble
with a chessboard matrix of size N . However, it is worth noting that Algorithm 3
being of a linear time complexity seems to be faster (this is clearly seen when Ta-
ble 4 is cell-by-cell compared to Table 3). This effect has been already explained
above — the data descrambler by Algorithm 3 virtually utilizes the memory pre-
allocation and code pre-compilation, done for Algorithm 2 in this case.

Table 3. Knight-tour scrambling time relative growth as N increases

N Depth of scrambling
0 1 2 3 4 5

8 1

16 0.5562 1

32 0.4834 1.0351 1

64 0.5661 1.1575 1.1084 1

128 1.0355 1.832 1.5465 1.2523 1

256 2.7697 4.2452 2.86 1.8061 1.1855 1
512 9.1934 12.8017 7.7231 3.8901 1.8098 1.1376
1024 35.2239 42.9207 23.9562 11.245 4.1936 1.5951
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Table 4. Knight-tour descrambling time relative growth as N increases

Depth of scrambling
N
0

8 1

16 0.4835

32 0.4156 1.0423

64 0.4863 1.1273 1.1265 1

128 0.832 1.6007 1.4327 1.174 1
256 2.2238 3.2135 2.1756 1.4041 1.1681 1
512 7.0152 8.524 4.8793 2.2924 1.3839 1.0649
1024 27.412 27.4043 13.6509 5.5127 2.2939 1.1961

Another important property is how the computation time grows as the
scrambling depth is increased. Table 5 shows the computation time relative
growth with respect to the scrambling depth. It appears that the data scrambler has
a quadratic time complexity with respect to the scrambling depth. Roughly the
same time complexity is observed for the data descrambler (Table 6). This is par-
ticularly explained with that the chessboard matrix size is increased twice along a
dimension, 1. e. it is increased fourfold if to count its entries.

Table 5. Knight-tour scrambling time relative growth as the depth is increased

Depth of scrambling
N
0

8 1

16 1 3.57

32 1 4.2513 15.4973

64 1 4.0595 14.6675 59.8536

128 1 3.5128 11.1889 40.9824 202.9467
256 1 3.0433 7.7362 22.0973 89.947 782.9858
512 1 2.7648 6.2936 14.3384 41.3688 268.3466
1024 1 2.4194 5.0952 10.8178 25.0193 98.2041

Table 6.Knight-tour descrambling time relative growth as the depth is increased

N Depth of scrambling
0

8 1

16 1 3.6864

32 1 4.4696 15.785

64 1 4.1312 15.1969 63.1311

128 1 3.4293 11.2978 43.3244 215.123
256 1 2.5756 6.4187 19.3856 94.0116 866.4042
512 1 2.1657 4.5632 10.0329 35.3074 292.477
1024 1 1.7818 3.2672 6.1745 14.9772 84.0675

The knight-tour scrambling similarity index showing the unit-normalized
part of the number of coincidences in the data matrix and the scrambled data ma-
trix appears to be quite stable regardless of the data set size and the scrambling
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depth (Table 7). The scrambling similarity index scarcely exceeds 0.5 %. The av-
erage similarity index varies within 20 % on for any other 100-repetition genera-
tions. A maximum variation is spotted at a 53 % rate.

Table 7. Knight-tour scrambling similarity index

N Depth of scrambling
0 1 2 3 4 5

8 0.0033

16 0.0037 0.0043

32 0.0041 0.0041 0.0051

64 0.0038 0.0038 0.0048 0.0041

128 0.0039 0.0039 0.0048 0.0041 0.004
256 0.0039 0.0039 0.0048 0.0042 0.0039 0.004
512 0.0039 0.0039 0.0049 0.0041 0.0039 0.0039
1024 0.0039 0.0039 0.0049 0.0041 0.0039 0.0039

The final remark of the knight-tour scrambling versus shuffler scrambling
relates to the descrambling key. While the knight-tour data descrambler must hold
the ®+1 sizes and starting positions (16), its memory size requirement is very
low. In the double precision format, it is just

8:3-(@+1)=24-(0®+1) bytes,
and it is
4.3-(@+1)=12-(© +1) bytes

in the single precision format. In practice, nevertheless, values (16) are integers
(strictly speaking, naturals), so they are written with the unsigned 16-bit precision
at most, when they are allowed to vary between 1 and 65535. In this case the data
descrambler key occupies just

2-3-(@+1)=6-(0+1) bytes.
If it is known beforehand that

max {M , max {My}y®=1, max {y, x}, max{y,, xY}f?:l} <256

then the data descrambler key occupies half of the latter by being written with the
unsigned 8-bit precision — it is 3-(®+1) bytes. The shuffler descrambling, on

the other hand, needs to know matrix (17) of unique N 2 integers from 1 to N 2

which would occupy 8N 2 or 4N? bytes if the double or single precision format
was used, respectively. Inasmuch as using the unsigned 8-bit precision is unlikely

here, then either 2N? or 4N? bytes are occupied depending on whether the un-
signed 16-bit or 32-bit precision is respectively used. Therefore, the memory oc-
cupation by the shuffler descrambling key may seriously affect the data transfer
rate. For instance, if 1024x1024 images are shuffling-scrambled and transferred,
then an additional amount of 4 megabytes of information should be transferred
along or afterwards for descrambling. This is quite unacceptable due to a
1024 x1024 color image represented in a 8-bit scale itself is 3 megabytes of in-
formation, whereas a 1024 x1024 grayscale image is just 1 megabyte. Contrari-
wise, the knight-tour scrambling at the depth of, say, 5, is accompanied with only
36 bytes ensuring an acceptably low guess probability.

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2024, Ne 3 59



V.V. Romanuke, S.A. Yaremko, O.M. Kuzmina, H.A. Yehoshyna

DISCUSSION OF THE CONTRIBUTION

In addition to the knight-tour scrambling advantages, a convention for scrambling
keys can be applied to avoid sending values (16) for descrambling. Such conven-
tions are really plausible and effective when a small group of data chunks is sent
over. Theoretically, a convention for the entries of matrix (17) might be applied,
too. But once the shuffler scrambling key must be unexpectedly changed (e. g., by
the reason of an oncoming cyberthreat), it will be required nonetheless at the de-
scrambling side, unless there is another convention for the case of changing the
key. Anyway, an information signal about the change should be sent. Such incon-
venience makes the shuffler scrambling too bulky and far inefficient.

However, a deeper shuffling still can be applied by the analogy to the
scrambling of some depth. For such a scrambling, matrix (17) may be used re-
peatedly, or a series of such matrices is used. A twofold application of the shuf-

fling decreases the guess probability down to N ~*, which becomes acceptable for
images or data sets comprising at least a few hundred (numeric or symbolic) ele-
ments.

The suggested knight open tour algorithm is a significant contribution to the
field of data scrambling by three reasons. First, its implementation by Algorithm
2 for scrambling and Algorithm 3 for descrambling, with Algorithm 1 for generat-
ing a knight open tour, is very simple and easy to understand. Second, the knight-
tour scrambling maintains a linear time complexity. Third, its guess probability is
sufficiently low if an appropriate depth of scrambling is used. Eventually, the data
scrambler knight tour algorithm can be combined with other linear-time-
complexity scrambling algorithms to further strengthen the data protection.

In addition to the simplicity, the data scrambler and descrambler by the
knight open tour algorithm are practically symmetric. Hence, they are easy appli-
cable yet ensuring proper security of data. Despite the knight open tour algorithm
is presented for the square matrix, it is scalable to any size. After all, the chess-
board matrix can be used partially for non-square data matrices. Moreover, the
data can be reshaped into a vector, either row or column, comprising an odd num-
ber of entries, whereupon a part of the chessboard matrix is still used to scramble
the data.

CONCLUSION

A data scrambling algorithm has been suggested based on a knight open tour
problem solution, whose structure seems chaotic enough to substitute ordinary
shuffling. The linear time complexity of the algorithm inspires its practical em-
bedding mainly owing to the scrambling non-sophisticated subtlety and low guess
probability. The latter is regulated by changing the scrambling depth determined
by repetitive application of the chessboard matrix. The size of this matrix is usu-
ally increased as the scrambling is deepened.

The research is possible to extend and advance in the way of studying more
favorable knight open tours for the given chessboard matrix. As the computation
time grows in a quadratic manner by deepening the scrambling, but the guess
probability is lowered far stronger, a tradeoff between the depth and re-
identification risk might be ascertained. Another open question is which strategy
of increasing the chessboard matrix size would be optimal to attain the tradeoff at
the shallowest possible depth.
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AJITOPUTM IUKJITY IIAXOBOT'O KOHsI J1JIs1 CKPEMBJIIOBAHHS JIAHUX
/ B.B. Pomantok, C.A. SIpemko, O.M. Ky3emina, ['.A. €rommiaa

Amnoramnisi. CkpeMOJIIOBaHHS JaHNX Y HAIl Yac 3aJIMIIAETHCS BOYKIIMBOIO METOJUKOIO
JUIs 3aXUCTy KoH(iaeHuiiHol iHdopMallii 32 JOMOMOrol MEBHOIO MepeMilllyBaHHs,
micyst sIKoro po3mupyBaHHs € HAIBAKKUM, OJHAK 30epiracTbcsi MOXKIMBICTD JIETi-
TUMHHX T 3 JaHUMH Ticas cKpeMOoBaHHsA. OCKUTBKHM HOBHOIIIHHE MaHIiIyJIO-
BaHHS JIiIMH 3 JaHUMH MICIISl CKPEMOJIIOBaHHS 3aIUIIAETHCS TPOOIEMOI0 Ha T pu-
3HMKY BTPATH JAHUX Ta X HECAHKLIOHOBAHOTO pO3IIH(PYBaHHs, CKPEMOIIOBAHHS Ta
JECKPEMOTIOBaHHSI MalOTh BHUKOHYBATHUCh L€ IIBH[MIC, HE 30UIbIIYIOUH PH3UKH
BTpaTH Ta pO3MU(pyBaHHs. AJITOPHTM CKPEMOIIOBaHHS MOBHHEH MaTH JIiHIiHY Ya-
COBY CKJIQIHICTH Ta Ine OiiblIe MiHIMI3yBaTH 3a3Ha4yeHi pH3HKH. [lepcrekTHBHIM
MiIX0I0M € 3afava MoOyIOBH BiJKPUTOTO LHUKJIY IIAXOBOTO KOHS, PO3B’S3KU SKOI
BUIIAAI0Th HaYe BUITAJKOBI MMOCIITOBHOCTI MO3HUIIH KOHs. Biarak gopmarizyerbes
QJITOPUTM BIZIKPUTOTO LHUKILY LIAXOBOTO KOHS, 32 KM KiHb Haye XaOTUYHO Hepecy-
Ba€eThes Mo maxoBiit gomi. Ls ¢popmanizaris npeactapinena y ¢opmi BigdopmaTo-
BAHOTO MCEBJOKOAY JUISl MOAAIBLIOrO HOro e()eKTHBHOTO BIPOBAPKEHHS HE3aJIekK-
HO BiJl MOBHM IporpamyBaHHs. Ha BHXOIi OTpHMaHO KBaJpaTHY MaTpHIIO, KOTpa
BiJOOpakae BIIKPUTHUI MUK IAXOBOTO KOHs. Ha OCHOBI MaTpHIli MUKITY IIAXOBOTO
KOHSI ITOJIaHO aITOPUTMH CKpeMOiiepa Ta JieckpeMOiepa qaHuX y ToMy K criom. Lli
ITOPUTMH MAIOTh JIiHIHHY YacoBy cKiIaaHicTh. CKpeMONIOBaHHS Ha OCHOBI LUKITY
IaXOBOT'0 KOHS Ma€ JOCUTh HU3bKY IMOBIPHICTh BUIIaKOBOI Aeindparii 3a yMoBH,
SIKIIIO BUKOPUCTaHa MPUIHATHA TJIMOMHA CKPEeMOIIOBaHHS, /I JJaHi OBTOPHO CKpe-
MOJIOIOTBCA. [ TMOMHA CKPeMOTIOBaHHS BU3HAYAETHCS 0araTopa3oBUM 3aCTOCYBaH-
HSM MAaTpPHUIi IIAXOBOi JOIIKH, PO3MIp SKOi 3a3BHYail 30LIBLIYETHCS 3 MOTIINOICH-
HSM CKpeMOnroBaHHs. IIOpIBHSHO 3 HCEBJOBHMIIAAKOBUM II€PEMIllyBaHHAM IaHHUX
pa3oM 3i 30epeXeHHSIM IHIEKCIiB IepeMillyBaHHs, K04 JeCKPeMOIIOBaHHS Ha OC-
HOBI IIMKITy IIaXOBOTO KOHS 30epiraeThes i mepecuiiacThesi Habarato mpocrile, 3a-
0e3reuyIoun B TOH ke Yac NPUHHATHUH 3aXUCT JaHUX.

KunrodoBi cioBa: ckpeMOIIOBaHHS JaHHX, 33/1a4a MTOOYIOBH BiAKPUTOTO UKLy IIa-
XOBOTO KOHS, JiHIIfHA YacoBa CKJIAJHICTb, IMOBIPHICTh BHIIAIKOBOI AeIIHdpariii,
rTMOWHA CKPEeMOTIOBAHHS.
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GENERALIZED SCENARIOS OF TRANSITION TO CHAOS
IN IDEAL DYNAMIC SYSTEMS

0.0. HORCHAKOV, A.YU. SHVETS

Abstract. The implementation of a new scenario of transition to chaos in the classi-
cal Lorenz system has been discovered. Signs of the presence of an implementation
of the generalized intermittency scenario for dynamic systems are described. Phase-
parametric characteristics, Lyapunov characteristic exponents, distributions of in-
variant measures, and Poincaré sections are constructed and analyzed in detail,
which confirm the implementation of the generalized intermittency scenario in an
ideal Lorenz system.

Keywords: ideal dynamic system, regular and chaotic attractors, generalized inter-
mittency scenario.

ITRODUCTION

The study of the ways in which deterministic chaos arises in dynamic systems
leads to the necessity to study scenarios of transition to chaos. The scenario of
transition to chaos is understood as a sequence of bifurcations, as a result of
which a regular steady state regime, for example a periodic one, is replaced by
chaotic steady state regime. If the dynamic system is dissipative, then such
steady-state regimes will be attractors of system. Despite the huge variety of dy-
namic systems, there are two types of scenarios for the transition from regular to
chaotic modes, which are implemented in almost all dynamic systems. This is the
Feigenbaum scenario, during which there is a transition from limit cycle to cha-
otic attractor through an infinite cascade of bifurcations of period doubling of
limit cycle [1; 2]. The second typical scenario is Manneville-Pomeau intermit-
tency [3—5]. When this scenario is implemented, the transition from limit cycle to
chaotic attractor occurs in one hard bifurcation. As a result of such bifurcation,
the limit cycle disappears and a chaotic attractor appears in the system. Moreover,
movement along the trajectories of a chaotic attractor consists of two unpredicta-
bly alternating phases — laminar and turbulent.

Recently, a number of new scenarios for transitions to chaos have been de-
scribed that generalize Manneville-Pomeau and Feigenbaum scenarios. An over-
view of these scenarios is given in [6]. One of these new scenarios is the so-called
generalized intermittency [7; 8]. In contrast to classical intermittency, this sce-
nario describes the transition from a chaotic (hyper-chaotic) attractor of one type
to a chaotic (hyper-chaotic) attractor of another type. The implementation of the
generalized intermittency scenario was discovered in a number of hydrodynamic,
electro-elastic and pendulum systems [7—12], both for traditional attractors and
for atypical maximal attractors.
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FORMULATION OF THE PROBLEM

All implementations of the generalized intermittency scenario noted in the Intro-
duction were discovered only in dynamic systems that were not ideal according to
Sommerfeld—Kononeko or in systems with limited excitation. The fundamental
feature of systems with limited excitation is the limited power of the energy
source that excites the movement of a particular system. It is assumed that the
power of the excitation source is comparable to the power consumed by the sys-
tem itself. On the contrary, in so-called ideal systems no restrictions are imposed
on the power of the excitation source. The fundamentals of the theory of systems
with limited excitation were formulated in the monograph [13]. Various aspects
of the dynamic behavior of various systems with limited excitation were studied
in [14-18].

The main goal of this work is to demonstrate the possibility of implementing
a generalized intermittency scenario in classical ideal dynamic systems (systems
with unlimited excitation). The Lorenz system plays a unique role among ideal
systems in chaotic dynamics. In this system in 1963, a new type of steady-state
mode of a non-linear dynamic system, namely deterministic chaos, was firstly
discovered.

The mathematical model of the Lorenz system can be written as a system of
three differential equations [5; 19]:

x=0(y-x);
y=rx—y-—xz; (1
z==bz+xy,

here x,y,z are phase variables, and c,r,b are some parameters. E.N. Lorenz
derived a system of equations (1) at studying convection in a liquid layer, which
is heated from below. In his work [19], the variable x characterizes the speed of
rotation of the convection shafts, and the variables y,z are responsible for the
horizontal and vertical temperature distribution, respectively. The parameter b is
determined by the geometry of the convection cell, o is the Prandtl number,
which is the ratio of kinematic viscosity to the thermal diffusivity coefficient, and
r is the Rayleigh number, dimensionless quantity that determines the behavior of
the liquid under the influence of temperature.

Subsequently, it turned out that the Lorenz system of equations is applicable
not only to the problem of convection in a layer of liquid, but also to describe the
dynamics of many other physical systems. These include the convection problem
in a closed loop, dissipative oscillator with inertial excitation, etc. [5; 20].

METHODS OF NUMERICAL CALCULATIONS AND MAIN NUMERICAL
RESULTS

The system of differential equations (1) is nonlinear, therefore the main methods
for studying the dynamic behavior of such a system are various numerical meth-
ods. Such methods are: Runge—Kutta method (both with constant and variable
steps of numerical integration) for constructing phase portraits, Hénon method for
constructing Poincaré sections and phase-parametric characteristics, the Benettin—
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Galgani method for calculating Lyapunov characteristic exponents, computer al-
gorithms for encoding images with shades of different brightness for constructing
distributions of the natural invariant measure [5; 21; 22]. The general methodol-
ogy for conducting such studies is described in [23].

A characteristic feature of the Lorenz system is the existence of pairs of
symmetric attractors, which could be either regular or chaotic. When the bifurca-
tion parameter changes, a pair of separately existing symmetric attractors can
“merge” into one attractor. Then, with a further change of the bifurcation parame-
ter, a pair of attractors may arise again. Let us illustrate this process for some spe-
cific values of parameters of Lorenz system. Let the parameters of system (1) be
respectively equal

r=203.1, b=§.
3

We take parameter b to be the same as in [19], and choose the Rayleigh
number sufficiently large. We choose the Prandtl number o as the bifurcation
parameter.

Numerical calculations have shown that for values of the bifraction parame-
ter 9<o <10, two symmetric attractors simultaneously exist in system (1). When
o >10 these attractors “merge” and only one attractor remains in the system. In
Fig. 1, a are shown the phase-parametric characteristics (bifurcation trees) of sys-
tem (1). The values of the bifurcation parameter & are plotted along the abscissa
axis, and the values of the phase variable x are plotted along the ordinate axis.
These characteristics were constructed using the Hénon method, when the plane
z=170 was chosen as secant plane.

In Fig. 1, a, at 9<c5 <10, the phase-parametric characteristic of one of the
attractors is plotted in gray, and the other is plotted in black. The individual
branches of bifurcation trees correspond to limit cycles of system (1). The points
at which new individual branches of bifurcation trees appear are clearly visible.
These points correspond to period doubling bifurcations of limit cycles. We note
that such of period doubling bifurcations occur for both symmetric limit cycles
for the same value of the bifurcation parameter 6. And, at last, the densely gray
and the densely black areas of the bifurcation trees correspond to the chaotic at-
tractors of the Lorenz system.

40 F
30 |
X o0t

10 |

Fig. 1. Phase-parametric characteristics

In Fig. 2, a are constracted the phase portraits of two chaotic attractors of the
Lorenz system at ¢=10. One of the attractors is plotted in gray, the other in
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black. Both chaotic attractors exist simultaneously, and each of them has its own
basin of attraction. The transition from limit cycles to chaos for both attractors
occurs according to Feigenbaum’s scenario [1; 2]. These chaotic attractors are
symmetric in the phase variables x and y. Both attractors have the same spec-
trum of Lyapunov characteristic exponents, and the maximum characteristic ex-
ponent must be positive. This is a necessary condition for the existence of chaos.
When o >10, the existing two chaotic attractors merge into one. As can be

seen from the consideration of the bifurcation tree, for all values of o €(10,15),

there is a single attractor in the system, which can be either a limit cycle or a cha-
otic attractor. The phase portrait of such a “united” chaotic attractor, constructed
at 0=10.01, is shown in Fig. 2, b. Note that the spectrum of Lyapunov character-
istic exponents of this attractor is practically no different from the corresponding
spectrum of attractors are shown in Fig. 2, a.

Fig. 2. Phase portrait of chaotic attractors at c=10(a) and 6=10.01 (b)

Since the classical scenarios for the transition from regular attractors to cha-
otic attractors for the Lorenz system are quite well studied [4; 5; 21; 22], we will
focus on the implementation of a new scenario of generalized intermittency.

For this, consider an enlarged fragment of the phase-parametric characteris-
tic shown in Fig. 1, b. Let us study this phase-parametric characteristic in neigh-
borhood of the bifurcation point o~12.764. Both in left and right semi-
neighborhood of this bifurcation point in system (1) there are exist chaotic attrac-
tors (densely black areas of the bifurcation tree). However, as can be seen from
Fig. 1, b, area of the densely black region of localization of the points of the bi-
furcation tree to the right of the point 6 ~12.764 noticeably exceeds the corre-
sponding area to the left of the bifurcation point. This feature of the phase-
parametric characteristic is one of the signs of the implementation of the general-
ized intermittency scenario [6—12].

In Fig. 3, a is constracted the distribution of natural invariant measure over
the phase portrait of the attractor at value 6=12.76. The maximum Lyapunov
characteristic exponent of this attractor, calculated using the method of Benettin
et al., is positive and equal A; =1.289 . The positivity of the maximum Lyapunov

exponent is another evidence of chaotic nature of this attractor.
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Fig. 3. Distribution of the natural invariant measure at ¢ =12.76 (a) and ¢=12.775 (b)

At the value of bifurcation parameter ¢ increases, one hard bifurcation hap-
pens at point o=12.764. After which the chaotic attractor that existed at
0 <12.764 disappears and a chaotic attractor of a different type appears in the
system (1). The transition from a chaotic attractor of one type to a chaotic attrac-
tor of another type occurs according to the scenario of generalized intermittency.
In Fig. 3, b is constructed distribution of the natural invariant measure over phase
portrait of the new chaotic attractor at 6 =12.775. The attractor that arises after
passing the bifurcation point has a significantly larger positive maximum Lya-
punov characteristic exponent. This characteristic exponent is equal A; =1.71.

Such a noticeable increase in the value of the maximum characteristic exponent
after passing the bifurcation point is another sign of the implementation of the
scenario of generalized intermittency. The movement of the trajectory along the
phase portrait of the arising chaotic attractor consists of two phases, so called,
rough laminar and turbulent. Rough laminar phase corresponds to chaotic wander-
ings of the trajectory in the region of localization of the disappeared chaotic at-
tractor (densely black area in Fig. 3, b). For turbulent phase corresponds to depar-
tures of the trajectory to more distant regions of the phase space (gray points on
the distribution of the invariant measure in Fig. 3, ). Such transitions from the
rough laminar phase of motion to the turbulent phase occur an infinite number of
times. Note that the moment of transition from the rough laminar phase to the tur-
bulent phase and the moment of return of the trajectory from the turbulent phase
to the rough laminar phase are unpredictable. Also note, the time during which the
trajectory is in a rough laminar phase significantly exceeds duration of time, in
which trajectory in turbulent phase.

The scenario of generalized intermittency at transitions “a chaotic attractor
of one type a chaotic attractor of another type” can also be identified by studying
Poincaré sections. In Fig. 4, a, b, using the Hénon method, Poincaré sections of
chaotic attractors at 6=12.76 and at ¢ =12.775 are constructed. Here z =200
plane is selected as the secant plane. Both Poincaré sections have a quasi-ribbon
structure and represent chaotic sets of individual points. Note that the quasi-
ribbon structure is typical for chaotic attractors of the Lorenz system. As can be
seen from Fig. 4, b, the structure of the Poincaré section of this attractor includes
all fragments of the Poincaré section of the chaotic attractor shown in Fig. 4, a.
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These fragments of the Poincaré section of the attractor at ¢ =12.76 form a rough
laminar phase of the attractor at 6 =12.775. Accordingly, in the structure of the
Poincaré section of the attractor at o =12.775, new points additionally appear,

which form the turbulent phase.

100 100
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Fig. 4. Poincaré section at 6 =12.76 (a) and c=12.775 (b)

The implementation of the generalized intermittency scenario can be found
when studying bifurcations in other parameters, in particular for » (the Rayleigh
number in the classical work of Lorenz [19]). Let the parameters of system (1) be
respectively equal

c=10, b= §
3

And now we choose the Rayleigh number 7 as the bifurcation parameter.
The technique for performing numerical calculations is similar to that used when
studying bifurcations with respect to the parameter o .

In Fig. 5, a are constructed parts of two phase-parametric characteristics of

63138

r r

Fig. 5. Phase-parametric characteristics

k& s |
213.85 2139 21395 214

system (1). These phase-parametric characteristics, “gray” and “black,” corre-
spond to two attractors existing in the system. These two attractors exist in the
system simultaneously. Moreover, the only possible situation is when either two
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limit cycles or two chaotic attractors simultaneously exist in the system. A careful
study of Fig. 5, a allows us to identify a number of transitions to chaos according
to Feigenbaum’s scenario, which occur as the parameter 7 decreases. In turn, as
the parameter r increases, transitions to chaos occur according to the Manne-
ville-Pomeau scenario. We especially emphasize that all bifurcations of these two
attractors occur at the same values of the parameter 7.

However, we are primarily interested in the implementation of the general-
ized intermittency scenario. To do this, we will construct a significantly enlarged
fragment of the “black” phase-parametric characteristic. Such a fragment is
shown in Fig. 5, b. At decreasing the values of parameter » in Fig. 5, b is clear
visible the process of branching of individual branches of the bifurcation tree. As
is known, such a process describes the transition to chaos through a cascade of
bifurcations of period doubling of the limit cycles. After the appearance of a cha-
otic attractor, with a further decrease in the values of the parameter », a suffi-
ciently small window of periodicity arises in which the cascade of bifurcations of
period doubling again repeats and a chaotic attractor arises again.

After the appearance of a chaotic attractor, with a further decrease in the
values of the parameter 7, a sufficiently small window of periodicity appears in
which the period-doubling bifurcation sequence again repeats and a chaotic at-
tractor appears again. Finally, when »~213.885, one of the signs of the imple-
mentation of the generalized intermittency scenario can be seen on the phase-
parametric characteristic. Namely, a significant increase in the region of chaos in
the phase-parametric characteristic. We studied bifurcations only for one of exist-
ing chaotic attractors of the system. However, the same processes can be seen
when studying an enlarged fragment of the “gray” phase-parametric characteris-
tic, that correspond to symmetric chaotic attractor.

In Fig. 6, a the distributions of the natural invariant measure are plotted over
the phase portraits of a pair, symmetric with respect to x and y, attractors at
r=213.89. These symmetrical attractors are shown in black and gray. In Fig. 6,
b shows the distributions of the natural invariant measure over the phase portraits
of another pair of symmetric attractors at » =213.88 . In this figure, each of the
symmetrical attractors is also shown in black and gray. Both pairs of constructed
attractors are chaotic attractors, since they have positive maximum Lyapunov
characteristic exponents. As shown by numerical calculations carried out using
the method of Benettin et al., each of the chaotic attractors shown in Fig. 6, a
have the same maximum exponent A, =0.18. Accordingly, the second pair of

chaotic attractors has maximum exponent A; =0.28. So, when passing the bifur-

cation point » =~213.885, the second sign of the implementation of the general-
ized intermittency scenario is observed, namely a significant increase of the max-
imum Lyapunov characteristic exponent.

For a more visual description of the phases of generalized intermittency in
Fig. 6, ¢, d, respectively, show significantly enlarged fragments of the distribu-
tions of invariant measures for one of the attractors before and immediately after
the bifurcation point. Note that for the second of the symmetric attractors we will
have a similar description of the phases of generalized intermittency. The rough
laminar phase in Fig. 6, d form thicker black areas, the shape of which is similar
to the areas of distribution of invariant measures in Fig. 6, ¢. The turbulent phase
is formed by individual points between the “turns” of the rough laminar phase. As
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in the case of studying bifurcations with respect to ¢ parameter, a picture typical
for generalized intermittency can also be found when studying the similarities of
Poincaré sections before and after the bifurcation point » = 213.885.

Fig. 6. Distribution of the natural invariant measure at ©=213.89(«¢) and
o =213.88(b); fragments of projections at 6 =213.89(c) and at c =213.88(d)

CONCLUSIONS

Thus, for the classical ideal dynamic Lorenz system, the implementation of transi-
tions from “a chaotic attractor of one type to a chaotic attractor of another type”
was established according to the scenario of generalized intermittency. It is shown
that such a scenario can be realized both in the case of existence of a single attrac-
tor in the Lorenz system, and in the case of existence of a pair of symmetric at-
tractors.

REFERENCES

1. M.J. Feigenbaum, “Quantitative universality for a class of nonlinear transforma-
tions,” J. Stat. Phys., 19(1), pp. 25-52, 1978. doi: https://doi.org/10.1007/BF01020332

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2024, Ne 3 71



0.0. Horchakov, A.Yu. Shvets

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

72

M.J. Feigenbaum, “The universal metric properties of nonlinear transformations,” J.
Stat. Phys., 21(6), pp. 669—706, 1979. doi: https://doi.org/10.1007/BF01107909

. P. Manneville, Y. Pomeau, “Different ways to turbulence in dissipative dynamical

systems,” Physica D. Nonlinear Phenom., 1(2), pp. 219-226, 1980. doi:
https://doi.org/10.1016/0167-2789(80)90013-5

Y. Pomeau, P. Manneville, “Intermittent transition to turbulence in dissipative dy-
namical systems,” Comm. Math. Phys., 74(2), pp. 189-197, 1980. doi:
https://doi.org/10.1007/BF01197757

S.P. Kuznetsov, Dynamic Chaos. M.: Fizmatlit, 292 p., 2006.

A. Shvets, “Overview of Scenarios of Transition to Chaos in Nonideal Dynamic
Systems,” Springer Proceedings in Complexity. Springer, Cham, pp. 853-864,
2021. doi: https://doi.org/10.1007/978-3-030-70795-8 59

T.S. Krasnopolskaya, A.Yu. Shvets, “Dynamical chaos for a limited power supply
for fluid oscillations in cylindrical tanks,” J. Sound Vibr., 322(3), pp. 532-553, 2009.
doi: https://doi.org/10.1016/j.jsv.2008.09.007

A.Yu. Shvets, V.A. Sirenko, “Scenarios of transitions to hyperchaos in nonideal os-
cillating systems,” J. Math. Sci., 243(2), pp. 338346, 2019. doi:
https://doi.org/10.1007/s10958-019-04543-z

A. Shvets, S. Donetskyi, “Transition to deterministic chaos in some electroelastic
systems,” Springer Proceedings in Complexity, pp. 257-264, 2019. doi:
https://doi.org/10.1007/978-3-030-15297-0_23

A. Shvets, S. Donetskyi, “New Types of Limit Sets in the Dynamic System “Spheri-
cal Pendulum—Electric Motor,”” Advanced Structured Materials, 157, pp. 443—455,
2021. doi: https://doi.org/10.1007/978-3-030-75890-5 25

A.Y. Shvets, “Typical and Generalized Transitions to Deterministic Chaos for
Atypycal Attractors of Non-Ideal Dynamic Systems,” System Research and In-
formation Technologies, no. 4, pp. 141-150, 2022. doi: https://doi.org/10.20535/
SRIT.2308-8893.2022.4.11

A.Yu. Shvets, “Nonisolated Limit Sets for Some Hydrodynamics Systems with
Limited Excitation,” J. Math. Sci., 274(6), pp. 912-922, 2023. doi:
https://doi.org/10.1007/s10958-023-06650-4

V.O. Kononenko, Vibrating system with a limited power-supply. London: Iliffe,
1969, 236 p.

K.V. Frolov, T.S. Krasnopolskaya, “Sommerfeld effect in systems without internal
damping,” Soviet Applied Mechanics, 23(12), pp. 1122-1126, 1987. doi:
https://doi.org/10.1007/BF00884888

T.S. Krasnopol’skaya, A.Y. Shvets, “Parametric resonance in the system: Liquid in
tanks + electric motor,” Int. Appl. Mech., 29(9), pp. 722-730, 1993. doi:
https://doi.org/10.1007/BF00847371

T.S. Krasnopolskaya, G.J.F. van Heijst, “Wave pattern formation in a fluid annulas
with a vibrating inner shell,” Journal of Fluid Mechanics, vol. 328, pp. 229-252,
1996. doi: https://doi.org/10.1017/S0022112096008701

N.N. Verichev, “Chaotic torsional vibration of imbalanced shaft driven by a limited
power supply,” J. Sound Vibr., 331(2), pp. 384-393, 2012. doi: https://doi.org/
10.1016/j.jsv.2011.08.022

M. Dimentberg, C. Bucher, “Combinational parametric resonance under imperfectly
periodic excitation,”J. Sound Vibr., 331(19), pp. 4373-4378, 2012. doi:
https://doi.org/10.1016/j.jsv.2012.04.025

E.N. Lorenz, “Deterministic nonperiodic flow,” J. Atmos. Sci., 20, pp. 130-141,
1963. doi: https://doi.org/10.1175/1520-0469(1963)020<0130:DNF>2.0.CO;2

E.N. Lorenz, “The mechanics of vacillation,” J. Atmos. Sci., 20, pp. 448—464, 1963.
doi: https://doi.org/10.1175/1520-0469(1963)020<0448:TMOV>2.0.CO;2

ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 3



Generalized scenarios of transition to chaos in ideal dynamic systems

21. Handbook of Applications of Chaos Theory; Edited by Christos H. Skiadas, Chari-
laos Skiadas. Chapman and Hall/CRC, 2016, 952 p.

22. V.S. Anishchenko, T.E. Vadivasova, Lectures on Nonlinear Dynamics. Research
Center Regular and Chaotic Dynamics, 2011, 516 p.

23. A.Yu. Shvets, T.S. Krasnopolskaya, “Hyperchaos in piezoceramic systems with lim-
ited power supply,” Solid Mechanics and its Applications, 6, pp. 313-322, 2008. doi:
https://doi.org/10.1007/978-1-4020-6744-0 27

Received 02.04.2024

INFORMATION ON THE ARTICLE

Aleksandr Yu. Shvets, ORCID: 0000-0003-0330-5136, National Technical University of
Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Ukraine, e-mail: aleksandrshvet-
skpi@gmail.com

Oleksii O. Horchakov, ORCID: 0009-0006-3664-8812, Institute of Mathematics NAS of
Ukraine, Ukraine, e-mail: jarkafres@gmail.com

Y3ATAJIBHEHI CIHEHAPIi TEPEXOJY JO XAOCY B IJIEAJIBHUX
JUHAMIYHUX CUCTEMAX / O.0. I'opuaxos, O.10. IlIsems

AHoTauisi. BusBieHo peanizanito HOBOrO CLICHApiIO MEPExXony 10 Xaocy B KiIacHy-
Hiif cucremi Jloperma. Onucano 03HaKM HassBHOCTI pealtizamii CIieHapiio y3araibHe-
HOI MEePEeMIKHOCTI JUIs TUHAMIYHKUX cHcTeM. [100yI0BaHO Ta JEeTalbHO MPOAHATi30-
BaHO (ha30BO-TMApaMETPUUHI XapaKTEPUCTHKH, MOKa3HUKU JIsmyHOBa, pO3MOILIH
iHBapiaHTHHX Mip Ta nepepisu [lyaHkape, siKi MiATBEPAXKYIOTh pealizalliio CLEeHapio
y3arajabHeHOI HepeMiKHOCTI B ieanbHiil cucremi Jlopenua.

KorodoBi ciioBa: ineansHa fuHaMiuHa cHCTEMa, PEryJSIPHUI 1 XaOTUYHMI aTpaKTo-
pH, ClLieHapiil y3aralbHEeHOI epeMiHOCTI.
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COMPARISON OF METHODS FOR INTERPOLATION
AND EXTRAPOLATION OF BOUNDARY TRAJECTORIES OF
SHORT-FOCUS ELECTRON BEAMS USING ROOT-
POLYNOMIAL FUNCTIONS

I. MELNYK, A. POCHYNOK, M. SKRYPKA

Abstract. The article considers and discusses the comparison of interpolation and
extrapolation methods of estimation of the boundary trajectory of electron beams
propagated in ionized gas. All estimations have been computed using root-
polynomial functions to numerically solve a differential-algebraic system of equa-
tions that describe the boundary trajectory of the electron beam. By providing analy-
sis, it is shown and proven that in the case of solving a self-connected interpolation-
extrapolation task, the average error of the beam radius estimation is generally
smaller. This approach was especially effective in estimating the focal beam radius.
An algorithm for solving self-connected interpolation-extrapolation tasks is given,
and its efficiency is explained. Corresponding graphic dependencies are also given
and analyzed.

Keywords: interpolation, extrapolation, root-polynomial function, ravine function,
average error, electron beam, boundary trajectory.

INTRODUCTION

The development of electron beam technologies is very important today for ad-
vanced branches of industry, including metallurgy, mechanical engineering, in-
strument making, and microelectronic production, as well as automotive, aircraft,
and space industries [1-10]. It is caused by the advantages of the electron beam as
a technological instrument, such as its high total power and power density, the
simplicity of changing and controlling focal beam parameters using electric and
magnetic fields, as well as providing technological operation in the medium of
pure vacuum [1-10].

For example, the use of electron beams today in the electronic industry is
mostly oriented toward welding contacts of electronic devices, including cryo-
genic ones [8—12], deposition of ceramic dielectric films for high-quality capaci-
tors and microwave transmitters and receiver devices [9; 10; 13—15], as well as
toward refining of silicon [16—-19]. A special technical problem is obtaining and
applying intensive electron beams in high-energy accelerators [7; 20-22].
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In such circumstances, the development of electron beam technologies and
the sources of electrons are provided in two main directions. The first is improv-
ing the traditional electron guns with heated cathodes, and the second is the elabo-
ration of novel types of electron sources based on other physical principles. For
example, electron sources based on gas discharges are elaborated today and suc-
cessfully applied in industry.

Among this type of electron source, a special place occupied the high-
voltage glow discharge (HVGD) electron guns, which are generally characterized
by the stable operation in the soft vacuum in the medium of different gases, in-
cluding active and noble ones, as well as by simplicity of construction [23-28].
Another well-known advantage of HVGD electron guns is their simplicity in con-
trolling discharge current and beam power. In the paper [29], the slow aerody-
namic control of HVGD current using electromagnetic valves has been consid-
ered, and the corresponding time regimes have been analyzed. Fast electric
control of beam power by lighting the additional low-voltage discharge and
changing the concentration of charged particles in anode plasma, as well as the
corresponding time regimes for such fast regulation, have been considered in the
paper [30].

Generally, the main advantage possibilities for using HVGD electron guns in
industry are as follows:

1. Refining of silicon for the microelectronic industry [16-20; 31].

2. Obtaining high-quality ceramic films for microelectronic production and
for power-energetic insulators. Obtaining defense films for cutting instruments
and heat-protection films for engines in the automotive, aircraft, and space indus-
tries by applying HVGD electron guns is also possible [33-37].

3. Development of 3-D printing technology by metals [38—40].

Therefore, in such circumstances, the development of novel mathematical
approaches for the simulation of short-focus electron beams generated by HVGD
electron guns is generally necessary.

PERVIOUS RESEARCHES AND STATEMENT OF THE SIMULATION
PROBLEM

The problem is that today elaboration of HVGD electron guns is mostly provided
by a combination of sophisticated theoretical approaches [23; 26-30] and com-
plex experimental works [24; 25], because simplified mathematical relations for
estimation of the focal parameters of short-focus electron beams at low pressure
in ionized gas don’t exist [23]. Also, in part of the book [23], general approaches
for the simulation of electric field distribution and the trajectories of charged par-
ticles have been systematized. Corresponding recommendations for the simulation
of HVDG electron guns have also been given in [23]. But in any case, such a so-
phisticated approach to designing this type of guns is significantly hinders the
necessary development and implementation in industry of its novel, advanced
constructions. Therefore, the finding of simplified mathematical relations for in-
terpolation, extrapolation, and approximation of the trajectories of short-focus
electron beams in low-pressure ionized gas is necessary [23]. Corresponding rela-
tions for an intensive long-focus electron beam propagated in high vacuum in ion-
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ized gases are well-known [1-10]. In the paper [41], simple analytical relations
for estimating the depth of welding seam penetration using short-focus electron
beams formed by HVGD electron guns have been proposed. Corresponding simu-
lation results have been analyzed and compared with experimental data [41].
Therefore, it is clear that finding and analyzing the simple analytical relations for
estimation of the focal parameters of short-focus electron beams propagated in
ionized gas is really necessary.

In the years 2019-2020 in the papers [42—44] a simple approach for estimat-
ing the parameters of short-focus electron beams propagated in ionized gas has
been proposed. Generally, this approach is based on the suggestion that, in such
physical conditions, the beam boundary trajectory can be described with high pre-
cision by the ravine function, which has one global minimum, and outside the re-
gion of minimum, this dependence is similar to a linear one. Such an approach
generally corresponds to the main singularities of the physics of electron beams
[1-10]. In the papers [42—44], by the numerical experiments have shown that such
ravine functions with the precision of fractions of a percent can be described by
root-polynomial functions, written as follows [42—45]:

() =8C2" +Cp 2" .+ Cz+ G, (1)

where z is the longitudinal coordinate of beam propagation, 7, (z) is the beam ra-
dius in corresponded cross-section by z coordinate, n is the degree of the poly-
nomial and the order of the root-polynomial function, and C,...C,are the poly-
nomial coefficients.

The generally obtained results of interpolation have been systematized and
analyzed in the paper [45]. In this work, analytical relations for calculation of the
coefficients of root polynomial functions (1) from second to fifth order » have
been obtained, and the interpolation task was solved relatively to numerical
solution of the corresponded set of algebra-differential equations, which de-

scribed the boundary trajectory of an electron beam propagated in ionized gas
[1-10; 23; 45]:
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where U, is the accelerating voltage, 7, is the electron beam current, p is the
residual gas pressure, z is the longitudinal coordinate, 7, is the radius of the
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boundary trajectory of the electron beam, #n, is the beam electrons’ concentration,
n,o is the concentration of residual gas ions on the beam symmetry axis, m, is
the electron mass, f is the residual gas ionization level, B; is the gas ionization
level, g, is the dielectric constant, v, is the average velocity of the beam elec-
trons, c¢ is the light velocity, y is the relativistic factor, 0, and 0, are the
minimum and maximum scattering angles of the beam electrons, corresponding to
Rutherford model [1-10], Z, is the nuclear charge of the residual gas atoms, dz
is the length of the electron path in the longitudinal direction at the current itera-
tion, and 0 is the average scattering angle of the beam electrons.

In the work [45], it has also been proven that the ravine function (1) can be
successfully used for interpolation of the results of solving the set of equations (2)
with very small errors in the range of 0.1-8%. Corresponding dependences of
interpolation error on z coordinates are given in Fig. 1 [45]. But the main
conclusion that has been made is that interpolation error strongly depends on the
position of the base points of interpolation, whose number is always equal to
n+1. Generally, the ravine function, which is described by a set of relations (2),
is always symmetric relatively to the plane z=z,, where z, is the location of

beam focus, which should correspond to the minimum of the ravine root-
polynomial function (1) [1-10]. Therefore, in [45], the symmetric position of the
base point, which gives the minimal error of interpolation, has been considered.
When the numerical solution is asymmetric, the error of interpolation is usually
increasing several times [45]. Such estimations of asymmetric solutions also
increase the error in defining focal beam parameters.

0.7

Relative Error, %

0.5

0.3

0.1

(R

0.16 0.18 0.2

Fig. 1. Errors of interpolation of the boundary trajectory of the electron beam depend on
z coordinate [45]

The solid line corresponded to a second-order function, the dotted line — to
a third-order function, the dashed line — to a fourth-order function, and the dash-
dotted line — to a fifth-order function. Model parameters: U,. =10kV; 1, =0.5A;
p=0.1Pa.

Therefore, the transformation of the asymmetric dataset for solving the set of
relations (2) into a symmetric one has been proposed, and the corresponding
simulation results have been studied. In such conditions, the additional symmetric
point is given to the analyzed data set, and the task of interpolation with defining

the polynomial coefficients C...C, is solved between two symmetric points.

And outside this symmetric region, the task of extrapolation for the same root-
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polynomial function (1) has been solved, and the corresponding total error of
interpolation and approximation has been defined. The general formulation of this
task and the analysis of the obtained simulation results are given in the next
sections of this article.

In the paper [46], the possibility of using third-order root-polynomial
functions for approximation experimental data about the boundary trajectories of
short-focus electron beams in ionized gases as well as the corresponding
algorithm of approximation has been considered. Another approach for the
simulation of gas discharge electron beam devices with consideration of
experimental data has been proposed in the paper [20].

The provided analysis of relevant sources on methods of interpolation and
extrapolation showed that other known methods for estimation of the ravine
functions either give a large error or are generally not suitable for solving the
problem of estimation boundary trajectories of electron beams [42-50]. For
example, for polynomial interpolation and extrapolation [48; 49], eliminating
unnecessary outliers of the estimated data, especially for high-order polynomials,
is generally impossible. Such an estimate, with the exception of a large error, does
not even provide sufficiently reliable qualitative results about the boundary
trajectory of the electron beam. As a rule, the reason for these outliers is different
values of the derivative of the ravine function in the region of the minimum and
outside it. The main advantages of the proposed approach of interpolation using
root-polynomial functions are as follows:

1. The smoothing of the estimated root-polynomial function in the region of
linear variation of numerical data.

2. Obtaining, by this reason, only one global minimum in corresponded area.

Generally, even for high-order root-polynomial functions, outliers and
unnecessary extremums are not observed [45].

It is for this reason that the interpolation error is significantly smaller, especially
for the symmetrical ravines data sets [45]. Therefore, the main subject of the
presented research is to study the possibilities of transforming asymmetric sets of
numerical data into symmetric ones using appropriate numerical methods of
functional analysis [58—52].

FORMALIZING INTERPOLATION AND EXTRAPOLATION TASKS FOR
ASYMMETRIC RAVINE FUNCTIONS DESCRIBED BOUNDARY
TRAJECTORIES OF ELECTRON BEAM

Generally, the regions of interpolation and approximation for right-hand and left-
hand asymmetric ravine data functions are shown in the Fig. 2. It is clear that the
main idea of this approach is to choose the position of the boundary point z,,

which divides the whole range of providing calculations by z coordinate into two
regions: Interpolation Region IR and Extrapolation Region ER.

By this way, the task of calculating the boundary trajectory of an electron
beam comes down to the problem of interpolation of the symmetric ravine func-
tion on the region IE, which has been considered and described in the papers [42—
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45]. After that, the root-polynomial function (1) with the same coefficients is used
for the Extrapolation Region ER. Considering, corresponding to Fig. 2, the values
of the radiuses of Start Point SP r,,,,, and End Point EP 7,,,. Also considering
the full set of beam trajectory coordinates (z;,7;), (i €[1;Np]), where Np is the
number of calculated points, has been obtained using a set of equations (2). In
practice, the value of Np is Np > 10*. On the contrary, the value of the basic
points Ngp for solving complex interpolation-extrapolation tasks is significantly
smaller: Nzp =n—1. Also, i, the start value of variable 7, is necessary to for-

malize the considered task by numerical algorithm. Using the previously de-
scribed assumptions, the position of the boundary point z,, is defined by follow-

ing the recurrent arithmetic-logic relation [47]:

25(0) = (end > Iy ([ "< j-z(i) + [r(i) ) :J 2~ 1)} +

ig=li=i+l i=i
(i) <Tong N (D271, .
"'(rstartZ end)' . . e:l z(D)+) “ 'Zb(l+1) - 3)
ip=Np;i=i-1 i=i-1
Base
"z :
@A Points ! )
, EP
- ®
’
’
’
Fstart| Fend |
Zstart Zbp EZf z
Zstar IR ER Zend ER IR Zend
a b

Fig. 2. Right-hand (@) and left-hand (b) asymmetric ravine functions: IR — Interpolation
Region; ER — Extrapolation Region; SP — Start Point; EP — End Point; BP — Bound-
ary Point

The formalized algorithm for solving the complex self-connected interpola-
tion-extrapolation task using relation (1)—(3) on the different regions of longitudi-
nal coordinate z is described by the flowchart presented in Fig. 3.

SOFTWARE FOR NUMERICAL EXPERIMENTS AND ESTIMATIONS OF
ERRORS

Using the algorithm described in the previous section of the article for finding the
boundary point z,, both interpolation and self-connected interpolation-

extrapolation tasks have been solved. After that, the error of estimation was ana-
lyzed. Both tasks are solved in the region z €[z.i,,Zmax]- Such types of errors
were considered and analyzed.
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1 Defining values:
Vstarts Vend, Np
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0> <0 >
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11 task in range [z, z»] and 12 task in range [z, Z.q] and
extrapolation task in range extrapolation task in range
[Zb’ Zend] [Zstart. Zb]
End End

Fig. 3. Flowchart of considered algorithm for solving self-connected interpolation-
extrapolation task

1. Maximal error €, .

2. Average error ¢,,, which is generally defined by the well-known method of
optimization technique [48—52] and of mathematical statistics [53; 54] as follows:

Np
Z|rest - rsim|
_i=l
av
Ny

where 7, is the radius of the electron beam, calculated numerically by the set of
equations (2) using the fourth-order Runge-Kutt method [51; 52], and 7, is the
value of the beam radius, estimated using relation (2).

3. Error on focus position € .

€

b

4. Error on focal beam radius ¢ of -

Corresponding relations for defining the third and fourth types of errors have
been considered in the papers [43—45].

Corresponding software for the simulation and estimation parameters of
electron beams was realized in the Python programming language, including ad-
vanced libraries for scientific calculations and graphic libraries. For the correct
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location and including these libraries, a virtual environment, virtual memory, vir-
tual variables, and virtual disk have been created on the local computer [55; 56].

Let’s consider some results of the simulation and errors in estimations.

Task 1. Acceleration voltage U, is 15 kV; beam current [, is 8.5 A; op-
eration pressure in the guiding channel p is 4.5 Pa; the initial radius of the elec-
tron beam r,,,,, is 8.5 mm; the initial angle of convergence of the electron beam
0 is 15°; the starting point z,,, is 0.1 m; the first end point z,,, is 0.15 m; and
symmetrical point z, with the same radius is 0.148 m. That is, the length of the

symmetrical segment for the highest interpolation accuracy: 0.148m—0.1m=
=0.048 m.

For this example, dependence r(z), defined using the set of equations (2), is
presented in Fig 4.

0.0090

0.0085 +
0.0080 4
0.0075
= 0.0070 +
0.0065 4
0.0060 4
0.0055 4

0.0050 4

0.10 0.11 0.1 0.13 0.14 0.15
z,m

Fig. 4. Dependence r(z) for U, =15kV, I, =8.5A, p=4.5Pa, end point z_ 4 =0.15m
(screen copy)

It is clear that the dependence presented in Fig. 4 is a right-hand asymmetric
ravine function. Errors in solving interpolation and self-connected interpolation-
extrapolation tasks for this example are presented in Table 1. All errors have been
estimated for different order of root-polynomial functions 7 and length of extrapo-
lation region L,;; . Task parameter L,;; is given in Table 1 in absolute value, in
meters, and relatively to the length of the interpolation region IR, in percents.

The dependences of estimation errors for two fourth-order root-polynomial
functions that have been obtained for solving interpolation and self-connected
interpolation-extrapolation tasks are presented in Fig. 5. It is clear that the level of
maximal error is similar, nearly 3%, but in the case of extrapolation error in the
focal region, it is generally smaller. Corresponding data from Table 1 are as

follows; interpolation: & =0.06%, € = 7.56-107 % ;  extrapolation:

er =0.0041%, ¢, =1.82-10° % Data from Table 1 show also that if for the

extrapolation task the maximal error value €,,,x can be greater, then in the case of
interpolation, the value of the average error for the extrapolation task ¢,, is
generally smaller. The dependences of the value of ¢,, on the relative length of

the extrapolation region ER for the tasks of interpolation and self-connected
interpolation-extrapolation are presented at Fig. 6.
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Table 1. Interpolation and extrapolation errors for Task 1

€ max » /0 €ay» 0 ep, % grf’% Ladd’
h Extrapo-| Interepo-| Extrapo- Interepo-| Extrap- | Interepo-| Extrapo- | Interepo- m/ %
lation lation lation | lation | olation lation lation lation
2] 229 2.84 1.26 | 1.4476 0 0.08 | 52810 17107
3] 5.92 6.58 325 | 3.55 0 0.02 0.6 0.635
4] 0.66 | 0.844 | 02734 031 0 0004 | 7710 7| 2.110° | 2107742
5] 2.08 227 | 085 | 0.925 0 0.004 0.44 0.47
6 0.14 | 0203 | 0.063| 0.07 0 002 | 2410°%] 8510°
20 23 3243 | 125 | 1546 | 11110%] 6107 | 45710" 6107
3] 5914 | 7.14 3.2 3.76 0 0.0041 | 0.629 7.6:107°
4| 0.649 1.0 027 | 034 [0.0041] 006 [1.8210°] 7.56:10° |3-107/6.25
5] 22 258 | 0.884 ] 1.03 [ 0.0041] 0.02 0.48 0.53
6] 027 | 0256 | 0.084 | 0.0654 0 0.041 |[3.51:107] 410
2] 23 3.7 1.254 | 1.66 0 022 |[12310%] 0.013
3 59 771 | 3.197 | 3.973 0 4110° 0.65 0.744
4| 0.86 1.17 |02765| 038 | 00042 0.1 71107 | 1.87810° | 410°/8.3
5 233 2.93 0.93 1.14 | 00042 0.6 0.52 0.03345
6| 0424 | 0316 | 0.07 0.1 0 0067 | 2.23-10° 10°
20 229 | 4113 | 1.27 1782 | 22310%] 0291 |2.4610] 0.0224
3 59 8.3 32 | 4.195 0 8510° 0.68 0.8
4] 1.15 135 | 0.288 | 0.4264 0 0.14 [338107] 3.86:10° |510°/10.4
5| 2474 | 3311 1.0 | 12646 | 00043 | 0.047 | 0.5637 0.67
6] 056 | 0383 | 0.08 | 0.1166 0 937610°| 2:10°° 2:10°
2| 4.89 6.6 |1.4573] 26 |L11110"] 0676 [4.39-10%] 0.1263
3] 9.52 11.3 3.5 5.4 0 0.02 0.8 1.1443
4| 297 2.45 042 | 0.76 0 044 | 63510™ | 356102 | 107/20.8
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Fig. 5. Dependences of electron beam radius (top) and error of estimation (bottom) on z
coordinate for the interpolation task («) and the self-connected interpolation-

extrapolation task (b). U,.=15kV; [, =85A; p=45Pa; n=4; z

end ~

0.16m. On

the top dependence r(z), the straight line corresponds to the obtained numerical solution,
and the dash line corresponds to estimations (screen copy)
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Fig. 6. Dependences of average error g, of interpolation (top) and end interpolation-
extrapolation (bottom) tasks on the value of extrapolation region ER relative to interpola-
tion region IR L ,, for the root-polynomial functions of different order n. Right-hand

ravine function, Task 1 (screen copy)

Task 2. U, is 15kV; I, is 5.5 A; p is 4.5 Pa; r,,,, is 10.3 mm; 0 is 15°
Zgare 18 0.1 m; and z,,; is 0.15 m. Since in this case ry,,, >r,,; , sSymmetrical
point z, with the same radius, as 7,,; , is z;, = 0.101743 m. That is, the length of
the symmetrical segment for the highest interpolation accuracy:

0.147m —0.101743 m =0.045257 m, or, in relative units:
0.001743m/0.045257 m-100 % =3.85 %.

In the next steps of providing the calculations, we will reduce the coordinate
z,,q Of the end point of the considered interval. That is, take z,,; <0.147. Thus,
we bring it closer to the extremum of the »(z) ravine function, or to the position
of the focus of the electron beam :z Iz In this way, we will decrease the

interpolation interval IR and increase the extrapolation interval ER. For this task,
dependence r(z), defined using the set of equations (2), is presented in Fig 7.
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It is clear that the dependence presented in Fig. 7 is a left-hand asymmetric
function. Errors in solving interpolation and self-connected interpolation-
extrapolation tasks for this example are presented in Table 2.
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Fig. 7. Dependence r(z) for U, =15kV, I,=8.5A, and end point z,, =0.147m
(screen copy)

Table 2. Interpolation and extrapolation errors for Task 2
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The dependences for estimation error for fourth-order root-polynomial
functions for interpolation and self-connected interpolation-extrapolation tasks are
presented in Fig. 8. It is clear that the level of maximal error for the task of
interpolation is €., =0.05%, and for the self-connected interpolation-
extrapolation task, it is twice as high, &.,, =0.1%. But in this case, as in the
previous example, the extrapolation error in the focal region is generally smaller.
The corresponding data from Table 2 are as follows. Interpolation:
e =2.34-10" %, &, =0.034%; extrapolation: £, =0%, &, =6.37-10""" %.
In this task, the value of the average error for extrapolation ¢, is also generally
smaller. The dependences of the value of ¢,, on the relative length of the

extrapolation region ER for the interpolation and self-connected interpolation-
extrapolation tasks are presented in Fig. 9.
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Fig. 8. Dependences of electron beam radius (top) and error of estimation (bottom) on z
coordinate for the interpolation task (a) and the self-connected interpolation-
extrapolation task (b). U, =15kV; I, =5.5A; p=55Pa; n=4; z,4=0.147m. On
the top dependences, the r(z) straight line corresponds to the obtained numerical solu-
tion, and the dash line corresponds to estimations (screen copy)

Another testing numerical experiments for right-hand and left-hand ravine nu-
merical data, which have been provided, give the similar results of error estimation.

For the output of digital and graphic information, advanced libraries of the
Python programming language have been used, such as tkinter, numpy, and mat-
plotlib, which have been located on the virtual disk and included separately [55;
56]. A graphic interface window of elaborated software for the bookmarking “Er-
rors of Estimation” is presented in Fig. 10. For saving and further analyzing the
obtained graphic information, the bottom “Save Graph” has been provided in the
interface window.
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Fig. 9. Dependences of average error g, of interpolation (top) and interpolation-

extrapolation (bottom) tasks on value of extrapolation region ER relative to interpolation
region IR L,;,; for the root-polynomial functions of different order n. Left-hand ravine
function. Task 2 (screen copy)
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Fig. 10. Interface window for bookmarking “Errors of Estimation” in elaborated
computer software

ANALYSIS OF OBTINED RESULTS AND DISCUSSION

The main conclusions about the estimation errors of interpolation and self-
connected interpolation tasks are as follows:

1. Usually, the root-polynomial functions (1) of odd order have a larger error
value than the functions of even order. Generally, the authors have already dis-
cussed this problem in the paper [45], and it is caused by the location of base
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points. For functions of even order, the number of base points is odd, and in such
a condition, one point is located in the minimum of the ravine function data, and
other points are located evenly symmetrically to it. Such a location is considered
optimal from the point of view of obtaining minimal interpolation error [45].
Since in the case of the odd order of the root-polynomial function and the even
number of base points, this condition can’t be fulfilled, the value of error, espe-
cially in the region of minimum of the ravine function, is usually greater [45]. In
any case, the way to select the base points strongly influences the value of the
maximal and average errors for solving interpolation and self-connected interpo-
lation-extrapolation tasks.

2. The values of maximal and average errors for interpolation and extrapola-
tion tasks in the cases of right-hand and left-hand asymmetric data sets are gener-
ally similar. It is generally clear by comparing the numerical data given in Table 1
and Table 2.

3. The maximal error of extrapolation increases with the enlarging of the in-
terval of extrapolation ER L, ,;. The maximum error of extrapolation usually cor-
responds to the end point of this interval z,,;. Corresponding dependences
€4y (L,aq) are given in Fig. 6 and Fig. 9.

4. In the case of solving self-connected interpolation-extrapolation tasks, the
value of the average error is generally smaller, even in cases of large values of the
interval of extrapolation ER L,;;. Corresponding digital data are given in Table 1
and Table 2.

5. In the case of solving a self-connected interpolation-extrapolation task, the
values of errors in defining focal beam parameters &, and &, are generally

smaller. In most cases, for this task, the error of defining focus position is absent;
e =0. Corresponding digital data are given in Table 1 and Table 2.

6. For the task of interpolation, the maximal error €, usually corresponds to
the midpoint of the interval between two selected base points. Corresponding de-
pendences €,,(z) are given in Fig. 5 and Fig. 8.

7. In any case, using the self-connected interpolation-extrapolation method is
very effective from the point of view of obtaining the minimal error of numerical
data estimation in the region of the position of the focus of an electron beam. Cor-
responding to Table 1 and Table 2, in some cases the error of interpolation-
extrapolation estimations by the focal beam radius ¢,, is significantly small, re-

sulting in a range of [10713 %; 1077 %].

Other features of estimating errors in solving interpolation, extrapolation,
and approximation tasks for the boundary trajectory of electron beams by using
root polynomial functions of the form (1), including comparison with experimen-
tal data, are the subject of separate further studies.

All research described in this paper has been provided in the Scientific and
Educational Laboratory of Electron Beam Technological Devices of the National
Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnical Institute”.

CONCLUSION

The conducted research and the obtained modeling data showed that the use of the
root polynomial function (1) to solve self-connected tasks of the interpolation-
extrapolation problem for ravine digital data obtained as a result of the numerical
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solution of the system of algebraic-differential equations (2) and describing the
boundary trajectory of a short-focus electron beam, propagating in ionized gas are
very effective and provide significantly small estimation errors.

The obtained average error of estimation is in the range of
€, =0.05—-1.5%, and the error of estimation of focal beam radius is in the range

of ep =107 ~0.6%. An estimations of the value of the average error on the

length of the extrapolation region ER relative to the length of the extrapolation
region IR are also obtained, and the corresponding graphic dependences
€, (Lyqqg) are given and analyzed. It is also significant that the average errors of

solving self-connected problems of interpolation-extrapolation digital data for
right-hand and left-hand asymmetric ravine functions aresimilar.

Obtained simulation results can be interesting for experts in the physics of
electron beams, in the elaboration of HVGD electron guns, and in applying ad-
vanced electron-beam technologies in different branches of modern industry.
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MOPIBHAHHAA 3ACTOCYBAHHS METOJIB IHTEPHOJISIII TA
EKCTPANIOJISILII TPAHUYHUX TPAEKTOPIA KOPOTKO®OKYCHHUX
EJEKTPOHHHUX IIYYKIB 13 BUKOPUCTAHHSIM  KOPEHEBO-
MOJIITHOMIAJIBHUX ®YHKIIIM / 1.B. Mensunk, A.B. [Tounnok, M.FO. Ckpurika

AHoTauisi. Po3risiHyTo it 06roBOpeHO MOPIBHSIHHS METOAIB 1HTEPHOJALIIHOTO Ta
EKCTPANOISIIIHHOrO OLHIOBAHHSI TPAHUYHOI TPAEKTOPIl ENEKTPOHHUX ITyUKiB, SIKi
MOUIUPIOIOTECS B 10HI30BaHOMY Ta3i. OLiHIOBaHHS BUKOHAHO 3 BUKOPUCTAHHIM KO-
PEHEBO-TIOTIHOMIATbHUX (YHKIIH A YHCIOBOTO PO3B’S3aHHS CHCTEMH aireOpo-
nubepeHLiatbHUX PIiBHSIHB, L0 ONHCYIOTh I'PaHUYHY TPAEKTOPIKO EJICKTPOHHOIO
nyuka. [TokasaHo Ta OBEJCHO, L0 y pa3i pO3B’s3aHHS B3a€MO3B’s3aHOI 3a1adi iH-
TEPIOJSAIIT-eKCTPANOIIALIT cepe/iHs MOoXuOKa OIIHIOBAHHS pajiiyca MPOMEHS, 3a3BH-
Yaif, € MeHIow. Oco0IMBO e)EKTUBHIM BHUSIBHIOCS BUKOPHCTAHHS IIBOTO MiIXOMy
B OLIIHIOBaHHI (POKAJILHOTO pajiyca mpoMeHs. HaBeneHo anroputM po3s’si3aHHs iH-
TePHOJILIHHO-eKCTPANOIALIHHOT 3a/1a4i Ta MOsICHeHO #oro edexktuBHicTh. HaBene-
HO Ta MPOaHAIi30BaHO BiAMOBiAHI TpadidHi 3a1€KHOCTI.

KonrodoBi cioBa: iHTeprosswis, eKCTpamoJsilis, KOPEHEeBO-TIOJMiHOMIaIbHA (YHK-
List, sipy’kHa QYHKIIisA, NEKTPOHHUI Iy4OK, TPaHUYHA TPAEKTOPIs.
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IDENTIFICATION OF NONLINEAR SYSTEMS WITH PERIODIC
EXTERNAL ACTIONS (Part I)

V. GORODETSKYI

Abstract. The problem of identifying nonlinear systems with periodic external ac-
tions is considered in the article. The number of such actions in the system is not
limited, and these actions can be either additive or multiplicative. We use a time se-
ries of observed system variables to calculate unknown equation coefficients. The
proven theorem allows us to separate the unknown coefficients of the system into
variables and constants. The proposed computational procedure allows us to avoid
possible errors caused by the discrete nature of observable time series. Identification
of zero coefficients is carried out in two ways, eliminating erroneous zeroing of the
terms of the equations. The method is illustrated with a numerical example of identi-
fying a chaotic system with periodic external actions.

Keywords: identification, ordinary differential equation, external action, periodic
coefficient, constant coefficient.

INTRODUCTION

Nonlinear systems with external actions occur in the study of many real objects
and processes. Such systems are widespread, for example, in biology [1-3], ecol-
ogy [4], epidemiology [5], mechanical engineering [6—8], and electrical engineer-
ing [9].

A significant amount of research is devoted to constructing models of non-
autonomous systems, including those that involve periodic external actions. In
[4], for example, non-autonomous models of the “predator-prey” type are studied
for almost periodic systems that are used in bioinformatics, social networks, and
wireless sensor networks. Study [6] is devoted to the analysis of the influence of
external periodic force on the behavior of the model of single-degree-of-freedom
vibro-impact system. In this work the conditions for the transition of the model
from the chaotic to the regular regime have been studied. In paper [7], a nonlinear
non-autonomous dynamic model of a quarter vehicle with nonlinear spring and
damping was studied. The influences of the damping coefficient, external action
amplitude and frequency on the dynamic responses were analyzed. It was estab-
lished that the system could have chaotic, quasi-periodic or periodic motion. A
study of a bio-reactor model with periodic nutrient forcing is presented in [10].
The paper [11] investigates the global behaviors of the logistic system with peri-
odic impulsive perturbations. The authors formulate condition under which the
system may have periodic solution. A wide class of non-autonomous models is
described and analyzed in [12]. An increasing interest in non-autonomous systems
was admitted in [13]. This survey introduces basic concepts and tools for non-
autonomous dynamical systems and their application to various biological mod-
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els. Investigation [14] is devoted to the analysis of various modes of the oscillator
with periodic external action.

Additionally, extensive research has been conducted to address one of the
specific instances of the inverse problem [15], which is the identification of non-
autonomous systems based on the observed variables. For example, neural net-
works were used in [16; 17] to solve this problem. The study [18] proposes a
method for constructing a nonlinear, non-autonomous model with a hyperbolic
linear part. The articles [19; 20] consider various approaches to identifying sys-
tems of differential equations with an additive external action. A similar problem
for systems of difference equations was solved in [21].

FORMULATION OF THE PROBLEM

In the works mentioned above, the problem of identifying a system with a known
model structure and additive external action is typically addressed. We are at-
tempting to solve a more general problem. Namely, we propose a method for
finding external actions, both additive and multiplicative, without limiting their
quantity. This task is complicated by the lack of information regarding which co-
efficients of the differential equation are constant and which are periodic (repre-
senting external actions). Also, the task can become more difficult when we study
systems with deterministic chaos. As is known [22], the behavior of such systems
essentially depends on the initial conditions.

Consider a system consisting of ordinary differential equations (ODEs) of
the form

5= e (0f,). W
=0

where i=1,...,n; x={x/(¢),...,x,(¢)}. We assume that the right-hand sides of

equation (1) satisfy the conditions for the existence and uniqueness of the solution
on a certain time interval when ¢ €[0;2,], ¢, > 0.

The coefficients in equation (1) can be of three types: c;()=const,
¢;j(1)=0, and ¢;(?) = p;(¢), where p;(¢) is a continuous periodic function with

a period T . This function represents an external action on the system. Each equa-
tion of the system can have many periodic coefficients that correspond to external
actions. Moreover, all periodic coefficients in each equation have the same pe-
riod. Generally speaking, the external actions of equation (1) are multiplicative.
If, for example, f,(x)=1, then the external action c¢;,(¢) becomes additive.

A method is proposed for solving the following problem. We assume that the
functions x;(¢), x;(¢), and f;(x) in equation (1) are known. It is necessary to
define the following:

1. Determine which coefficients of equation (1) are periodic, which are con-
stant, and which are zero. We assume that equation (1) has at least one coefficient
of each type. At the same time, the number of coefficients of each type is limited
only by the total number of coefficients in the equation, which is m +1.

2. Find the period of the functions p; ().
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3. Find the values of the constant coefficients.
4. Find the form of the functions p; (7).

METHOD
To solve this problem, we will use the following approach. Consider the case
when, in equation (1), ¢;(¢) = const Vj€0,...,m. Then, to find these coefficients,
we can use a system of m+1 linear algebraic equations (SLAE) compiled for
m+1 time points ¢,...,t,,:

X;(19) = cio fo (X(19)) + ¢t /1 (X(29)) + ...+ €4, £ (X(29)),

X (1) = ¢io fo(X(11)) + ¢y [y(X(11) + o+ iy [ (X(21)),

xi (tm) = CiOfO (X(tm )) + Cilﬂ (X(tm )) +..+ cimfm (X(tm ))
The SLAE (2) coefficients can be calculated using the well-known relation [23]:

2

C=A7"B, (3)
where
Cio Jo(x(#)) f1(x(%)) ... [, (X(2))) x; (29)
C= Cil A= Jo(x(#)) fi(x(8))) ... [, (x(8)))  B= x;(#)
Cim Jo(x(@,)) f1(x(2,,)) .. [ (X(2,,)) X (Zy,)

To calculate constant coefficients using formula (3), it is sufficiently to do
the following:

1. Select arbitrary moments of time ¢,,...,Z,, .

2. Form matrix A and vector B for these moments. We assume that matrix
A is not singular.

3. Use formula (3) to obtain vector C.

Note that, since in this case all the c¢;,...,c;,, coefficients are constant, it is

im
sufficiently to perform all the listed above operations for one set of #,...,Z,, .

If at least one of the required coefficients is a function of time ¢, (¢) = var, it

is necessary to find its values at each point in the time interval ¢ €[0;z,]. Using
the procedure described above for some arbitrary set of ¢,...,¢,,, we will obtain

ot m o

some value of coefficient c; (¢) . At the same time, it is not known to which point
in time from the interval [0;z,] this value corresponds. Thus, the function c;(#)

cannot be constructed. As will be shown below, to eliminate this uncertainty
when calculating periodic coefficients using formula (3), it is sufficiently to im-
pose some conditions on the moments of time for which matrix A and vector B
are formed.

Let the time moments for which the SLAE (2) is formed obey the relations:

t1=l‘0+‘c, t2=t0+2T,..., l‘m=t0+m’t; toZO, T>0, l‘mSl‘e (4)
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Theorem. Let equation (1) has constant coefficients and periodic coeffi-
cients with a period of 7 . Additionally, let the SLAE be formed in the form of
equation (2) for the time moments, subject to the conditions (4) and when t=T.
When solving the SLAE using relation (3), we obtain a vector C, which consists
of the values of the periodic coefficients of equation (1) at time ¢, as well as the
values of the constant coefficients of this equation.

Proof. Let us first assume that in equation (1), one of the coefficients, for
example, c;q(¢), is periodic with a period 7 , while the remaining coefficients are

constant. Then the SLAE (2) will take the following form:
x;(tg) = cio(t9) fo (x(29)) + ¢;1 1 (X(£0)) + ..+ i [ (X(1p)),

X () = ¢ (1) fo (X(11)) + i [y (X(#)) + oo+ €y [ (X(8)), 5)

xi (tm) =Cjo (tm )fO (X(tm )) + cilfl (X(tm )) +...+ cimfm (X(tm ))
Let us form a matrix A and vector B to solve system (5). To do this, we
choose the moments of time according to the condition stated in the theorem,

which is condition (4). If at the same time t=7, then, since the function is peri-
odic with a period of T, we get

cio(tg) =cip(t)) =..=cio(ty) (6)

where
tl =t0 +T, tz =t0 +2T,..., tm =t0 +mT.

That is, in the system (5), the periodic coefficient c;,(¢) becomes constant.
Therefore, applying formula (3) to solve SLAE (5) is correct. The resulting vector
of coefficients of the system (5) will include the values of the constant coefficients
of equation (1) and the value of the periodic coefficient at time moments (6).

According to the conditions of the problem, all periodic coefficients of equa-
tion (1) have the same period. Therefore, the above reasoning is valid if equation
(1) has more than one periodic coefficient. That is, when forming the SLAE of the
form (2) and considering relations (4) at t=1T7, all periodic coefficients of equa-
tion (1) will have constant values that correspond to the time moment #;. Then,
by solving the SLAE (2), we can determine these constant values of the periodic
coefficients of equation (1) as well as the values of the constant coefficients of
equation (1). This completes the proof.

Corollary. To separate the desired coefficients into constant and periodic
ones, it is sufficient to form two systems of the form (2) for two values of #;: ¢y,

and ty3, while considering conditions (4). If t=T, 5 #¢, , and |t01 —t02| kT
(k=1.2,...), then when solving these two SLAEs, we obtain the same values for

the constant coefficients in equation (1).

This Corollary was used to construct the identification algorithm described
in the next section. It is also necessary to note an important special case that may
arise with an arbitrary choice of #;, and ¢y, values in the proposed algorithm and
which may lead to incorrectness of results. This situation will be considered in the
Special case section.
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NUMERICAL RESULTS

On the basis of proven Theorem and its Corollary, an algorithm was developed
that can be divided into two stages. At the beginning, we can address the first
three points of the formulated problem. In the second stage, the form of the func-
tions p;;(7) is determined.

To illustrate the method, we used system (7), which was built based on the
well-known Rossler system [24]:

X] ==Xy — X3,
X2 =X — dX2, (7)
X3 = 30 (1) + €33 (1) X3 + €36 (1) %13,

where

d =015, c3()=0.5+0.4sin (%j e33(t) =20, 36 (1) = 5+ 2.55m(%—§j.

As we can see, the third equation of the system has two external actions: an
additive one c;3;(¢) and a multiplicative one c;4(¢). The period of external

actions was taken to be 7 =2.11s. The system was solved over an interval of
100 s with a step size of Az =0.01s. Fig. 1 shows the time series of the variables
in the system (7), and Fig. 2 displays its phase trajectories.

The object of study is the third equation of the system (7). We will identify it

based on the general structure of the form (8), which includes a second-degree
polynomial on the right-hand side:

. 2
X3 =30 (1) + 31 (D)x) + 3 ()% + e33(0) x5 + 34 (D)X] +c35() X1 x5 +

2 2
+C36()x1X3 + 37 () X5 + 35 (1) X X5 + €39 (1) X5 - (8)
6
6_
- 4_
4/
4 2_ r
24
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Fig. 1. Time series of system (7) variables
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X2

o & A M oM~ o

Fig. 2. Phase trajectories of system (7)

The solution to the formulated problem can be significantly simplified if it is
possible to first estimate the period of external actions on the system. This possi-
bility exists, for example, with resonance [25]. In this case, the period of external
action can be estimated based on the period of oscillation of the observed vari-
ables. It is easy to show that for a chaotic system (7) such an approach will not
lead to proper results. Considering that the external actions of this system are in-
cluded in its third equation, then, first of all, these actions can affect the shape of
the function x;(¢). As a result, this function can become periodic. But, as follows
from Fig. 1, this function has no periodicity. Also, the period of external actions
cannot be estimated based on an analysis of the shape of the functions x;(¢) and

X,(t). For example, Fig. 3 shows the time

series x,(t) and v;4(¢), where the latter is the

!l lr' ”“ H1 variable component of the external action

l || | || ”) l“ C36(1) , V36 =2.5sin (2mt/T —w/2). 1t is obvious

. 09 that the quasi-period of a function x,(#) does

not coincide with the period of vs;4(f) and is

V36 not a multiple. Therefore, we cannot

10 2'0 3-0 20 preliminarily estimate the period of external

; actions and thus simplify the solution of the

. . ... problem. Moreover, due to the lack of
Fig. 3. Comparison of oscillation : . .

4 . information about the existence of external
periods of functions vy (1) and x, () periodic action, we may erroneously assume
that the model has only constant coefficients. Such an initial assumption may lead
to the construction of an inadequate model.

In general, the main steps of the first stage of the proposed algorithm in rela-
tion to equation (8) are as follows:

1. We set t,,, form the SLAE (2), and solve it by setting the values of 1
within a certain range of (t,;t,) which presumably includes the desired value of

T . Thus, we obtain the values of all coefficients c¢;; ().

X2, V36
= J.= -‘9 2.2 J.=
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2. Repeat step 1 for ¢, # ¢y, .

3. For each coefficient ¢3;(¢), we find a value t at which

3; =,/(c§j—c§j)2 —> min, )

where ¢} ; and 3 ,; represent the values of the coefficient c;;(#) obtained for #y
and ¢, , respectively.

The calculations were carried out for 7, =0.15s, f¢y, =0.4s, 1, =1.0s,
1, =11.55. The calculation results are shown in Table 1. The first line of Table 1
shows the t values for which relation (9) is satisfied. Since the calculations in-
volve discrete time series instead of continuous functions x;(z), there is a possi-

bility of errors when calculating (9). Therefore, in order to obtain more complete
information for analyzing the results, lines 2—5 of Table 1 show the t values for

which the & i value is closest to zero. As the line number increases, the & i value

also increases.

Table 1. The first line shows the T values at which & j takes on the least values

N The T values calculated for the coefficients of equation (8) at 8 ; — min
30 | () | e3n(0) | e33(0) | c3a(0) | e35(0) | cap(t) | c3g(0) | esg(t) | c30(t)
1| 2.08 | 844 | 2.11 844 | 8.44 2.11 8.78 2.11 844 | 2.11
21 10.10 | 2.11 8.44 | 10.05 | 2.11 844 | 4.16 844 | 2.11 8.44
3| 526 | 422 | 1055 | 10.55 | 4.22 | 1055 | 6.67 | 422 | 10.55 | 1.31
41 10.03 | 10.55 | 422 | 2.11 | 10.55 | 2.05 | 4.06 | 10.55 | 6.33 | 4.22
51 334 | 938 | 4.71 4.22 8.10 | 4.22 5.44 837 | 4.22 542

Based on the data presented in Table 1, the following conclusions can be drawn.

1. In the columns corresponding to the coefficients c3,(2), c3,(¢), c33(¢),
c34(1), c35(t), c37(t), c35(t), c39(t), the predominant values are t=2.11s or
multiples: 4.22s, 6.33s, 8.44s and 10.55s (these values are highlighted in bold
in the table). Based on the corollary of the theorem, it can be argued that these
coefficients are constant. Such regularity is not observed for the coefficients
c30(?) and cy4(¢), suggesting that these coefficients are variable.

2. In addition, we can infer from the table that the search value for the period
of external action is 7 =2.11s, and consequently, 4.225=2T, 6.33s=3T,
8.44s5=4T, 10.555=5T.

The values of the coefficients c% ; and 032 ;» which satisfy relation (9) and

were used to fill the first line of Table 1, are indicated in Table 2. An examination
of these values suggests that equation (8) has only one non-zero constant coeffi-
cient, c33. The final conclusion can be reached after further analysis.

Table 2. Calculated values of the constant coefficients of equation (8)

Coefficients
lo

€3 €32 C33 C34 C35 C37 €38 €39
fo; = 0.155(3.417%107|5.070%107|-20.019|2.399%10°| 6.222*%10 | 3.682*107 |-9.514*10%9.320%107
tyr =0.4s |-2.017%107-5.214%107-20.022|-1.450%107°2.168 *107|2.094*107|3.027*10* |4.599% 10>
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Moreover, it will be possible to answer the fourth point of the formulated
problem, which is to determine the form of the functions c;((¢) and c34(¢) . The

second part of the algorithm is dedicated to solving this problem. With the already
known value of T, the SLAE (2) is formed for #, varying within a certain range.

By solving the SLAE at all points within this range, we can evaluate the values of
all coefficients (both constant and variable) at these specific time intervals. The
time series of certain coefficients, obtained from the calculation for
10 s <1, <30 s, are shown in Fig. 4. In the graphs, the calculated values of the
coefficients are indicated by c5y,c5;,... The graphs in this figure have singulari-
ties, i.e., some points where the values of ¢; differ significantly from neighboring

points. This occurs because the matrix A formed for calculating the coefficients

of Cij» in this case, has a determinant detA — 0.
© (¢ c51(0)
C30(1) 31
6- 2,5,
5 2,04
41 1,51
3] ]
1,04
2] ]
0,54
11 ]
0 I/\/ 0_0_‘ ——— __1__,____._J(r_«l_ I~
-1 : - : . r t -0.5 : ; : . . t
10 15 20 25 30 10 15 20 25 30
a b
c 5 )
c33(1) 36
30
20 -
04 20-
-20+ 15-
-40 10
-60 :
D_
-80 E
-100+ y -104
10 15 20 25 30 10 15 20 25 30 '
c d

Fig. 4. Time series of ¢ (f), ¢;,(f), &(f), ¢4(¢) obtained as a result of the calculation

We also note that, for example, in Fig. 4, b, ¢5; =0 at points where the sin-

gularity does not occur. Here, graphs for some of the coefficients from Table 2
are not shown since all of them, except for c35(¢), have a similar form to Fig. 4,

b. That is, the values of these coefficients are close to zero. This fact confirms the
preliminary assessment based on the data in Table 2, namely:

C3] =C3p =C34 =C35 =C37 = C33 =C39 = 0.
Re-identification of equation (8) using non-zero coefficients c;y(¢), c33(%),

c36(¢) allowed us to obtain the time series, as shown in Fig. 5, a, b, c. Fig. 5, d
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shows the original and identified time series of the c3,(¢) coefficient on the inter-
val 21.2s <t <22.2s.This figure illustrates the proximity of these series, except
for points with a singularity.

(1) c53(0)
-6
1,0 -8
l‘ A -10
0.8 ] '\ 121
14
0,64 -161
-181
0.4 -201
221
0.21 24
0,0+— , , . . t 261 : : ; t
10 15 20 25 30 10 15 20 25 30
a b
c36(0) 30 (1)
91 0,01 C30(0)
8,
0,81 \
7,
64 0,71
5 €30 (1)
0,61
4
3 0,51
21 : ‘ ‘ — ¢t 04+ . : : : .
10 15 20 25 30 212 214 216 218 220 222
c d

Fig. 5. Time series of calculated coefficients: a— ¢ (t); b— c,(f); c— ¢ (¢); d — initial
¢,,(?) and calculated ¢ (f) time series on the interval 21.25 <7 <2225
Fig. 6 shows the time series of errors: Acyy =59 —C39, Acsyz =353 —C33,

Acsyg = 36 — 34, Which allows us to visually estimate the accuracy of identifica-
tion.

SPECIAL CASE

As noted in the Method section, for a certain set of calculation parameters the re-
sult may be incorrect. This situation is possible when a periodic function ¢ (#)

has the period 7' and the following conditions are met

T
¢ (to)) =¢; (tga), t01—t02|=2, (a=23,.). (10)

Let us illustrate the features of the algorithm application in this case with an
example. Let the system (7) have the following parameters:

d=0.15, c3o(t)=l+sin(%), e33(6) =20, exe()=5, T=2s. (11)
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0,2 14
oy | | ” | |\ 13
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-0,51 -g'
0,61— : : : : : : : : :
10 15 20 25 30 10 15 20 25 30
t t
2
1
]
4
-2
-3
-4

10 15 20 25 30
Fig. 6. Time series of errors

The system was solved over an interval of 100 s with a step size of
At =0.01s. Identification was carried out according to the algorithm described

above for ¢, =1s, ty, =2s. The input action graph is shown in Fig. 7. As fol-
lows from (11) and illustrated by the graph, the following relationships hold:

T
c30(fo1) =30 (t2) > [tor —t02| :EZIS )

It can be noted that these

2,01 relationships correspond to conditions
(10). As a result of applying the
1,51 algorithm, the data presented in Table 3

were obtained.

$1.0 An analysis of these data similar to
the analysis of Table 1 may lead us to

0,5 incorrect conclusions.
0.0/ 1. Since all columns of Table 3
’ ‘ . . . contain values t=1,2,..., all the coeffi-

0 2 4 ; 6 8 10 cients are constant.
. . . L 2. We can also mistakenly assume
Fig. 7. Time series of external action in (11) that T =15, and the values 2s.3s,....10s
are multiples.

Obviously, both of these conclusions are incorrect. But this result can be eas-
ily corrected by changing the calculation parameters of the algorithm to violate

the conditions (10). In this case, the value f;,, =2.0ls was used instead of

tp, =2s. That is, the moment of time ¢y, was shifted by 1 step compared to the
previous case. The calculation results are given in Table 4.
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Table 3. The same as in Table 1 for system (7) with parameters (11)

The t values calculated for the coefficients of equation (8) at & ; — min
Ne :

c30(2) | €31(1) | €32(2) | €33(2) | €34(2) | c35(0) | €36(2) | c37(2) | 33(0) | €39(2)

1.00 | 9.00 | 4.00 | 7.00 | 3.00 | 10.00 | 6.07 | 3.00 | 4.00 | 6.00

7.00 | 2.00 | 9.00 | 1.00 | 2.00 | 4.00 | 6.00 | 8.00 | 2.00 | 5.72

9.00 | 10.00 | 8.00 | 6.00 | 10.00 | 8.00 | 2.00 | 4.00 | 9.00 | 5.64

2.00 | 3.00 | 10.00 | 9.00 1.00 | 5.00 | 5.00 | 2.00 | 8.00 | 599

DN B W=

3.00 | 1.00 | 2.00 | 5.00 | 5.00 | 9.00 | 9.00 | 7.00 | 3.42 | 10.00

Table 4. The same as in Table 3 with 7y, =2.01s

The t values calculated for the coefficients of equation (8) at 8_ i min

c30(0) | ¢31(1) | c3p(1) | c33(1) | €34(0) | c35(8) | c36(2) | €37(2) | c35(2) | c39(0)
9.07 | 10.00 | 4.00 6.00 2.00 10.00 | 2.00 8.00 4.00 6.00

249 | 2.00 | 10.00 | 2.00 | 10.00 | 4.00 | 6.00 & 4.00 | 7.65 | 6.10
947 | 451 | 800 | 840 | 750 | 8.00 | 8.00 | 2.00 | 2.00 | 8.53
572 | 484 | 2.00 | 897 | 8.00 | 2.00 | 4.00 | 10.00 | 8.00 | 5.67
058 | 800 | 6.00 | 800 | 400 | 2.28 | 10.00 | 6.00 | 10.00 | 10.00

DN |W[IN|—

The data in Table 4 already allow us to draw the correct conclusions.

1. In the identified equation, the coefficient c3, is periodic, the other coeffi-
cients are constant.

2. The function c;y(¢) has a period 7 =2s and the values 4s, 65, 8s,10s
are multiples.

It should be noted that in a real study, repeating the identification with
changed ¢, is not mandatory to obtain the correct result. It is sufficient to apply
the last stage of the algorithm based on the data in Table 3, namely, to try to ob-
tain the form of the input action with already known possible values of 7 . For
this purpose, the SLAE (2) is formed taking into account the conditions (6) for ¢,
varying within a certain range. By solving the SLAE at all points within this
range, we can evaluate the values of ¢;; coefficients for all these points. Thus, we
obtain the function ¢; (7).

On the contrary, when conditions (10) are met, the condition
c;j(tg) =c¢;(t) =...=¢;(t,) is met only for specific #,. If we choose T'=1s,
then, for example, at 7, =0s we will get according to (6) t; =1s. As it is seen
from Fig. 7, c37(0s)=c3(ls). However, at #, =0.5s we will get ¢, =1.5s and
c30(0.55) # c30(1.5s) . Thus, we cannot construct a function ¢;(7) for all ¢,
within a given time interval.

This feature becomes apparent when we perform the second stage of the al-
gorithm. Time series of all coefficients at 7 =1s were calculated. Two of them

are shown in Fig. 8, a and 8, b. For comparison, Fig. 8, ¢ and 8, d show the graphs
obtained for the same functions, but at 7 =2s . The choice of the correct 7' value

when considering these four graphs is obvious.
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Fig. 8 Time series of calculated coefficients ¢, () and ¢, (f): aand b for T = 15 ; cand
dforT7 =2s

CONCLUSIONS

The proven theorem and its corollary make it possible to solve the inverse prob-
lem with many unknowns. Such unknowns can be the number and values of con-
stant ODE coefficients, the number, period and forms of external actions. The
latter can be both additive and multiplicative. The number of external actions in
each equation of the system is unlimited. The only restriction is that all the exter-
nal actions in each equation must have the same period. The method allows us to
detect unknown periodic actions that cannot be identified based on the form of
observed variables.

To solve the formulated problem, it is not necessary to know in advance
which coefficients in the ODE system’s equations are variables, constants, or ze-
ros. To use proposed method for solving formulated problem it is sufficiently to
have time series of observed variables.
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IIEHTA®IKAINIA  HEJIHIMHUX CUCTEM 3  TEPIOJWYHUMMU
3OBHIIIHIMHU AISIMU (Yactuna I) / B.I'. 'oponenpkuit

AHorauisi. Posrmsinyto mpoGremy ineHtudikarii HeliHIHHUX CHCTEM 3 Hepiomuy-
HUMH 30BHIIIHIMHA AisiMu. KinbKicTh Takux Iiil y cuctemi He oOMexeHa, 1 Imi Iii Mo-
JKyTh OyTH SK aIUTHBHUMH, TaK 1 MyJIbTHIUTIKATUBHUMU. {7151 00UMCIIEHHS HEBiO-
MHX KOe(ili€eHTIB PiBHSIHb BUKOPHUCTAHO YacOBI PSAM CIOCTEPEKYBAaHUX 3MIHHUX
cucremu. JloBeneHa TeopeMa J03BOJISIE PO3AUINTH HEBIIOMI KOE(IIIEHTH CHCTEMH
Ha 3MiHHI Ta cTai. 3aIpoIOHOBaHa OOYNCIIOBATBHA NIPOLEAYpa 103BOJISIE YHUKHY-
TH MOXJIMBUX HMOMMJIOK, CIIPUYMHEHHX IUCKPETHICTIO CIIOCTEPE)XYyBaHHX YaCOBHX
psniB. Inentudikaniro HyIpOBHX KOe(illieHTIB BUKOHAHO JBOMA CIIOCOOAMH, IO
BUKJIIOYA€ IOMHIIKOBE OOHYJICHHS WICHIB PiBHAHb. MeTOZ 1IFOCTPOBAHO YMCIOBUM
OPUKIIAIOM igeHTHiKaLil Xa0TUYHOT CUCTEMH 3 NePIOANYHUMHE 30BHIIIHIMH TisIMH.

Kiouosi cioBa: izenTudikarmis, 3BudaiiHe nTudepeHniaibHe PiBHAHHSA, 30BHIIIHS
Iist, epioAuYHIN Koe(illieHT, CTamiid KoeilieHT.
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FAIRNESS OF 2D COROTATIONAL BEAM SPLINE
AS COMPARED WITH GEOMETRICALLY
NONLINEAR ELASTIC BEAM

I. ORYNYAK, P. YABLONSKYI, D. KOLTSOV, O. CHERTOV, R. MAZURYK

Abstract. The goal of this paper is to further investigate the properties and advan-
tages of corotational beam spline, CBS, as suggested recently. Emphasis is placed
on the relatively simple task of drawing the spline between two endpoints with pre-
scribed tangents. In the capacity of “goodness” of spline, the well-known notion of
“fairness” is chosen, which presents itself as the integral from the squared curvature
of spline over its length and originates from the elastic beam theory as the minimum
of energy of deformation. The comparison is performed with possible variants of the
cubic Bezier curve, BC, and geometrically nonlinear beam, GNB, with varying
lengths. It was shown that CBS was much more effective than BC, where any at-
tempt to provide better fairness of BC by varying the distances from endpoints to
two intermediate points generally leads to lower fairness results than CBS. On the
other hand, GNB, or in other words, the elastica curve, can give slightly better val-
ues of fairness for optimal lengths of the inserted beam. It can be explained by the
more sophisticated scientific background of GNB, which employs 6 degrees of free-
dom in each section, compared with CBS, which operates only by 4 DoF.

Keywords: corotational beam spline, geometrically nonlinear beam, 2D, Bezier
curve, fairness, transfer matrix method.

INTRODUCTION

In this paper we analyze the aesthetical quality, or in other words the fairness of
the newly proposed Corotational Beam Spline, CBS [1]. For a few examples, we
will also compare the CBS results with those obtained by an accurate Geometri-
cally Nonlinear Beam, GNB, approach [2]. It is done intentionally because some-
times there is confusion as to the difference between the real beam and the beam
splines. For the case of small displacements, both approaches are the same — we
mean cases of explicit presentation y = y(x), where for example, y is the verti-

cal coordinate of the point, and x is the horizontal one. Yet in the case of large
displacements GNB operates by 6 parameters and presents itself as the solution of
the differential equation of the 6™ order, whereas the explicit beam spline is al-
ways the solution of the 4™ order equation.

Historically, the beams have generated splines both as technical tools ini-
tially, and later as the mathematical model [3]. For many years, starting from
early AD Roman times the elastic beams (long and thin strips of wood) have been
used by draftsmen to fair in a smooth curve between specified points for ship-
building [4]. Mathematical cubic spline approximation in its present form was
suggested in 1957 by Holladay [5]. He noted that for curves with modest slopes,
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the cubic spline became identical to the bending of a straight beam. The latter op-
erates by four degrees of freedom — displacement, angle of rotation (first deriva-
tive), bending moment (second one), and transverse force (third one). To apply
the beam spline the positions of consecutive points should be known and one ad-
ditional boundary condition should be specified at each end. The beam spine is
called the natural one if the second derivative is taken as zero. In beam theory,
this corresponds to simply supported end, when displacement is fixed, and mo-
ment is zero.

The language and technique of the beam theory were fruitfully employed
later. Mention only a few ideas. First of all, in analogy to beam the different end
conditions can be considered [3; 6]. They are: free end conditions, when second
and third derivatives (moment and force) are equal to zero and the position is un-
known; the clamped one, when the position and angle (first derivative) are pre-
scribed; zero force condition (third derivative is additionally equal to zero). An-
other finding of the beam theory is the employment of the tensed beam model to
use in beam spline — this is to make the spline straighter [7] at the expense of in-
creased curvature at the prescribed positions (control points). Instead of the 3™-
order polynomial the 1%-order polynomial and two exponential functions,
exp(i kx), are used, where coefficient k£ is proportional to the square root of the

prescribed axial force (used in addition to the usual transversal one) [8]. Note, that
if £k — 0 we get the usual beam spline. Also note, that 4 parameters tensed beam
model is a simplification of 6 parameters planar beam problem (analog of the
elastica).

Mention some additional beam features suggested during the “golden age”
of the beam domination in the spline development. Very effective is the applica-
tion of the beam on the elastic support model instead of the usual rigid ones,
where the curve was suspended by springs attached to its control points for
smoothing the errors of measurements [9]. The spring stiffness controls how
closely the beam interpolates these points [10]. Asker [11] introduces several ap-
proaches to overcome wiggles [12]. The variable beam stiffness is in a piecewise
constant fashion and in a piecewise linear fashion, which allows to change locally
the spline behavior while keeping the same control points. As noted in [12] these
methods are equivalent to the weighted spline of Salkauskas [13].

The main drawback of ‘classical’ beam splines is that they are suitable only
for interpolation to plane curves, which turn through an angle of less than 180°
[14]. The reason is the explicit presentation of the form y = f(x), which is axis
dependent and is not able to represent multiple-valued functions, and cannot be
used where a constraint involves an infinite derivative [15].

So, generally, for any geometry, the implicit representations of the form
f(x,y)=0, and parametrical representation of the form y = f(¢) and x=g(¢),
where ¢ is an additional parameter, are used for curve splines [15]. As to beam
splines in particular, Ferguson [16] introduces the parametric cubic spline curve
by applying the cubic spline function for each coordinate by employing the inde-
pendent curve parameter ¢, by prescribing for each consequent vector point
(x,y) the non-decreasing value of parameter ¢. Their drawback is in the arbi-
trariness of the parameter 7, the choice of which leads to different configurations
[17], especially in smoothing the sharp corners [18], or in general, in case of large
curvature [19]. Of course, it can be ‘repaired’ by imposing the additional re-
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quirement to transverse force (third derivative), by changing the positions of cor-
ner points [18], but it implies additional complications. So, the parametric beam
spline is rarely used nowadays.

Very popular now are splines based on Bezier curves, B-splines, and
NURBS [15]. Their peculiarities are that they are formed by special polynomial
or rational functions, and the sum of them in each control point is equal to 1. Oth-
er kinds of curves are used very often, too [19; 20]. Nevertheless, despite of pre-
sent less usability, the cubic beam splines have tremendous historical significance
and a large impact on the development of the spline theory. We can formulate, at
least, three of their salient contributions.

1. The quantitative notion of the curve aesthetic measure or ‘fairness’. The
number of curves passing through a set of points is infinite, thus the interpolation
problem is by nature ill-posed [21]. So convenient criteria for the best curve must
be formulated. Of course, the notion of a fair curve appeared long before the ori-
gin of cubic beam spline, and various qualitative formulations were abundantly
employed in literature [12; 21]. However, the first mathematically exact definition
was based on the analogy with the elastic beam theory, where the energy of de-
formation E is given by expression [5; 8]:

E=[ 0, (1)

where « is the curvature, / is an element of length, and L is the length. So, the
curve is deemed to be the best, if it provides the minimum of energy E . In the
context of CAD, this integral becomes one of the standard criteria for the fairness
of a planar spline curve [22]. Note, that cubic splines give the minimum energy
only in case of small deflections.

The expression (1) for the energy E very often is supplemented by other
components, which also have the ‘beam’ origin. For example, for a 3D beam, it is
common to introduce the ‘stretch’ energy, which is proportional to the
‘elongation’ of the beam and is the integral from the squared first derivative, or
the ‘twist’ energy, which is found as the integral from the squared third derivative
(rotation of the beam) [23]. For approximation spline, the control points are often
considered as the springs [10], and the extension or compression of which makes
the additional contribution to the elastic energy. So, an additional term for each
“spring’ (control) point is considered, which is proportional to the squared
difference between the position of the spring and smoothened points [24]. Such
curves are named minimal energy curves, MEC, [12].

Of course, the beam-based energy criteria are not unique mathematical for-
mulations for defining the best curve. Other formulations are widely used, too, but
they were either inspired by the energy criteria analogy or emerged as a result of
the drawback of MEC for the best curve construction. Explain this. When the
length of the spline is not restricted, the best MEC (mathematically) may be at-
tained for the spline of infinite length and minimal curvature [25].

So, in general, MEC does not correspond to the common requirement of
Farin [26], that a curve’s curvature plot must be almost piecewise linear, continu-
ous, and with only a small number of segments. So, a different functional, which
satisfies Farin’s criteria, the so-called minimum variation curve, MVC, was pro-

posed in [12]. Instead of K2 (/) in functional (1) the square of the derivative of
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dx(l)

2
/ j is used. In contrast to the MEC which bends as /ittle as possi-

curvature (

ble, the MVC bends as uniformly or as smoothly as possible [12]. Yet the MVC
has no clear physical sense, it is not as flexible as the MEC to account for other
constraints, for example, for the required proximity to the control points at ap-
proximation.

So, the MEC are still widely used in the usual continuous [22] or discrete
form [27], where the energy is accounted for integrally in the control points as the
sum of squared angular misalignments. The minimization of functional can give
an aesthetically pleasant curve, which is stable for relatively slowly changing an-
gles between neighboring control points. Very often the energy minimization is
applied as a polishing tool for curves, which are derived by other kinds of splines.
For example, in many works, energy minimization is applied to Bezier curves
[28; 29], cubic spline curves [30], biarck splines [31], B-splines [32], for Hermite
splines [33], and many others.

2. Development of the technique of construction of elastica and promotion
of its popularity. The notion of elastica originated at the end of the 17" century
due to the efforts of the Bernoulli brothers [34]. The elastica is the free-form de-
formation of the elastic beam, whose shape is such that its squared curvature (1)
was minimized. It was an interesting mathematical task, and many famous scien-
tists contributed to its solution and application to different problems, to mention
only Euler, Laplace, Kirchhoff, Max Born, Love, etc [34].

The practical resurrection of interest in elastica originated in the works of
Schoenberg [34] in 1946, where the spline was defined as a variational problem
that minimizes the functional (1) but makes the small-deflection approximation.
The basic shortcoming of the works of Schoenberg and Holliday [34] was under-
lined by Birkhoff and de Boor in 1965 [35], where it was noted that linearized
interpolation schemes are not invariant under rigid rotation. So, they suggested
replacing linearized spline curves with non-linear splines (or “elastica”). Further-
more, they obtained the differential equation for curvature functions w(/), which

satisfy to minimum energy requirement (1):
. ]
k() + 51(3 =0. (2)

This curve was treated as a free elastic curve as it refers to a planar elastic
curve without length constraints. This result was extended in work [36], where it
was shown that equation (2) can be applied for segmented curvature function with
natural end conditions that pass through a prescribed set of control points. Other
generalization of these results consists in the justification of the validity of equa-
tion (2) when the end conditions are given in the form of prescribed tangents [37].

Based on these general results the various algorithms of elastica construction
were proposed. The first work on the numerical construction of elastica was pro-
posed by Glass in [38], where the discrete points on the curve were specified it-
eratively. Technically this algorithm was later improved by Malcolm [39].
Mehlum [40] used circular arc approximation of arbitrary precision. Mehlum uses
these methods in the Autokon system for curve and surface design, which became
the first commercial CAD software, and underlined the tight relation between
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free-form shape representations and physically inspired mathematical functions
[41]. Another technique of nonlinear spline construction was suggested in [22],
where the looking for function is presented as a piecewise polynomial curvature
function.

Among the many early works on nonlinear elastica, we see the work of Horn
[42], where it was carefully studied a specific MEC segment, defined by two
points on a baseline with a vertical tangent constraint specified at each point. The
approach consists of a presentation of the looking-for curve as a set of circular
arcs with a minimization of energy. Starting from one arc, then two or more arcs
up to sixty-four were considered, while the resulting curve resembles a croquet
hoop. The resulting energy was as small as 0.913953% of the semicircle. Then the
elliptical curve with minimal energy was constructed and energy was equal to
93.42% of the semicircle, and for the Cornu spiral the energy was as low as
0.9178%. Then Horn computes closed-form expressions for the energy, arc
length, and maximum curvature of his subject curve and the lowest value is equal
to 0.913893. MEC has at least two principal shortcomings: the first cause it to fail
a very desirable property for splines such as roundness [21], and another one, is
that energy depends on an unspecified length of elastica. So, in the works of Kal-
lay [43; 44] the theoretical substantiation and numerical method are elaborated for
computing that shape, given the positions and directions of the endpoints and the
total length. In this case, the notion of energy and the goal of optimization be-
come clearer and are related to the fixed length. In work [45] the elastica is con-
structed by the elastic curve segments which are expressed in a closed form via
the elliptic functions. The method depends on the good initial guess for the ap-
proximating curve with subsequent application of gradient-driven optimization.

On the other hand, the analytical solution for Euler’s Elastica motivated
within the structural mechanical community the development and application of
one-dimensional theories for the deformation of elastic slender bodies [46] and
especially the elaboration of the comprehensive and efficient numerical formula-
tion [47]. Geometrically nonlinear computational models of the beam under finite
rotation are obtained from three basic approaches: total Lagrangian, updated La-
grangian, and Co-rotational [47]. It is beyond the goal of the paper to discern
them in detail.

We only mention that technically they often are reduced to solution by the
transfer matrix method, TMM, either within the Lagrangian approach [48] or in
the corotational formulation [49]. The transfer matrix, which relates the set of
governing parameters at any point of the element including its end with those at
the beginning of the element, is called the field transfer matrix, FTM. It is derived
by the solution of physical differential equations. The continuity relations be-
tween the parameters of two neighboring elements at the border between them are
given by the point transfer matrix, PTM. Sometimes the method is called in litera-
ture as a method of initial parameters [50]. The transfer matrix method is a very
effective tool, which allows to eliminate the intermediate unknowns of inner ele-
ments, thus while keeping a large number of degrees of freedom, technically it
reduces the ultimate matrix to the size determined only by the number of real
points [51].

3. Employment of local coordinates system for each element. In structural
mechanics, this approach is called a corotational approach [52; 53]. Here, the total
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configuration of a beam is presented as the sum of two components: straight ele-
ments position and pure deformational displacement of points. The deformation is
measured from a rotating frame attached to the straight element, and linearized
formulation solutions are employed in the numeric incremental procedure. The
nonlinearity is accounted for by the rotation matrix between the elements. So, the
discontinuous angles of rotation between elements are the key parameters of the
corotational scheme. Note that the geometrically nonlinear beam model of work
[2] is the enhanced corotational approach, where the reference geometry is part of
a circle and already contains build-in deformation (basic solution), which is sup-
plemented by smoothing solution derived by integration of governing linear dif-
ferential equations written in curvilinear (polar) coordinates.

Within the computer graphics world, the looking for curves are usually pre-
sented as continuous ones at every stage (iteration) of computation. The only
known exception is the Fowler—Wilson method [54], which was based on usual
cubic beam splines in a local two-dimensional coordinate system. The Fowler-
Wilson scheme is a transition from the explicit presentation of spline y = f(x) to

the implicit one g(x,y)=0. It was very popular till the beginning of the 21st cen-

tury and was used in many industries around the world [55]. So, initially, the
spline is given by a set of straight sections, which determine the tangent vector
and normal vector. Local sections of the spline are calculated along the normal to
the section. The main requirement is to provide the continuity of slope and curva-
ture at the borders between points. The nonlinear equations of continuity are ob-
tained and iteratively solved.

Now return to the goal of this paper. The corotational beam spline of our
work [1], among other ideas, uses the idea of straight initial sections drawn be-
tween control points, which determine the local system of coordinates. So, the
purpose of splines is to smooth out the so-called misalignment (gap) angles. This
resembles the idea of Fowler—Wilson. As to the task of interpolation, the main
differences in our work [1] consist of two peculiarities. First, from the very be-
ginning, our spline is constructed in a linearized statement, which is usual for the
theory of beam:

tgO~sin0~0, (3)

where 6 is the calculated angle of rotation, this noticeably simplifies the calcula-
tions [56; 57]. Second, to suppress the errors induced by (3) we introduce the no-
tion of auxiliary ‘imaginary’ points. So, we consider that control points are of two
kinds. Points of the first kind are of the real kind, where the outer constraints are
explicitly given. Points of the second kind are imaginary ones, which are arbitrar-
ily placed between the real ones, their positions are not specified and naturally
refined during the calculation process. They are intended to: a) make the length of
the straight section approximately equal to the length of the spline section; b) de-
crease the maximal calculated angle 6 within each section to provide better accu-
racy of (3). Another enhancement of the method is of technical significance and
consists of the employment of the transfer matrix method, which allows keeping
the resulting matrix for spline with imaginary points of the same dimension as
without them. Besides, the geometrically exact definition of curvature is used.
The goal of the paper is to analyze the aesthetical quality or energy (1) of the
CBS and compare it with GNB for example a simple task defined by two end-
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points with a tangent constraint specified at each point. This choice is taken be-
cause: 1) similar tasks were considered in old theoretical investigations of elastica
[42; 44]; 2) the fairness of such curve can be easily assessed visually; 3) it is a
practical task for thin deformable wire held at each end by a robotic gripper [58]
and for applications of robotic hot-blade cutting [45; 59].

THEORETICAL FOUNDATION OF CBS AND GNB

Short introduction to CBS

Note, that very simplified logic, designations, and equations of more general pa-
per [60] are outlined here. The main reason for simplification is that here we con-
sider only the task of interpolation, so many enhancements related to consistency
with the task of approximation will be omitted. Note, that the solution process is
organized according to the transfer matrix method, TMM, methodology.

Let we have enumerated consequently both the exactly measured (real)
points and the inserted between them (in any number) imaginary points,
4,(X,,.Y,), where m is the point number, and X,,, Y,, are their Cartesian co-

ordinates in the absolute coordinate system. Usually, we do not discern between
them and name them as the control points, because referring to the transfer matrix
method, TMM, the field transfer matrix, FTM, is the same for any element placed
between any two neighboring points. The difference exists only for the point
transfer matrix, PTM, and depends on whether the considered point is a real or
imaginary one. So, in this case, the points will be discerned by using the addi-
tional lower indexes: “r” for real points, and “i” for imaginary ones. For example,

4,,, means that point 4,, is the real, and 4, ; is the imaginary one.

€9y
1

Connect the consequent points A4, by straight lines and get the open or
closed polygon. Consider the particular straight beam section, named as m sec-
tion, which is placed between control points 4,,,, and 4,,, Fig 1. Introduce the

notion of iteration number, k. The real points retain the same position at each
iteration; however, the imaginary points change their position. Furthermore, the
algorithm envisages that new imaginary points might be inserted during the itera-
tion process. This is controlled by the maximal value of calculated angle 0, as to

condition (3). If the angle is large enough, say, larger than %, we insert a new

imaginary point. This provides the accuracy as to (3) within 0.2%. So, the inser-
tion of a new imaginary point may change the general enumeration. Thus, the
numeration is iteration dependent, and control points should be presented as

A,i‘; (X k Yk ), where k is the iteration number. Nevertheless, in most cases, the

m>=m

upper index k& will be omitted.

The vectorial length of each beam section is designated as fm :
im:;im-kl_"_éim:(Xm+l_Xm);+(Ym+l_Ym)j' (4)
For each straight section introduce the local coordinate system (s,,,w,, ) and

basic vectors 7,, and 7, . The tangent local vector ¢, , is derived from (4):
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1

!
~

~
Il
5

=a,i+b,j,

~

3
[

m‘

where

] = 1 = X = X, + (G = Y0

The normal vector 7,, is perpendicular to 7,, and rotated clockwise concern-
ing it, Fig 1. Local coordinate system (s,w ) is related to the basic vectors, where
s 1s counted from Zlm in the direction of 7 , and w is directed as 7 . Vector n,,
is presented as:

N, =Cyul +d,j,

where

¢, | (cos(-n/2) —sin(-n/2)\(a,| (0 1) a,
d, ) \sin(-n/2) cos(-n/2) \b,) (-1 O\b, )

Vi1
Fig. 1. The global cartesian vectors and local corotational basis for each element

Important in the model is the misalignment angle between two adjacent
straight beam sections: m and m—1, denoted as v, , Fig. 1. It is counted clock-

wise from vector 7, ; to vector 7,,. The angle of misalignment v,,_; is found
from the scalar and vector products of these two vectors:
sin (\Vm) = ;m—l * Zm , COS (\Vm) = ;m—l ’ E.m : (5)

Application of both rules is needed to establish the correct angle quadrant.
Now describe the calculation model. Consider the simplest beam model for
an initially straight beam. Each straight beam section is characterized by the vec-

tor of state Z (s), which is formed by 4 scalar functions of length coordinate s :
Z(s) = column {I (s); 6(s); M (s); O(s)},

where following the beam traditions we operate by four physical values: W (s) is
displacement directed along the local normal vector 7 ; 6(s) is the angle of (de-
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formational) rotation of the beam axis concerning initial vector 7, directed
clockwise; M (s) is the bending moment; Q(s) is the transverse force. The direc-

tion of the two latter parameters is chosen so, that the following differential de-
pendencies between all parameters are positive [1]:
dw(s) _ 0(s): do(s) M(s) dM(s)
ds © o ds EI ° ds

where EI is the constant of the beam, taken below as 1. The solution of the sys-
tem (6) can be presented in matrix form suitable for the application of TMM:

Z (N =[p: (N Z,0) » (7)

where Zo =Z(s=0) is the vector of state in the initial point of the section con-

0(s); %:o, 6)

sidered, and the coefficients of the transfer matrix are the following:

_ _—
1 s 5 5
2 6
S2

[P ;D]I=|0 1 = >0
00 1 =

100 0 1]

Note, that equations (7) can give the values of each parameter at the end-
point of each element through the initial parameters at this element by letting
s=1,,1e.

Zw )= Z ) =i ;U Z o)

where lower indexes “0” and “1” mean the beginning and the end of a section,
correspondently.

To formulate the calculation scheme, we need to supplement the FTM (7)
with PTM equations, which relate the vector of state at the border between the
end of the previous and the beginning of the next sections. For real control point,
we have the following PTM relations:

Wino =Wn-115 )
0.0 =011 =V » )
My o=My 1y, (10)
0o =Om11 + Lo (11)
Wio=0. (12)

Here P, is an unknown force in the beam support (real control point). Gen-

erally speaking, this force is determined from condition (11), or put more cor-
rectly, the introduction of additional unknown P, requires one additional condi-

tion (12). When compiling the system of governing the equation (11) (and
unknown P, ) is not used. Condition (8) means that displacement (deviation of
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position from the initial straight line) should be the same. Condition (9) is to pro-
vide the tangent continuity of the deformed contour, where the deformational an-
gles compensate for the initial misalignment angle. Condition (10) is the equality
of approximate beam curvatures. Condition (12) requires that the position of the
considered control point should not change during the iteration, i.e., it is fixed.

The point transfer matrix in the case of the imaginary point is slightly differ-
ent. They require continuity up to 3™ order, i.e., including the transverse force. So,
we have:

/4

m,0 =W,

m—1,1»
em,O = emfl,l Vs
Mm,o = M

m-1,1>

On.0 =On-11 -
Or in matrix form
(Zn0) =111 Zy1) + Coi»

where é,-:
ém,i = column{0;—vy,,;0;0} .

In this case, the PTM does not contain any additional unknowns.

Let’s go to the organization of the calculation process by TMM. It is conven-
ient to start with an introduction of four unknown parameters for both the begin-
ning and end of each element. It means we have 8 unknowns for each element. If
the number of elements is M , then the number of unknowns is 8- M . There are 4
FTM equations for each element, thus at the whole, there are 4-M FTM equa-
tions. On the other hand, there are M —1 borders between elements for open pol-
ygon, for which 4(M - 1) PTM can be written. So, for an open polygon, 8- M —4

equations should be supplemented by 2+2 boundary conditions on each boundary.
One of them is the condition of zero displacement, while another is either the re-
quirement to the angle value, or requirement to curvature (moment), or to trans-
verse force. When the contour (polygon) is closed we have no boundary condi-
tions, but instead, one additional PTM (four conditions) is to be written at the
point where the last section meets the first one.

At first glance, accounting for possibly a large number of imaginary points
in this CBS technique requires too many unknowns and can be very slow. First,
show that imaginary points and related unknowns actually can be removed from
consideration. Consider two adjacent sections which are separated by imaginary
points. According to the procedure of elimination [51] write three transfer ma-
trixes between them:

(Zm,l) :[pi,j(lm)](zm,O)a (13)
(Zm+l,0) = [1](Zm,l) + ém,i ) (14)
Zst) =21 G DN i 0) (15)
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Substituting (14) into (15) and later (13) in the resulting equation we for-
mally can get the matrix equation:

Zpi1r) =Pi Uit )N Z,y 1)+ Dy i (16)

where elements of matrix p; ;(/

mt1-ln) » and free terms vector D

are easily

m,i
calculated from (13)—(15). The matrix equation (16) is FTM for the combined
element, which starts at the point ;lm and ends at point Zm 47, thus eliminating

the imaginary point Zm +1- So, two FTM and one PTM are substituted by one
FTM. Second, for the remaining real points the number of unknowns can be reduced
to unknown moments in them only, as it is usually given in the textbooks [8].

Note, that calculated values of Mc have dimension of curvature and the
meaning of curvature in beam theory formulation. Yet they are not exact geomet-
rical curvatures. So, the additional procedure of refining the values of curvature
based on exact differential geometry formulation was established in [1] and will
be used in the presentation of the results.

Main equations of GNB

The principal distinction of GNB from spline is that it operates by a real object
with real properties and, especially it has a given length, L. In calculations, it is
broken into a necessary number of elements. For each element, m , the notions of
the Basic, Em (s), and Smoothing, §m (s), solutions are introduced [2; 61], where
s is a curvilinear abscissa of any point of element. Then, the looking for Ultimate

solution, U* (s), is the sum of these two constituents:

Uk =gk 4 k. (17)

Here the upper index & means the iteration number. So, as follows from
presentation (17) the basic solution is a result of the previous iteration i —1. Note,
that, where possible, the lower and upper indexes m and k& will be omitted.

The main aim of the basic solution, BS, is to principally account for all non-
linearities, while the smoothing solution, SS, is a linearized analytical correction
to BS. Another purpose of BS is that it gives the system of local curvilinear coor-
dinates and directions concerning which the SS is derived. On the other hand, BS

is permanently refined from iteration to iteration as a result of accounting for the
present SS. New BS is refined according to the following rule:

B¥ =B+ g. 5%, (18)
where g, 0< g <1 is the so-called retardation coefficient, which restricts the ab-

solute change of BS and accounts for whether the process of solution is conver-
gent (m can be increased) or divergent (m should be decreased). The rule (18) is
schematic because not all components of SS are used in BS. For the 2D case, BS

geometrically presents itself the part of a perfect circle, the radius of which R,’; ,
(or curvature Kfn =1/ R,],Z) and current length I,ﬁ are related with basic (embedded
in) bending moment and axial force [61].

SS solution is formulated for each element in the local curvilinear system of
coordinates, Fig. 2. It operates by six governing parameters, as opposed to a
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straight beam (cubic spline). They are: two force parameters — transverse force Q

and axial force N, bending moment M , angle of rotation 6, and two displace-
ment parameters — normal one w, and tangential one u. These parameters are
related by six differential equations:

dQ N_, dN _Q_, aM
Rdy R " Rddp R ' Rdd

do _M' du W N dw+u
Rdd EI’ Rddp R EF’ Rdd R

In the subsequent application below we will not consider the action of outer

. . .. 1
distributed forces P, and P, and neglect the axial elongation, i.e., take E =0.

N+AN

Q+AQ
M M+AM

Fig. 2. General scheme of 2D curvilinear beam

The general solution of (5) for SS can be presented in the form suitable for
the application of TMM [61], and schematically is given below. For FTM it can
be written as [61]:

(Zn($) =[P1 (N Zp0)
where elements of matrix p; ;(s) are the solution of the differential equations (5),

and the vector of state in any point s is:
Z(s) = column {w(s);u(s);0(s); M (5); O(s), N (5)} .
For PTM a similar equation can be written [61]:
(Z0)=UH1(Zyy 1)+ G-

In this case, the matrix [H ] is not an identity matrix, due to the vectorial es-
sence of two force and two displacement parameters and different local vectorial

basis used. As to the vector of free terms C’m,i ,

to the discontinuity of the basic solution (so-called gaps [61]). Note that the GNB
approach requires three boundary conditions at each end of the beam.

The aim of this short introduction to GNB is twofold. First, to show that the
technical solution of GNB can be similarly organized by TMM, with formal
elimination of all points (sections) that do not contain the real constraints. Second,
the variety of tools and possibilities of GNB analysis by numerical TMM is much
richer than in the traditional elastica approach. Hint the few possible

its all components are nonzero due
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opportunities. If one wants to make the solution “more tensed”, it can be very
easily done by introducing the normal pressure P,. To “tense” or to “relax” the

particular section it needs to increase or decrease the bending stiffness EI, or to
make it variable. The length of particular sections or the beam as a whole can be
controlled by axial stiffness EF .

Calculated curvatures in each curved section are presented as the sum of basic

curvature (constant) and those induced by calculated bending moment M ,l; (s):

b

k
K, (s)=—
()= 2t

Four points-based Bezier spline

Consider set of four consequent control points A4(X,Y]), 4,(X,,15),
A3(X3,Y3), A4(X,4,Y,), or in vectorial form:

A, =X, i+Y,j; m=12,34.

They can be used for the construction of a third-order Bezier curve,
P(x,y) [15]:

4 4
P(x,y)=Pi+P,j=i-3 X, -K,O)+] -3 Y, K, (1); 0<r<1,
m=l m=1
where K, () are the Bernstein’s functions
KO =01-17, K0t)=3t1-1)?, K5(t)=3>(1~1), K;(0)=0.
Bezier splines have the following properties [15], important to our task:

1. The first and last points on the curve are coincident with the first and last
points of the control polygon.

2. The tangent vectors at the ends of the curve have the same direction as the
first and last polygon spans, respectively.

So, our subsequent task is to construct a spline, which starts in point Z§1 at

the angle ¢, with a horizontal axis and ends in point Ez directed at angle ¢, .
Introduce the unitary tangent vectors 1; and M, in these boundary points. They
can be written as:

Ny =1 -cosQ+ j-sinQ; 7, =1 -cos@,+ j-sing,.
So, four consequent points of cubic Bezier splines can be chosen as follows:
A =By, A44=B,, Ay—4 =Dy Wy; Ay—4y=D, W,
where D is an absolute distance from point ;12 to point ;11, and D, from ;14 to
point A;.
Our next task is to obtain the element of length in each point, ds(¢), and the

curvature K(t). According to differential geometry rules, we can write:
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ds =J(P)? +(P))?dt, ()= R'F - PR

These expressions will be used in the calculation of the Brazier spline quality.

EXAMPLES OF CALCULATION

Several similar problems will be calculated and compared here. In some cases, the
well-known Bezier curve will be used too. We will consider the relatively simple
task, which is defined by two endpoints with a tangent constraint specified at each
endpoint.

Example task 1

First point B, is placed in point (X =0,Y =0), second point B, has coordinates
(X =150,Y =0), the tangent in point B, is directed vertically, i.e., the angle (in
the clockwise direction) with the horizontal axis is equal —90°, and in point B,
the angle is equal to 90°. It is the famous Horn task [42], which has demonstrated
that minimization of energy is not always a solution for the best curve, and
eventually led to the appearance of other criteria, say minimization of squared
derivative from curvature [12].

Intuitively, the best curve is the semi-circle of diameter equal to 150. Its

length, L, is L, =n%=235.62. Calculate the quality (energy) of the ideal

2
2 J M50 0.041888.

150

Construct the splines according to different techniques, Fig. 3. Designation
BZ 110 relates to the Bezier spline, where two intermediate points on the pre-
scribed tangent are placed at a distance of 110 from either endpoint. Similarly, the
BZ 115.5 curve employs one point on distance 115.5 on each tangent. GNB
depends on the prescribed length of the beam, so the designation GNB 230 means
that the length of the beam is equal to 230. Many variants of BZ spline and GNB
can be obtained. As to CBS, it gives only one possible configuration.

Analyze the results. First of all, note that CBS gives the ideal semi-circle.
As to other curves, at first glance, they can approach the ideal figure very well,
and each seemingly is capable of depicting the ideal circle.

With this respect, the more informative are graphs of curvature versus the
length coordinate for each spline shown in Fig. 4. More definite conclusions can
be drawn from it. First, note that CBS is indeed capable of giving the ideal circle.
The wavy character of the graph is a reflection of an insufficient number of
imaginary points — the more points, the smoother the curvature. Second, Bezier
splines give noticeable deviation from the ideal circle for all parameters of
optimization (distances from endpoints). Third, GNB is a very powerful
technique, which depends on the chosen length of the beam. In case, when the
prescribed length of GNB coincides with the length of the ideal circle, it actually
gives this ideal circle.

semi-circle. According to (1) it is equal to E|, =(
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Fig. 3. Several calculated splines according to the Bezier method (4 points), BCS, and GNB
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Fig. 4. The graphs of curvatures obtained by different splines for Task 1
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Compare the quality (energy) of each depicted curve. The results of its cal-
culation are given in Table 1, where the absolute value of energy, as well as the
reduced value of it (divided by the ideal semi-circle value of 0.41888), are pre-
sented. The result for CBS is slightly different from the ideal circle due to a
smaller number of imaginary points (only 28 points are employed here). As to
Bezier’s results, they are close to 1 in the considered range of chosen distances of
additional points, and the lowest result is attained for the BZ 120 curve.

Table 1. Calculated energies for different splines for Task 1

Curve | BZ110 |BZ115.5| BZ 120 BCS | GNB 230 | GNB 240 | GNB 410
Quality | 0.04305 | 0.04190 | 0.04113 | 0.04190 | 0.043024 | 0.041181 | 0.037927

Reduced
quality 1.02774 | 1.0003 0.9818 1.0003 1.04475 | 0.98312 | 0.90544

Evidently, the notion of energy cannot be the sole criterion of fairness. Note,
that splines, which “embrace” the ideal semi-circle give the lesser values of
energy. Concerning the results of Table 1 it is interesting to recall the results of
Horn [42]. Remind that for this task 1 the “best” value of energy equal to 0.91383
was obtained [42]. So, plot the graph of the energy concerning beam length by
GNB approach, Fig. 5. Interesting to note, that in the vicinity of the ideal semi-
circle configuration (L =L, =235.6) the quality of the curve linearly decreases

with length. Yet in the range of length 310 < L <340, it attends the local “pla-
teau”. The calculated quality in this range is approximately equal to 0.03828 (at
L =320). Dividing this value by 0.041888 (ideal semi-circle) we get the reduced
value equal to 0.9138, which is very close to Horn’s theoretical value. This testi-
fies to the high efficiency of the GNB approach [2]. Further increase of L beyond
this range leads to a permanent slow decrease of energy, which was not predicted
in Horn analysis [42]. This is related to the outward deviation of the calculated
figure from the vertical lines x =0 and x =150, which is evident from Fig. 3 for
GNB 410. For L — « the energy tends to zero.

0.05

0.045

0.04

0.035

0.03
200 250 300 350 400 450 500 550 600 650 700 750 800

Fig. 5. Quality of GNB spline concerning the beam length for Task 1

Example task 2

This task is very similar to symmetrical Task 1. The only difference is that in first
point B, the tangent angle is inclined to —60° concerning the horizontal axis, and

in second point B, the angle is equal to 60°.
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Intuitively, the best expected (ideal) curve is the semi-circle. From geometri-
cal consideration, its diameter should satisfy the following relation D/2cos30°=
=75, where one can get that D =173.20. So, the length of the ideal figure is
equal to 181.37. As to energy (1) of the ideal curve, it is equal to 0.02418.

Construct the splines according to different techniques, Fig. 6. As above
CBS gives the ideal semi-circle. Bezier spline gives very close results at a dis-
tance equal to 67. When this distance is smaller, than Bezier curve lies below the
ideal circle, and when the distance is larger it is situated above the ideal curve. A
similar picture is for GNB splines. When their lengths are lesser than the ideal
circle length, it is placed below, and above otherwise.

90

—1 BZ67

--2BZ80
80 ---3 BZ120 3 -

--—-4 BKS \ L7 S

, .
70 5 GNB 170 . \_\
6 GNB 181 L/ N
) 8 X
GNB 185 : .
60 ! R 7 \
8 GNB 190 ’ “
’ 2 \
J'. \\ — .
50 : = .
40
30
20
10
0
0 20 40 60 80 100 120 140 160

Fig. 6. Several calculated splines according to the Bezier method, BCS, and GNB, Task 2

The informative is a graph of curvatures for each spline, shown in Fig. 7.
The best Bezier spline, BZ 67, is very close to the ideal circle, and its curvature is
almost ideal. The same can be said about the BCS and GNB 185. Compared with
CBS for Task 1 (Fig. 4), the curvature for CBS for Task 2 is much smoother: we
use here as many as 120 imaginary points. Graphs of curvature are very important
to judgment about the quality of different splines.

Compare the quality (energy) of each depicted curve. The results of its cal-
culation for Task 2 are given in Table 2. That results in differently-looking curves
that sometimes are very close. This means, that energy cannot be the sole criterion
of the construction of the curve nor for the assessment of its fairness.
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Table 2. Calculated energies for different splines for Task 2

Curve BZ 67 BZ 80 | BZ120 | BCS 181 |GNB 170 | GNB 181 | GNB 190
Quality | 0.0241 0.0246 | 0.0408 | 0.0242 | 0.0303 0.0242 | 0.0243

0.035
Iy —1 BZ67
[ -- 2BZ80
0.03 o -.-3 Bz120
----4 BKS
——5 GNB 170
0.025 - - 6 GNB 181
---7 GNB 185
----8 GNB 190
0.02
0.015
0.01
0.005
0
0 50 100 150 200 250

Fig. 7. The graphs of curvatures obtained by different splines for Task 2

Example task 3

This task is a more complicated one and relates to the construction of anti-
symmetrical geometry. Point B, has coordinates (X =0, ¥ =0), second point

B, has coordinates (X =150,Y =150), the tangent in point B, is directed at an
angle of 60°, while in point B, the angle is equal to 60°, too.

The best solution cannot be formulated intuitively, so here we will subjec-
tively assess the best solution below.

Construct the splines according to different techniques, Fig. 8. Look on the
CBS, which does not require any auxiliary parameters. The general subjective
impression is that it is visually pleasant, and its calculated length is about 294. So,
chose the auxiliary parameters in other spline methods to approach this spline. It
is not always possible for the Bezier splines. If we take the distance to be very
small — it would resemble the straight line between two endpoints, and, of course,
it should be rejected. If we take the distance in the Bezier spline too large, the
graph will be placed well beyond the vertical range of —150< y <150. So, we

chose subjectively the distances equal to 120, 150, and 180 as the candidates for
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the best Bezier curve. Nevertheless, they are not pleasantly looking, and this can
be supported by graphs of curvatures, Fig. 9. As to GNB it completely coincides
with CBS, if we take its length as large as 294, Fig. 8. The increase or decrease of
length leads to more loose or tight geometry, respectively.

200
— 1 BZ120
- - 2BZ150 7 ,,-':;f_‘_“;:_‘\
---3BZ180 .
v
180 ----4 BKS 6\ LT
—— 5 GNB 280 24
- - 6 GNB 294 5 ¥4
- -7 GNB 310

100

50

-50
0 20 40 60 80 100 120 140 160

Fig. 8. Several calculated splines according to the Bezier method, BCS, and GNB, Task 3

More informative are the graphs of curvatures concerning the current length
coordinate, Fig. 9. The curvature of CBS is very smooth, it is a straight line (small
fluctuations are due to a limited number of imaginary points). So, an important
conclusion can be drawn from its visual presentation. The CBS is a Cornu spiral,
and this can be explained by the third differential equation of (6). On each small
straight section P = const , so the moments (curvature) change linearly. In case,
if intermediate points are the imaginary ones, the force does not change between
them, so the whole section between any real points is a Cornu spiral.

As one can see, the GNB completely coincides with the CBS, in case its
length is equal to the length of CBS. If GNB is shorter than CBS, then its
curvature is larger than that of CBS. And vice versa, for longer GNB its curvature
is smaller. As to the Bezier curve, it demonstrates the large local curvatures for all
three considered distances chosen. As we see, the Bezier curve is ineffective for
anti-symmetric cases.

Compare the energy for each curve. The results of its calculation for Task 3
are given in Table 3. The results for Bezier curves are very poor. So, the very big
difference in energy can testify to the deficiency of the curve. As to GNB, the
results for it are close to CBS because their lengths are similar. In any case, by
varying the length of GNB the quality of it can always be better than that of CBS.
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Fig. 9. The graphs of curvatures obtained by different splines for Task 3

Table 3. Calculated energies for different splines for Task 3

Curve BZ 120 | BZ150 | BZ 180 BCS |GNB 280 | GNB 294 | GNB 310

Quality | 0.2080 | 0.2092 | 0.2173 0.1286 | 0.1373 | 0.1284 | 0.1225

Example task 4

This task is similar to the previous one but is not an antisymmetric. Point B, has
coordinates (X =0,Y =0), second point B, has coordinates ((X =150,
Y =-150), the tangent in point B, is directed at an angle — 60°, while in point
B, the angle is equal to 0°.

The best solution cannot be formulated intuitively, so here we will subjec-
tively assess the best solution below.

Construct the splines according to different techniques, Fig. 10. As to CBS,
the general subjective impression is that it is visually pleasant, and its calculated
length is about 260. So, chose the auxiliary parameters in other splines as to
approach this spline. As in Task 3, it is not possible for the Bezier splines — they
deflect from CBS for any chosen parameter of distance. So, the results for Bezier
splines are shown for three subjectively chosen distances — 100, 125, and 150.
Nevertheless, they are not pleasantly looking, and this impression can be
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supported by graphs of curvatures, Fig. 11, which has large local peaks of
curvature, which is prohibited for “fair” spline [12]. As to GNB it completely co-
incides with CBS if we take its length as 260, Fig. 10. The increase or decrease of
length leads to more loose or tight geometry, respectively.

50
0
50
\
\.
AN
— 1 BZ100 :
100 | |-- 2BZ125
-.-3BZ150
----- 4 BKS
— !5 GNB 250
- — 16 GNB 260
- =7 GNB 270
-150
0 20 40 60 80 100 120 140

Fig. 10. Several calculated splines according to the Bezier method, BCS, and GNB, Task 4

Informative are the graphs of curvatures concerning the current length coor-
dinate, Fig. 11. The curvature of CBS is a straight line (small fluctuations are due
to a limited number of imaginary points), so evidently CBS is a Cornu spiral.

As in above Task 3, note that GNB completely coincides with CBS in case,
its length is equal to the length of CBS and can be more tight or loose depending
on whether the length of GNB is shorter or longer than the length of CBS. Bezier
curve demonstrates the large curvatures for all three distances chosen.

Compare the energy for each curve. The results of its calculation for Task 4
are given in Table 4. The results for Bezier curves are very poor and testify to the
deficiency of the curve. As to GNB, the results for energy are close for CBS
because their lengths are similar. In any case, by varying the length of GNB the
quality of it can always be better than that of CBS.
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Fig. 11. The graphs of curvatures obtained by different splines for Task 4

Table 4. Calculated energies for different splines for Task 4

Curve BZ 100 | BZ125 | BZ 150 BCS | GNB 250 | GNB 260 | GNB 270

Quality 0.1156 0.1114 0.1153 0.0781 0.0835 0.0778 0.0753

CONCLUSION

The main attention of the paper is paid to the discussion of the advantages of
CBS. On one hand, it is the four degrees of freedom simplified version of GNB,
which operates by 6 degrees of freedom at each point. The beam theory origin of
CBS gives a wide prospect for its modernization and application. On the other
hand, the presented here version of CBS for the task of interpolation is reduced to
the new original technique of construction of the Cornu spiral, which is widely
recognized as one of the most aesthetic curves for the geometrical design purpose
[62]. The application of the methodology of linear TMM makes this technique
very simple and effective.

In detail, the method and its comparison with Brazier spline and GNB is
made on the example of two endpoints that are connected by spline with pre-
scribed tangent values. Several local conclusions can be drawn out.

1. As to the Brazier spline with the employment of four points (two interme-
diate ones can be chosen arbitrarily to optimize the geometry), it generally dem-
onstrates poorer results. The resulting curvatures, especially for geometries, when
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it changes the sign, behave very unsmoothly and exhibit very high local peaks. In
this case, the calculated value of energy (1) is much higher than for CBS.

2. CBS for all 4 tasks considered gives very pleasant results. In all cases, the
curvature is either constant (symmetric cases) or linearly changes with the spline
length coordinate. The only technical requirement for its realization is the inser-
tion of a sufficient number of imaginary points.

3. GNB is the most effective technique for spline construction as well as for
modeling the deformation of real flexible beams. Its drawback for the geometrical
design is that the justified length of the beam should be chosen in advance. The
value obtained by the CBS solution is a good initial approximation for further
GNB application. The accuracy of the GNB technique is demonstrated in the ex-
ample of the well-known Horn task [42].

4. Energy criteria of fairness (1) cannot be considered as a sole criterion for
the spline construction. On the other hand, a very big value of it testifies to the
drawback of the applied technique.
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JAOBPOTHICTD 2D KOPOTA]_ullﬂHOFO CILTAMHY ITPOMEHS IIOPIBHSIHO
3 TEOMETPUYHO HEJIIHIMHO NPYKHUM HNPOMEHEM / 1.B. Opunsk,
I1.M. S6noncekuit, JI.P. Kombros, O.P. Yepros, P.B. Mazypuk

AHoTamisi. MeTolo cTaTTi € mojaiblie JOCIIDKEHHS BIACTUBOCTEH 1 IepeBar He-
IIOJIABHO 3aIlPOIIOHOBAHOrO KopoTauiiHoro 6ankoBoro cruiaiiHy (KBC). Axuent
3po0JICHO Ha PO3MIISAl TOCUTh MTPOCTOT 3a/1aui MPOBEACHHS CIUIAWHY MK JBOMA KiH-
LEBUMHM TOYKAMH 13 3aJaHUMHU JOTHYHMMH B HHUX. SIK KpUTepid «XOpOLIOCTi»
CIUIaliHy OOpaHO BiJOME IOHATTS «JOOPOTHOCTI», SIKE SIBJIsIE COOOIO IHTErpaa Bix
KBaJpaTa KPUBUHY CIUIAHHY 11O HOTO JOBXXHHI, IO MOXOAUTH i3 TeOpil MpyKHOI
Ganku sk enepris nedopmarii. IMopiBrsaES «mo6porHOCTI» KBC BHKOHAHO 3 ne-
SKAMH BapiantaMu KyOiunoi kpuBoi besse (KB) i reomerpruno HemiHilHOT Ganku
(I'HB) 31 3minHOIO noBxuHOIO. [Tokazano, mo KBC € HabaraTo edexTuBHIMMM, HiK
Kb, mis sixoi Oynp-sika crpoba 3abesnedntd kpamy «1o6poTHicTe» Kb mnursixom
3MiHH BiICTaHi BiJ KiHIEBHX TOYOK ZO JBOX IPOMDXHHUX TOYOK, SIK IIPABUIIO, NPU-
3BOAWTH 10 Tipmwux pe3yibraTiB mopiBHsAHO 3 KBC. 3 inmoro 6oky, 'HB, abo in-
MMM CIIOBAMH, KPHBA «ENACTUKa», 3aTHAa JABaTH JICLIO Kpallli 3HAYCHHS «100poT-
HOCTI» JJIsl ONITUMAJIbHOT HOBXHHM Oanku. [le MoXKHA MOSCHUTH OUIBII CKJIaIHOIO
MeTozooriuHo0 ocHOBOIO ['HB, sika BUKOpPHCTOBYE 6 CTyNEHIB BUTBHOCTI B KOX-
HOMY Tiepepisi HOpiBHAHO 3 4-ma cryneHsmu ButbHOCTI B KBC.

KunrodoBi ciioBa: xoporaniitauii 6aakoBH CIUIaiiH, TeOMETPUYHO HeNiHil{Ha Oaika,
IUTIOCKA 3a1a4a, KpuBa besbe, TOOPOTHICTE, METO] OYATKOBHUX MApaMETPiB.
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THE ROLE OF GENERATIVE ARTIFICIAL INTELLIGENCE
(GAI) IN SCIENTIFIC RESEARCH

A.L. PETRENKO

Abstract. The emergence and growing capabilities of Generative Artificial Intelli-
gence (GAI) are profoundly transforming scientific research. Although Al extends
human intelligence by automating certain tasks, it complements rather than replaces
human creativity. This article discusses the implications of Al for the scientific
process, including ethical considerations and the need for a balanced approach that
combines the strengths of human and artificial intelligence in the process of discov-
ering knowledge and solving complex problems. The discussion extends to the need
for universities to adapt their curricula to prepare future researchers for the Al era,
emphasizing scenario-based thinking and uncertainty management as important
skills for the future.

Keywords: Generative Artificial Intelligence, hypothesis analysis and testing,
searching scientific data sources, research planning, writing and editing scientific
manuscripts, organizing and presenting results.

THE FUNCTIONS OF GSI SERVICES IN SCIENTIFIC RESEARCH
INVESTIGATION

At the end of last year 2023 a number of leading Ukrainian universities (including
Igor Sikorsky Kyiv Polytechnic Institute, Kherson State University, Zaporizhzhia
Polytechnic National University and others) developed and adopted recommenda-
tions on the use of artificial intelligence in learning, teaching and research [1-3].
Based on these recommendations, we will try to detail and illustrate the possibili-
ties and consequences of using Generative Artificial Intelligence (GAI) in con-
ducting research and presenting the results, taking into account the aspects of
Open Science [4].

Based on the experience gained, it is recommended to use artificial intelli-
gence in research for the following activities:

¢ automated generation of hypotheses and concepts based on data analysis;

¢ analysis and testing of hypotheses and iteration of research processes;

o finding sources of scientific data, reviewing, interpreting and citing them;

e scarching for and extracting specific data from large databases, which
significantly speeds up the information retrieval process;

e building a plan/structure for a project/qualifying thesis;

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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e gathering and processing information related to the topic of the pro-
ject/assignment;

e analyzing and processing large data sets, identifying patterns, templates
and correlations in them;

o translating, editing and summarizing texts;

e organizing and comparing the results obtained;

o bridging the gaps between different fields of research by providing expla-
nations and combining concepts from different disciplines by finding common
trends and patterns;

e writing scientific reports;

e writing articles (grammar, translation, paraphrasing, summarizing) ac-
cording to the requirements of scientific journals;

e automatically generate graphs, charts and other visual representations of
data, including video, to illustrate key findings and trends;

e plagiarism checking;

e converting spoken information into printed text (natural language processing);

e summary generation.

These activities can be considered as functions of the respective GAI ser-
vices. They require changes in the training of future scientists and professionals
and are a powerful means of personalizing education by adapting content and ex-
periences in ways that were previously impossible. Developing future-oriented
skills in future scientists, such as scenario thinking, systems thinking, and manag-
ing uncertainty and complexity, requires more than memorizing or even managing
large data sets.

THE GENERATION AND TESTING OF RESEARCH HYPOTHESES FORM
THE BASIS OF SCIENTIFIC RESEARCH

GALI is already influencing the development of science, going beyond simple
automation and becoming an active participant in the pursuit of knowledge and
understanding. However, in scientific research, the use of artificial intelligence
represents a significant shift in paradigm, enabling active collaboration between
machines and humans to formulate research hypotheses and questions. Artificial
intelligence systems have traditionally been powerful tools for data analysis.
However, their evolution now enables them to generate hypotheses based on pat-
terns that may escape human observation. GAI algorithms can sift through mas-
sive amounts of data much quicker than humans, identifying interesting patterns
or unique connections. This can lead to new hypotheses for scientists to investi-
gate further. The combination of machine-driven hypotheses and human experi-
ence shows promise for scientific advancement. It is important to maintain human
control over the scientific process and interpretation of results.

However, the ability of artificial intelligence to generate hypotheses raises
questions about the nature of creativity in research. Can artificial intelligence tru-
ly exhibit creativity in hypothesizing, or are they restricted to pattern recognition
in available data?

Additionally, the intersection of artificial intelligence and research extends
beyond hypothesis generation to encompass the formulation of research ques-
tions. Active collaboration between machines and researchers can expand the

134 ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 3



The role of Generative Artificial Intelligence (GAI) in scientific research

scope and depth of scientific research by identifying gaps in knowledge and sug-
gesting profound questions. This approach emphasizes the indispensable role of
human understanding in forming the research program. Although GAI has great
potential, integrating it into hypothesis formation is not without issues. One sig-
nificant problem is the “black box” nature of many advanced GAI algorithms.
The “black box” issue arises as the complex nature of GAI makes it difficult to
understand how it generates ideas. Al can be compared to a chef who creates a
secret recipe without disclosing the ingredients. To trust Al it is important to un-
derstand its thought process, which can be challenging.

As these systems become more complex, it becomes increasingly difficult
for human researchers to understand the reasoning behind the non-traditional hy-
potheses generated by the GAIL Large language models such as Copilot (ChatGPT-4)
(https://www.bing.com/chat), Gemini Ulta (https://gemini.google.com/) or Cloud-3
(https://claude.ai/) can exacerbate this issue. Figure 1 contains a fragment of Gem-
ini’s answer on the question about examples of GAI-powered hypotheses in Com-
puter Science.

Gemini Advanced
Hypotheses on GAI EnhancingSpecific Tasks:

1. Automated Code Generation: GAls will outperform the best human pro-
grammers in generating error-free, efficient code across multiple programming
languages when given a clear problem specification.

2. Network, Security: GAl-powered intrusion detection systems will have a sig-
nificantly lower false-positive rate and higher detection rate of novel cyberat-
tracks compared to current state-of-the-art systems.

3. Natural Language Understanding: GAI models will achieve human-level
performance on complex natural language understanding tasks like reading
comprehension, text summarization, and nuanced sentiment analysis.

4. Data Compression: GAI-designed data compression algorithms will consis-
tently achieve higher compression ratios with minimal loss of information co-
pared to existing methods on diverse data types.

Fig. 1. Illustration of talk with Gemini about its ability to generate hypotheses

The results of talk on the same topic with ChatGPT-4 and Cloud-3 are
shown on Fig. 2 and Fig. 3 respectively.

Generative Al (GAI) has gained prominence in various fields, including computer
science. Here are a few hypotheses related to GAI applications in this domain:

Enhanced Code Generation: GAI models, such as Generative Pretrained Trans-
formers (GPT), could be leveraged to automatically generate high-quality code snippets,
improving software development efficiency and reducing human effort.

Data Augmentation: GAI techniques can create synthetic data samples, augmenting
existing datasets for training machine learning models. This could enhance model
generalization and performance.

Natural Language Understanding: GAI models excel at understanding and
generating natural language. They could be used to improve chatbots, virtual assistants,
and sentiment analysis systems.

Drug Discovery: GAI can assist in drug discovery by generating molecular
structures with desired properties, potentially accelerating the search for new medications.

Art and Creativity: GAl-generated art, music, and literature could inspire new
creative works or even lead to novel artistic styles.

Fig. 2. Nlustration of talk with ChatGPT-4 about its ability to generate hypotheses
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Here are some concrete hypotheses related to potential applications of Artificial
General Intelligence (AGI) in computer science:

AGI systems could autonomously develop new algorithms and data structures
that are more efficient and scalable than those designed by human programmers.

AGI systems could seamlessly integrate and optimize different areas of com-
puter science, such as machine learning, computer vision, natural language processing,
and robotics, leading to more sophisticated and versatile applications.

AGI systems could automatically debug and optimize legacy software systems,
improving their performance, security, and maintainability.

AGI systems could dynamically allocate and manage computing resources (¢.g.,
CPU, memory, storage) across distributed systems, leading to more efficient utilization of
hardware resources.

AGI systems could autonomously explore and generate novel computational
architectures, programming paradigms, and programming languages that are better
suited for specific tasks or domains.

AGI systems could automatically translate high-level specifications or require-
ments into efficient and robust software implementations, facilitating rapid prototyp-
ing and development of complex systems.

AGI systems could continuously monitor and adapt software systems to chang-
ing environments, user behaviors, and security threats, enabling self-healing and self-
optimizing systems.

AGI systems could autonomously discover and exploit patterns and insights in
large-scale data, leading to breakthroughs in areas such as bioinformatics, computational
finance, and scientific computing.

AGI systems could dynamically synthesize and integrate knowledge from mul-
tiple domains, enabling the development of interdisciplinary applications that leverage
insights from diverse fields.

AGI systems could autonomously explore the vast search space of potential
software solutions, leading to the discovery of novel and innovative approaches to com-
plex computational problems.

These hypotheses span various areas of computer science, including algorithm de-
sign, software engineering, distributed systems, programming languages, and interdisci-
plinary applications. However, it’s important to note that the realization of these hypothe-
ses would depend on significant advancements in AGI research and the development of
robust and reliable AGI systems.

Fig. 3. lllustration of talk with Cloud-3 about its ability to generate hypotheses
which is the most meaningful

It seems that GAI can’t actually generate a new thought, rather than repeat
something from the training array, or substitute the most likely answer from the
same training array. There is a very thin line between creating new thoughts (hy-
potheses) and just looking for information from an existing array. The lack of in-
terpretation and concretization can hinder the acceptance of hypotheses generated
by artificial intelligence in the scientific community. In addition, the datasets on
which GAI models are trained can contain inherent prejudices that may influence the
generated hypotheses. If this bias is not addressed, it can distort the development of
perspectives in science. It is important to recognize that although artificial intelligence
can process vast amounts of information, it cannot discern subtleties [5; 6].

Nevertheless, at the beginning of October 2023, researchers gathered in
Stockholm, who under led by Hiroaki Kitano, a biologist and CEO of Sony Al,
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considered questions about the introduction of Nobel prizes for developers of arti-
ficial intelligence and artificial cooperation intelligence and people who made an
outstanding scientific contribution [7]. And it’s fair, because GAI is on its own
influence on the development of scientific research can be rightly considered as a
quality fundamental direction of modern science.

As GALI plays a more active role in hypothesis formation, ethical considera-
tions become a priority. The responsible use of GAI requires constant vigilance to
prevent undesirable consequences. Researchers must be vigilant in detecting and
mitigating biases and one-sidedness in the training datasets, ensuring that the sys-
tem of artificial intelligence does not preserve or strengthen existing inequalities
in the adequacy of generated solutions for various branches and tasks.

In addition, the ethical implications of hypotheses generated by GAI, par-
ticularly in sensitive areas such as genetics or social sciences, require careful con-
sideration. Transparency in the decision-making process regarding GAI hypothe-
ses is crucial for building trust within the scientific community and society as a
whole. Striking the right balance between innovation and ethical responsibility is
an ongoing challenge that demands constant attention, as collaboration between
humans and GAI continues to evolve [8]. Accurate thinking, creativity, and un-
derstanding of context play a vital role in improving and testing hypotheses gen-
erated by the GAL

However, despite their intelligence, GAI cannot replace human scientists. It
is still necessary for people to carefully consider the suggestions made by Al and
interpret their true meaning. Good teamwork among different experts, such as
computer scientists, ethicists, and researchers, is essential to ensure the best use of
Al Researchers must act as critical evaluators, questioning the assumptions made
by artificial intelligence algorithms and ensuring that the proposed hypotheses are
consistent with available knowledge. This will not only improve our understand-
ing of the underlying processes but also ensure that the hypotheses meet ethical
and scientific standards.

The integration of artificial intelligence into the hypothesis generation proc-
ess is an ongoing journey with enormous potential. The combined efforts of hu-
mans and machines hold the promise of accelerating scientific discovery, generat-
ing new ideas and solving complex problems facing humanity. However, this
journey requires a balanced approach that recognizes the strengths of artificial
intelligence while respecting the unique skills
and ethical considerations that humans bring to
the table.

For example, the transformative power of
GAI in hypothesis generation is changing the
landscape of scientific research. However, this
would not be possible without a joint and
dynamic partnership between humans and ma-
chines, which has the potential for unprece-

; iy ¥ dented advances and opens up a new era of
Fig. 4. Symbol of human-machine scientific research and understanding that is
partnership generated by GAI inherent in Industry 5.0 technologies (Fig. 4).
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PRIORITY SERVICES FOR STUDENTS TO LEARN MODERN RESEARCH
METHODOLOGY

With the increasing use of GAI in scientific research, it is important for universi-
ties to prepare future researchers to work in this era. While some may argue that
the use of artificial intelligence in fundamental scientific research is too complex
for higher education purposes, it is still important for students to learn modern
research methodology. It may be argued that not all students are capable of under-
standing modern advanced research methods. Empirical research can be con-
ducted through student projects to test their scientific development abilities and
the consequences of using artificial intelligence in the learning process. Modern
university curriculums worldwide include some traditional aspects of scientific
research.

The use of GAI in scientific research involves various aspects, including ex-
perimentation, data collection and interpretation, modelling, and automation of
design. Therefore, the question of prioritizing certain GAI services for inclusion
in educational programs arises. Developing educational adaptations of profes-
sional GAI services can help teach future scientists about the ethics of using GAI
in scientific research and instil in them a sense of responsibility. However, teach-
ers should not only be trained to use artificial intelligence tools and data, but also
to understand the rapidly changing landscape of modern science in the era of arti-
ficial intelligence. It is important to develop individual solutions for each spe-
cialty to ensure the appropriate selection of basic GAI services.

Regulatory documents of universities [1-3] provide recommendations for
using existing GAI services, which now number in the thousands. It is important
to note that there are many options available for choosing GAI services. GAI ser-
vices have become popular due to their ability to democratize GIS (Geographic
information systems) applications, making them accessible to people without
technical training. Each GAI service learns from a specific set of data that deter-
mines its effectiveness in performing specialized tasks. It is crucial to accurately
determine and select the service that best meets your needs to get the most out of
these GAI services. As a first step in implementing university policies for the use
of artificial intelligence in academic activities, we have selected and demonstrated
five effective interdisciplinary GAI services below. Their selection was based on
an attempt to ensure their uniqueness and to avoid describing many of the GAI
services that can be found in most publications. They serve as tools to support
different aspects of the research process.

Semantic scholars. Search and Discovery of Scientific Information

Semantic Scholar (https://www.semanticscholar.org/) is a GAI service that pro-
vides access to a huge database of more than 211 million articles from all fields of
science, making it one of the largest repositories of scientific literature. This com-
prehensive collection covers a wide range of subjects including: physics, chemis-
try, biology, medicine, history, computer science, etc. From cutting-edge research
papers to historical publications, Semantic Scholar has a wealth of resources to
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support researchers in their pursuit of knowledge. One of the key features of Se-
mantic Scholar is its powerful search and filtering capabilities based on artificial
intelligence.

i SEMANTIC SCHOLAR Generative artificial intelligence (GAl} in research
About 1,940 results for “Generative artificial intelligence (GAI) in research”

Fields of Study ~  Date Range ~  Has PDF Author «  Journals & Conferences ~

The role of generative artificial intelligence (GAI) in customer personalisation (CP)
development in SMEs: a theoretical framework and research propositions

Kwabena Abrokwah Larbi Computer Science, Business -+ Industrial Artificial Intelligence - 21 November 2023
TLOR A theoretical framework and research propositions are developed that theorise the relationship
between GAl and CP which is rooted in literature and also based on DC perspective and provides insight

into SMEs" adoption of GAl to generate context-oriented CP that may impact on their marketing
development. Expand

1 POF ESprnger W Save &6 Cite

Unravelling the Impact of Generative Artificial Intelligence (GAl) in Industrial Applications: A
Review of Scientific and Grey Literature

A Kar P S Warsha  Shivakami Rajan Computer Science, Engineering
Global Journal of Flexible Systems Management - 28 September 2023

TLDR A comprehensive review of scientific and grey literature in GAIl and language models is offered,
providing directions surrounding future use of GAIl as well as research directions for management

researchers, Expand

Fig. 5. A fragment of selected literature (1940 sources in English and 3 in Ukrainian)

The service uses natural language processing and machine learning algo-
rithms to analyze the content of articles and extract relevant information. This
allows users to perform advanced searches by specific keywords, authors, jour-
nals, publication dates, and other parameters, enabling accurate and efficient arti-
cle retrieval [10]. The selection of literature sources on the topic of this article
made by the service is illustrated in Fig. 5.

It is interesting to compare received results with those obtained from a
Google search engine based on the user’s query. Often, the data obtained from
such searches do not correspond to the search goal and return simple URLs of
sites and fragments of content that are not always relevant. Developers must
check website content, filter out irrelevant information, and optimize it according
to constraints. Fig. 5 shows that the Semantic Scholar’s results differ from
Google’s. It mainly consists of published articles, each providing detailed infor-
mation on its significance (through the number of citations) and direction (topic).
The article can be sorted by different criteria, including the number of authors and
sources used to build it (References), related papers such as images and publica-
tions (Related Papers), publication date (Recency), number of citations (Citation
Count), importance (Most Influential Papers), and relevance to the topic (Rele-
vance).
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Please note that this service has 56 alternative purpose-specific services,
such as Scholarcy, OpenRead, Elicit, Scispace, Scite, Research Buddy, Mirror-
think, and Epsilon. A comparison of their results with Semantic Scholar is avail-
able on the website https://theresanaiforthat. com/ai/semanticscholar/.

Explain a paper. Extracting and understanding information from sources

Explain Paper (https://www.explainpaper.com/) is an Al service designed to
work with scientific publications from any field, including natural sciences, social
sciences, humanities, etc. However, it works best with materials that are complex
in technical and scientific jargon. The explanations aim to cover the main con-
cepts and key findings as accurately as possible. However, it is always advisable
to refer to the original article for technical details. You should think of an Al ex-
planation as a “tutor friend” pointing out the main ideas. The Explain Paper ser-
vice accepts PDF documents from any source — journals, preprint servers, uni-
versity websites, etc. You can set the depth of explanation from basic to very
detailed (expert). This service is designed for researchers and scientists seeking to
broaden their knowledge beyond their respective fields.

The Explain GAI service is designed for:

e researchers and scientists who want to extend their knowledge beyond

their own field. Artificial intelligence explanations help them to quickly under-
stand key ideas in papers from other fields;

o graduate students and researchers who need to process large volumes of
dense, complex documents, as simplified explanations allow for faster reading;

o industry professionals in technical positions who want access to the latest

research and ideas, as the service makes the most recent article more accessible;

o [ifelong learners and knowledge seekers who want to keep up to date, be-
cause Explain Paper makes complex documents accessible.

Downloading the content of Gemini’s answer about examples of Al-powered
hypotheses in Computer Science (Fig. 2) and selecting part of the text to get the
GAl-generated explanation is shown in Fig. 6.

According to the ExplainPaper website, users can save time and improve the
accuracy of their work by using this service [11]. This service has 63 alternatives,
including Ask Your PDF, Brevity, HeyScience, Skimlt.ai, Summatity, Summary-
Box, Docu-Ask, SciSpace Copilot, Al Next Assistant, Doks.ai, PDFAlLio, and

others (https://topai.tools/alternatives/explainpaper).
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IntelliConsult. Project consulting/engineering

IntelliConsult (https:/intelliconsultai.com/) uses the power of artificial intelli-
gence to analyze project data and provide valuable information and recommenda-
tions for project optimization [12]. It can be used to easily create project plans,
allocate resources and set realistic timeframes. InfelliConsult is easy to use thanks
to its user-friendly interface. It guides you through the entire consulting process,
making it easy to access the features and support you need. Fig. 7 shows the input
interface for entering a description of the project for which the plan was devel-
oped (Fig. 8).

@ Strategy Risk Implementation Technology Contact

Let's grab a project plan...

GENERATION AND TESTING OF RESEARCH HYPOTHESES
IS THE BASIS OF SCIENTIFIC RESEARCH

GSl is already influencing the development of science. It is
no longer limited to simple automation of scientific
research - now he is an active participant in the pursuit of
knowledge and understanding.

Fig. 7. The input interface for entering the project description

@ Strategy  Risk Implementation Technology Contact

Title: Advancing Scientific Research with Generative Artificial Intelligence (GAI) - Project Plan

1. Project Objectives:

- To optimize hypothesis genaration ond concept developmaeant using GAl capabilitias

= To tacilitate hypothesis analysis and testing through GAl assistance

= To assist in finding and extracting scientific daota efliciently

= To support research design planning and management of large data sets

- Te enhance data visualization and publication requirements through GAl technology
- To promote colloborative intelligence between human researchers and GAl tools

= To prepare future researchers for the Al era through targeted educational initiatives

2. Project Scopae:

- Develop o comprehensive strateqgy for integrating Gal into scientitic research processes
- Provide training and support for researchers on GAl tools and capabilities

= Implament GAl services for hypothesis generation, data analysis, and data visualization
- Conduct ethicol considerations and guidelines for using GAl in research

- Colloborate with universities to incorporote GAl training in research curricula

3. Project Deliverables:

- Rasaarch on the impact of GAl on scientilic resaarch processes

- Guidelines for ethical use of GAl in research

- Training materials ond workshops for researchars on using GAl tools

- implameantation of GAl services for hypothesis generation and data analysis

- Collaborative initiatives with universities for incorporating GAl in research curricula

4. Project Timaline:

- Phase | (Month 1-3): Research on GAl capabilities and implications for scientific research

- Phase 2 (Month 4-6): Developmaent of guidelines and training materiols for researchers

- Phase 3 (Month 7-9): Implementation of GAl services for hypothesis generation and data analysis
- Phase 4 (Month 10-12): Collaboration with universities for incorporating GAl in research curricula

5. Projact Taam:

- Project Manager

- GAl Research Analysts

- Training and Implementation Specialists

Fig. 8. Illustration of the results of developing individual strategies and justifying project
decisions
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The IntelliConsult service is a guide for achieving excellence in projects. It
offers strategic project management and planning, risk analysis and management,
project result optimization, and inspiration for innovation. This service provides
project planning and strategic support throughout the entire project life cycle,
thanks to the latest artificial intelligence technology.

According to https://theresanaiforthat.com/ai/intelliconsult /, IntelliConsult
has 43 competitors, including Wolfe, Gitsul Group, Al-Engageme, Consultant in,
Strategic Mind, ProfitGPT, My Consultant, Peter Drucker, ai revolution,
ConsultGPT, and Al Transform.

Academic GPT. Writing scientific papers

AcademicGPT (https://academicgpt.net/ ) is an GAI service that helps profession-
als with the complex process of writing scientific papers [13]. Its artificial intelli-
gence algorithms excel at generating annotations and concise abstracts, providing
users with a significant increase in productivity. This service allows professionals
to upload their papers in PDF format and use the power of GAI algorithms to im-
prove their work. However, it is important to remember that while AcademicGPT is a
powerful service, it should complement, not replace, thoughtful research writing.

First, a user uploads a draft of a research paper to AcademicGPT and selects
one of three sections: Write, Feedback or Explain. In the drop-down menu
“Choose which type of paper section the Al should write” (Fig. 9), you can select
the type of task for which AcademicGPT should create content.

AcademicGPT

.......................................................

o
g
:
g
3
2
Fe
L
-
g
g
g
2

_______________________________________________________

@ write (O Feedback (O Explain

Select what type of section the Al should write

| Abstract

Conclusion

Summary

Future work section

Ethical considerations section
Presentation outline

LaTeX template

Fig. 9. Selecting a task in the “Write” section: abstract, conclusions, summary, future
manuscript sections, ethical considerations section, online presentation, LaTeX format)

Next, in the “Feedback” and “Explain” sections, the user selects clear
instructions or key points that AcademicGPT should follow when creating the
content of his or her paper. In the Feedback section, the following instructions can
be selected: Strength of Argument, Language, Coherence, Originality, Citation,
and in the Explain section: Simple and Short, Simple and Long, Complex and
Long, Complex and Short.

After entering the instructions, clicking on the Create button allows
AcademicGPT to use its GAI capabilities to generate an abstract or any other
appropriate academic section based on the requirements. Fig. 10 shows an
example of an abstract for this article “The use of generative artificial intelligence
(GA) in scientific research”.
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C

**Abstract**

The emergence and growing capabilities of Generative Artificial
Intelligence (GAI) are profoundly transforming academic research.
Offering an array of services, GAl streamlines hypothesis generation
and concept development, facilitates hypothesis analysis and testing,
aids in the search and extraction of scientific data, assists in research
design planning, manages large data sels, performs translations and
editing, complies with journal publication standards, creates data
visualizations including videos, checks for plagiarism, transcribes audio
recordings, and generates summaries. This systemic expansion of
research capacities enhances personalized education, fostering a shift
from rote leamning to critical thinking and problem-solving. While GAI
augments human intellect by automating certain tasks, itis a
complement rather than a replacement for human reasoning. The paper
deliberates the implications of GAIl on the scientific process, including
ethical considerations and the need for a balanced approach that
integrates the strengths of both human and artificial intelligence,
underscoring the significance of collaborative intelligence in advancing
knowledge discovery and addressing complex challenges. The
discussion extends to the necessity for universities to adjust curricula to
prepare future researchers for the Al era, highlighting scenario thinking,
and uncertainty management as essential future skills.

Explain how the text could be better

Please translate into Ukrainian b

Fig. 10. Tllustration of the abstract been generated by GAI

If necessary, users can review or expand the generated content by reusing the
AcademicGPT service and providing additional instructions or adjusting the initial
input. Once the user is satisfied with the generated content, they can export it in
the required format or copy and paste it into their research paper.

It is important to note that there are many alternative services available for
this purpose, such as Shutterstock, Grammarly, Gamma Al, CrushOn.AI, Run-
wayml, You, DeepAl, PixAI - Al Art Generator, MaxAl.me, and Simplified.
A comparison of their results with AcademicGPT is provided on the website
https://www.toolify.ai/alternative/academicgpt.

SlidesGPT. Presentation/Publication of results

SlidesGPT (https://slidesgpt.com/) is a GAI service that makes it easy to create
slides for Google presentations, for example, the results of a research paper. To
create a slide, you need to prepare a presentation plan or content source, then
simply paste the text and get a presentation in seconds. It is possible to review the
draft slides and make corrections or additions. Instead of just starting with a
prompt, you can also ask the service to convert a PDF or web page into a presen-
tation outline. With an intuitive interface, the service understands the user’s pres-
entation needs and helps them design slides that are both informative and attrac-
tive. It is ideal for professionals who need to quickly create powerful
presentations, teachers who want to make educational content more engaging, or
students preparing for academic projects.
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Fig. 11 shows 4 out of 10 slides generated by SlidesGPT using the annota-
tion from this article in Ukrainian.

A Note on Generated Content.

& Al The syztem may accmonslly genesate incarnect or miskeading Informatian snd procuce offensive ar biasad

Agenda

Introduction

Automated Generation of Hypotheses and Concepts
Testing and Iteration of Hypotheses

Data Search, Verlification, and Citation

Efficient Information Retrieval from Databases
Project Planning and Structure

Analysis of Large Data Sets

Text Processing and Summarization

The Use of Generative

Artificial Intelligence (GAl) in
Scientific Research

Integration of Different Disciplines
Scientific Reporting and Article Writing
Data Visualization and Representation
Other Applications and Conclusion

s s 8 8 8 8 8 8 8

Automated Generation of Hypotheses and Concepts

Data Analysis, Hypothesis Generation, Conceptualization using GAI

*  Data Analysis: GAl can analyze large volumes of data ta identify patterns, trends, and correlations
that can lead to the generation of new hypotheses and concepts

*  Hypothesis Generation: By processing and analyzing large datasets, GAl can automatically generate
hypotheses based on the identified patterns and correlations In the data,

*  Conceptualization using GAI: GAl can assist in conceptualizing hypotheses and scientific concepts
by processing and interpreting complex data, leading to the formulation of new ideas and theories

we il e

procosz)

m ineroty
f scieneifc

renc, and corr
y pracessing comy

Testing and Iteration of Hypotheses

Analyzing and Testing Hypotheses, lterative Research Process

*  Analyzing and Testing Hypotheses: GAl
can assist in the analysis and testing of
hypetheses by processing data and

providing insights to support or refute the ‘s -
formulated hypotheses, 3 . -
Merative Research Process: GAI can | 2
faciltate an iterative approach ta research B A ®a,
processes by continuausly analyzing, * ® e L ®

refining, and re-evaluating hypothesas
based on new data and Insights

rescarch. GAl can coriouss to the analysis and
iaraly. GAl enatics an ferache rescarth procas,

Fig. 11. Illustration of generated slides on the topic “The use of Generative Artificial
Intelligence (GAl) in scientific research”

After viewing the generated presentation, the user has the opportunity to cus-
tomize it according to their specific needs. They can edit the content, replace im-
ages, rearrange slides and make any necessary changes. SlidesGPT’s GAI service
is capable of creating doctoral-level presentations, including detailed, factual and
specific information. It can integrate user-provided data into presentations,
ensuring that the source data is accurate and up-to-date. Among the many al-
ternative presentation services, MagicSlides[14], SlidesAl, AhaSlides, SlidesGo,
Beautiful Al, Invideo, Canva, Tome, Hitch, Gamma, Prezi and Syis
(https://ahaslides.com/blog/slides-ai-platforms/) are worth mentioning.

These five GAI services are valuable for both students and teachers, as they
can enhance productivity and work quality while reducing the time and effort re-
quired for important tasks. In the fast-changing technological landscape and with
the growing demands on the competencies of future professionals, clarity is espe-
cially crucial.

CONCLUSIONS

Generative Artificial Intelligence (GAI) is transforming scientific research. GAI
offers a range of services to optimize hypothesis generation and concept devel-

Cucmemni docniodcenns ma ingopmayiini mexnonozii, 2024, Ne 3 145



A.L Petrenko

opment, facilitate hypothesis analysis and testing, assist in finding and extracting
scientific data, assist in research design planning, manage large data sets, perform
translations and editing, meet journal publication requirements, create data visu-
alizations, check for plagiarism, transcribe audio recordings, and generate sum-
maries [15]. Expanding research capacity in this way improves personalized edu-
cation by shifting from rote learning to critical thinking and problem-solving
[8; 9]. Future research in this field should aim to develop methodologies for
evaluating GAl-generated hypotheses that are both innovative and scientifically
rigorous. One potential avenue for exploration is the design of GAI systems with
explainable algorithms, which would offer transparency in their reasoning proc-
esses and make their hypotheses more understandable and acceptable to the scien-
tific community.

The use of Generative Artificial Intelligence (GAI) in research and academia
has both significant benefits and challenges. Tools such as AcademicGPT and
SlidesGPT demonstrate the potential to empower people by simplifying the crea-
tion of scientific documents and presentations. With the help of Al services such
as Semantic Scholar and Explain Paper, researchers can increase their access to
knowledge, improve understanding and develop new hypotheses. However, de-
spite these benefits, the implementation of GAI should be approached with cau-
tion, taking into account ethical considerations and the risk of data bias. Scientific
institutions need to develop and refine guidelines for the responsible use of GAI,
ensuring that it serves as a complement to human intelligence, not a replacement
[16—19]. Many universities mentioned in [18] are equipped by GAI detection
tools (e.g. GPTZero, Turnitin, GPTKit, Winston Al, etc.) [20]. By striking a bal-
ance between innovation and maintaining academic integrity, GAI can become a
powerful ally in the pursuit of scientific progress and the evolution of educational
practices.
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BUKOPUCTAHHA T'EHEPATHUBHOI'O IITYYHOI'O IHTEJIEKTY (I'III)
B HAYKOBUX JOCJIIZKEHHSAX / A L ITerpenko

Amnoramnisi. [TosBa Ta 3pocTarodi MOXKIMBOCTI TeHEPATUBHOTO IUTYYHOTO IHTENIEKTY
(T'II) rauboko TpaHcdopMmyroTh HaykoBi mociimpkeHHs. Xoua ['IHI posmmproe
JIFOJICBKUIT IHTENEKT MIISIXOM aBTOMATH3allii IeBHUX 3aB/aHb, BiH pajilie JONOBHIOE,
HDK 3aMiHIOE JIIOACBKY KpeaTHBHICTh. PosrmstHyTo nHacmizku Il mis nHaykoBoro
npolecy, BKIIOYA0UN eTHYHI MipKyBaHHS Ta HEOOXiqHICTh 30alaHCOBAHOTO MiIX0-
Iy, SIKUi 00’€IHYy€ CHIIbHI CTOPOHH JIIOACHKOTO Ta MITyYHOTO 1HTENEKTY B MPOIECi
BIKPUTTS 3HAHb 1 BUPIMICHHA CKJIAAHUX MpobiaeM. OOTroBOPEHHS MOIINPIOETHCS Ha
HEOOXIIHICTB JUIs YHIBEPCUTETIB CKOPETyBaTH HaBYAIbHI IPOrPaMH IJIsl MiATOTOBKA
MaiOyTHIX mocmigaukiB xo enoxu ['III, mixkpeciioroun clieHapHE MHCICHHS Ta
YIpPaBJIiHHS HEBU3HAYEHICTIO SIK Ba)XJIMBI HABUKH MalOyTHBOTO.

Kio4oBi cjioBa: reHepaTHBHUI MITyYHHH 1HTETEKT, aHANi3 1 TECTyBaHHS TiMOTE3,
HOIIYK JpKeped HayKOBUX JaHUX, IUIAHYyBAaHHS JOCITIPKCHHS, HAIMCAHHS 1 pepary-
BaHHS HAYKOBUX PYKOIIUCIB, YIIOPSIAKYBAHHS 1 IIPE3EHTAIlis Pe3yIbTaTiB.
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REDUCING RISK FOR ASSISTIVE REINFORCEMENT
LEARNING POLICIES WITH DIFFUSION MODELS

A. TYTARENKO

Abstract. Care-giving and assistive robotics, driven by advancements in Al, offer
promising solutions to meet the growing demand for care, particularly in the context
of increasing numbers of individuals requiring assistance. It creates a pressing need
for efficient and safe assistive devices, particularly in light of heightened demand
due to war-related injuries. While cost has been a barrier to accessibility, techno-
logical progress can democratize these solutions. Safety remains a paramount con-
cern, especially given the intricate interactions between assistive robots and humans.
This study explores the application of reinforcement learning (RL) and imitation
learning in improving policy design for assistive robots. The proposed approach
makes the risky policies safer without additional environmental interactions. The
enhancement of the conventional RL approaches in tasks related to assistive robotics
is demonstrated through experimentation using simulated environments.

Keywords: assistive robotics, reinforcement learning, diffusion models, imitation
learning.

INTRODUCTION

Care-giving and assistive robotics are some of the most promising potential appli-
cations for Al systems. For decades already, it has been an active research field.
This is certainly unsurprising, given the growing number of people who need
care, which at some point may not be difficult to sattisfy in some countries [1; 2].

Moreover, given the circumstances of war actions in Ukraine, the demand
will constantly grow. Tens of thousands of people will require rehabilitation, and
some of them will require physical assistance for very long periods. To satisfy
that demand, some amount of automation is certainly necessary. Although given
the high costs of assistive devices, not everybody can afford them, the technologi-
cal progress and drastic simplification of development and hardware requirements
will help to democratize them and make them affordable.

One of the biggest concerns of that progress is safety [3]. At the moment,
most devices employ sophisticated manually-designed policies and mechanisms
to ensure robustness and safety. Since assistive robots interact with humans, it is
desirable to reduce the risk, or in other words, improve the success rate.

One way of automating the policy design process is machine learning. For
instance, reinforcement learning (RL) allows for policy learning from data of in-
teraction with humans, which are difficult to rigorously model and predict [3; 4].
Manually designed policies have difficulties with such cases, as it’s difficult to
make them robust to the modeling errors.

This problem is amplified when humans can demonstrate only limited coop-
eration, such as in the case of people with disabilities. Cheap robotic arms (which

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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are more affordable) are also difficult to rigorously model, which makes vendors
choose expensive hardware instead.

RL already has been applied to tasks that involve difficult-to-model physical
tasks, such as ziplock bag manipulation [5] or cable manipulation [6]

However, RL policies often require millions of time steps for full conver-
gence, and while the explored good trajectories are produced much earlier, it
takes a while for the policies to stop breaking them for the sake of exploration.

In this paper, a way of not taking the burden of training an algorithm until
full convergence, but rather collecting those first successful trajectories and using
them to fit a robust policy is considered. This allows for reducing the risk of fairly
non-robust policies without any additional interactions with the environment. It is
demonstrated that this approach outperforms the bare model-free RL method in
the tasks of assistive robotics, simulated using Assistive Gym [7].

PRELIMINARIES

Markov Decision Process (MDP) M is a tuple (S,4,r,T), where S— state
space; 4 — action space; r:SxA4—> R — reward function, T = P(s,,;|s,,4a,)
— probability that an environment will transition to the state s,,; given that the
current state is s, and the action taken a, .

Reinforcement Learning algorithm takes MDP M and searches for a pol-
icy m, that maximizes the discounted return objective:

n =argmax E._,. D oyr(s.a,).
1=0

Here tis a trajectory (x,,aq,X;,4;,...x7 ) usually sampled by applying a pol-
icy m.

Model-free reinforcement learning algorithms are considered, namely Ac-
tor—Critic, which learns a value function v(s) and a policy function ©(a|s). The

latter is often minimized using the former for the advantage estimation. There are
multiple instances of the Actor—Critic algorithm. For instance, Proximal Policy
Optimization [8] or A3C [9].

Also diffusion models for policy fitting are considered. Namely, Denoising
Diffusion Probabilistic Models (DDPM), which are generative models based on
Stochastic Langevin Dynamics [10].

The idea is to fit a noise-predicting network ¢, that predicts a gradient

VE(x). This gradient is computed and applied repeatedly
x'=x—-yVE(x)

to recover an input x, from its noised version xj . These models are trained on a
set of inputs and then are used to generate novel inputs from pure noise. This ap-
proach to imitation learning is a focus of [11]

For assistive robotics, Assistive Gym [7] is used. It is modified it to be more
suitable for using it with diffusion policies. See the Experimental Validation sec-
tion for details.
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METHOD

First, a model-free reinforcement learning algorithm is employed to discover suc-
cessful trajectories. Proximal Policy Optimization (PPO) algorithm is chosed in
this paper, as it is widely used and is very easy to apply. That algorithm collects
the trajectories by interacting with an environment and fits its policy function by
minimizing the following loss:

Lppo(9) = Erwpq)(-) min(r, 4, clip(r; 1 —¢g,,1+€,)4,).
Specifically, a fully connected network with ReLU activation functions is

used to approximate the policy/value functions. This decision was made because a
low dimensional state is being observed instead of images (Fig.1).

/ Online \
Pretraining .| Proximal Policy Diffusion Transformer
(Underfit) ~ Optimization Policy
l ] \
Environment /_L\
A
Trajectory Offline training
(successful)

\ Use, validate and test /

Fig. 1. A diagram schematic of a proposed algorithm. First, a baseline online RL
policy is pretrained, then successful trajectories are sampled, and a diffusion poli-
cies algorithm is fine-tuned on those in an offline manner

A PPO is trained as a baseline. The problem with PPO is that it requires a lot
of samples, which is often too expensive (in computing) or dangerous (when ap-
plied in the real-world setting). Therefore, it is trained for a fixed number of time
steps, stopping it often way before the full convergence.

When applied to assistive robotics tasks, PPO produces high-risk policies, as
evidenced by experiments (see EXPERIMENTAL VALIDATION section).

To reduce the risk, successful trajectories produced by high-risk PPO-based
policies are selected and imitation learning techniques based on diffusion models
are applied.

r,(s;) is defined as a new reward function, which may be different from the
original and is binary, meaning it is either 1 or 0. For instance, in the Assistive
Feeding task, success is defined like a predicate “The food on a spoon is safely
placed in the mouth of a human within 10 seconds”. This sparse reward is given
right before the episode’s termination. For brevity, denote

I”S(‘C) = ZI’:Y(SI-).
S; €T

Also, define mgy(a | s,success) as a policy conditioned on (a,s) being a part
of the successful trajectory. This approach is inspired by control as inference
problem statement [12].

Suppose a PPO policy my is trained. If one takes
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T
P¢(T | success) = p(s )H 7T¢(ai | s;,success)p(s; | s;_y,a;_1)
i=1
and fits the Diffusion Policy on (s,a) ~ py(t|success) , they’d arrive to a much
more robust policy, given the assumption that the set of successful trajectories is
enough to cover the stochasticity and uncertainty of the environment. For the ro-
botics tasks considered, this assumption tends to be true in practice.

The diffusion policy is approximated using a diffusion transformer architec-
ture, proposed in [11]. It is simplified a bit for the environments with shorter tra-
jectories. Also, it has been found that U-Net-based architectures give almost the
same results, so it is not include them in this study.

Algorithm. Let’s summarize an algorithm described earlier.

1. Train a PPO policy for Tpp, time steps.

2. Sample a dataset of trajectories using a pre-trained PPO policy
D={t;,i=L..,N|t;~ pppo(1)}.
3. Sample a dataset of successful trajectories
Dsucc = {’Cl’EED,VS(’C)Il} .

4. Initialize the weights of a neural net 0.
5. Repeat for M epochs:
retrieve a batch of trajectories B from the dataset

B={(sy,a) s Spur>sr)isi =1 . Ng}s
following [11] set A4=(ay,...,a;,7) and O=(sy,....,S;.r), and minimize the
DDPM training loss:
Lpppu (B) = MSE(e",69(0,, 4, +£*,K)); 0'=0—=1VLpppy (B) ;
update neural networks’ parameters:
0'«0;

Here:

Tppo — num timesteps for the PPO to be trained on;

N — number of all samples from the PPO policy;

N p — batch size for the diffusion model;

y — learning rate;

T — Diffusion Policy horizon. Can also be different for actions and obser-
vations. Actions of this horizon are predicted conditioned on observations.

For a neural network architecture, the Diffusion Transformer [11] architec-
ture is used (Fig. 2).

Fig. 2. A trajectory produced by the policy trained using the proposed method. The task —
Assistive Feeding
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EXPERIMENTAL VALIDATION

For experimental validation, Assistive Gym [7] simulation benchmark is used.
The observation space usually contains a low dimensional arm state, human head
state, and some other task- or tool-related statistics. All the tasks are done using
the simulated Jaco robot arm. The proposed method is evaluated on the following
tasks:

1. Assistive Feeding. A task where a robotic arm uses a spoon full of food
to feed a person. The task is considered successful if 75% of food is in the per-
son’s mouth. The resulting trajectory is depicted in Fig. 2.

2. Assistive Drinking. A task where a robotic arm uses a cup full of water
to assist a person with drinking. The task is considered successful if 75% of water
is in the person’s mouth.

3. Assistive Bed Bathing. A task where a robotic arm uses a sponge to wash
a person. The task is considered successful if the necessary spots of a person’s
surface are touched with a sponge.

4. Assistive Arm Manipulation. A task where a robotic arm is used to re-
position a person’s arm. The task is considered successful, if the arm is success-
fully repositioned.

First, a PPO baseline is trained until it is sufficient for a policy to produce
successful trajectories. In the study, 1000 successful trajectories have been col-
lected for each task. It has been found, that for many tasks, the number of trajec-
tories less than 300 degrades the performance of the method.

After that, sample successful trajectories are sampled from the PPO policy,
as described in Algorithm 1, and a diffusion policy is fit on those.

The results are given in Table.

Results of fine-tuning the PPO policies with the proposed method

Success (%)

Task - .
PPO risky, % Fine-tuned (proposed), %
Arm Manipulation 19 71
Bed Bathing 2 12
Drinking 10 56
Feeding 33 86

Arm Manipulation and Drinking PPO is trained for 1 million steps. Bed
Bathing PPO is trained for 2 million steps (to get any reasonable policies). Feed-
ing PPO is trained for 400k steps. Please note, in order to improve baseline and
diffusion performance, episodes are terminated if success is achieved. Originally,
termination only occurred when the number of steps exceeded a limit. It’s been
found that this affects the method’s performance

As one may observe, the resulting policy outperforms the underfit ones, but
also performs as good or better than the long-trained PPO policy. Remarkably,
this is achieved without any additional environment steps, just using the offline
data. One may also sample those trajectories during the training of a baseline, thus
removing the need to sample them afterward.

The results that good could be explained by the properties of the modern
imitation learning techniques, such as diffusion policy, used in this paper. It has
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been observed, that these methods demonstrate interesting out-of-distribution
generalizations [5].

It is also apparent, that the Bed Bathing benchmark though is improved, but
still is not beaten. It is hypothesized, that this is due to a low diversity of the col-
lected trajectories, insufficient to cover the entire distribution.

In addition to generalization, it is hypothesized, that since the PPO itself bal-
ances exploration and exploitation, this may prevent it from fast convergence on
successful trajectories, continuously trying to look for other modalities.

Another interesting observation is that when the PPO baseline is trained until
full convergence using up to several million steps, it usually gets on-par perform-
ance with the fine-tuned version. Although, on the Feeding benchmark fully con-
verged PPO got an 87% success rate, while its fine-tuned version achieved 98%.
But even without that, it’s still a much worse result than the fine-tuned approach,
since it requires additional millions of time steps.

CONCLUSION

In this paper, a novel approach to reduce risk in assistive reinforcement learning
policies using diffusion models is proposed. The proposed method leverages the
strengths of both model-free reinforcement learning and imitation learning tech-
niques based on diffusion models to improve policy robustness without additional
interactions with the environment.

The effectiveness of the proposed approach is demonstrated through experi-
mental validation on various assistive robotics tasks simulated using Assistive
Gym. By fine-tuning policies obtained from a baseline PPO algorithm with off-
line data, significant improvements in success rates are achieved across different
tasks. Importantly, the method outperformed risky policies generated directly by
PPO.

The results indicate the potential of diffusion-based imitation learning tech-
niques in enhancing the safety and reliability of assistive robotics systems.

Future work could explore additional refinements to the diffusion-based pol-
icy fitting process and include re-exploration iteration for diffusion policies, to
make the process iteratively switch between fine-tuning and exploration.
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SHWXXEHHA PU3UKIB CTPATET'II HABYAHHS 3 NIJKPIIUVIEHHAM JJIsI
JorJjsiay 13 AMey3IMHUMUA MOAEJISIMU / A.M. Turapesko
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AnoTauisi. Jlonomixkaa poGOTOTEXHIKa st AOTIISIIY, 0 PO3BHBAETHCS 3aBISIKU J10-
CSICHEHHSIM IITYYHOTO iHTEJIEKTY, sIBIIsiE COOO0 MEPCIEKTUBY TSl BUPILICHHS 3pOC-
TAIOYOro MOMUTY Ha JOTJIsI, OCOONMBO B KOHTEKCTI 301IbIICHHS KIJIBKOCTI OCi0, sKi
fioro nmotpedyroth. EdextuBHi Ta 6e3nedHi JOMOMDKHI IPUCTPOT MOIIU O CTaTH KO-
PUCHUMH, OCOONUBO B KOHTEKCTI MiJBHIIEHOTO IMOMUTY Yepe3 TPaBMHU, MOB'A3aHi 3
BilfHOI0. X04a BapTicTh € Oap'epoM AJIS JOCTYIMHOCTI, TEXHOJIOT1YHUNA IPOTPEC MOKE
3pobuTH ix OB focTynHUMH. Besrneka € HalBaKIMBIIIOO IPOOIEMOI0, 0COOIMBO
3 OISy Ha MOJEJbHY CKIaTHICTh B3aeMOJil Mik poOoramu Ta nroasmu. Jocmi-
JDKEHO 3aCTOCYBAaHHS HAaBYaHHS 3 MIAKPIIUICHHSM Ta HaBYaHHS IMITalli€ro Juisl HOo-
JHITIICHHS TPOLECY MPOEKTYBAHHS CTpATEriil Ul aCHCTEHTHUX poOoTiB. 3amporo-
HOBaHUH MiXiJ Iomomarae 3poOuTH HepoOacTHI crTparterii MiJBHUIIEHOTO PU3HKY
Oinbur Ge3medyHHME Ge3 10JaTKOBUX B3aeMoii i3 cepenoBuiueM. Lllmsxom excrie-
PHMMEHTIB y CHMYJbOBAaHUX CEPEAOBHUIIAX IPOJEMOHCTPOBAHO IepeBary, sKy Lei
MiAX1A Ja€ B TO€IHAHHI 3 TPAAWLIMHUMH METOJAaMH HaBYAaHHS 3 MiIKPIIUIICHHSIM
y 3aBJIaHHSIX, [OB'SI3aHUX 3 JOMOMIXKHOI POOOTOTEXHIKOO.

KurouoBi ciioBa: nomomikHa poOOTOTEXHIKA, HABYAHHS 3 MiAKPIIUICHHIM, Iudy-
31iiH1 MOJIeIl, HaBYaHHS IMITaIlI€0.
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