30 ciuna 2025 p. BHNOBHIOETHCA 75 POKiB

BiJOMOMY YKpPaiHCBKOMY BYEHOMY, (PaxiBII0 B TraAy3i KiOepHETHKH,
CHCTEMHOTIO aHaaily, Teopii NpuUHAHATTA pillleHb, TPUYi Aaypeary
JepzxkaBHOi npemii YKpaiHH B raaysi HaykKd i TexHiku (1990, 1999,
20095), zacayxkeHoMy nigdeBi HayKH 1 TexHiku YKpainu (2000),
IIOBHOMY KaBaaepy opzeHa «3a 3acayri» (1996, 1998, 2005), aaypea-
Ty mnpemiti HAH VYkpainu: imeni B.M. I'aymkoa (1995), imewni
B.C. MuxaseBu4da (2004) Ta imeni C.O. Aebenea (2019). I[TouecHoMmy
noktopy HAH VYkpainm (2020), mokropy TexHiYHHX HayK (1984),
npodpecopy (1985), akamemiky HAH ¥Ykpainu (1995), akamemiky
HAITH Ykpainu (1995), iHoO3eMHOMY YA€HY-KOPECIIOHAEHTY ABCTPi-
CBKOI akazaeMii Hayk (2022)

MuxaiAy 3axapoBH4Yy 3rypoBChBKOMY.

Muxatino 3axapoBuu 3rypoBCbKHE HaponuBcsa B M. Ckaaa-
[Tomiabcbka  BopiiiBcbkoro patioHy TepHOMIABCBKOI  00AacTi.
Y 1975 p. BiH 3akiHgyuB KUIBCBKHUN NMOAITEXHIYHUH 1HCTUTYT (HUHI —
HartionaanpHu#l TexHIYHUE yHiBepcuTeT YKpainu «KuiBCBEKHU IIOAiTE-
XHiYHUH iHCTUTYT iM. Irops Cikopcwbkoro» — KIII) 3a crertiaabHiCTIO
«aBTOMAaTH30BaHi CUCTEMHU yIpaBaiHHs». KaHaumaTchKy aucepTallito
«OnITUMaAbHE OVCKPETHE YIIPaBAIHHS OOHHUM KAACOM PO3IMOMIA€HUX

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute,, 2024
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IIPOLIECIB HECTAI[iIOHAPHOIO TENAOOOMIHY» 3aXUCTHUB y 1979 p., mok-
TOPCBHKY «ABTOMAaTHU30BaHE IIPOEKTYBaHHS Ta OIITHMaAbHE VIIpaBAiH-
HS HECTalllOHapHUMH IIPOLIECaMH i IIOAIMH B yMOBaxX HEBU3HA4YEHOC-

Ti gaHuxr — y 1984 p. ¥ 1987 p. craB mpodecopoMm Kadeapu
TexHigyHOi KibepHeTnku KIII, y 1988—1992 pp. OyB IIpopeKTOpPOM
3 HaB4YaAbHOI, pobotHr, a B 1992—2024 pp. — perropoMm KuiBcpkoi

noaiTexHiku. BonHodac y 1996 p. BiH 3acHyBaB i 1o 2015 p. odoato-
BaB lHcTuUTyT npHKaamHOro cucreMHoro aHaaizy MOH VYkpainu ta
HAH Ykpainu (I[ICA), 3 2015 p. i morenep € #oro HayKOBHM KepPiBHHU-
KoM. ¥ 1994—1999 pp. 6yB MiHicTpoM OCBiTH YKpaiHH.

M.3. 3rypoBCBHKHH 3OiHCHIOE MacIITabHy TPOMAaICBKY MiIABHICTH
Bin € yaeHoMm 6araTboxX YKpaiHCBKHX Ta 3aKOPAOHHHUX HAYKOBHUX
TOBapPHUCTB, HAllIOHAALHUM IIPeACTAaBHUKOM YKpainu B Mi>kHaponHiHi
pazi 3 Hayku (ISC, Ilapux, Ppanmiga), yaeHom I[loBazkHoi panu
Opnena cBaroro Ilanteaetimona, ['on0oBOI0 YKpaiHCBKOI pagu MHUPY.
OcraHHIME poKaMH HOro rpomMajchbka podoTa CIIpsSMoOBaHa Ha KOH-
CoAifallito Mi>KHApPOAHUX OpraHilalliii i BUAATHUX Oid4iB OCBiTH,
HayKHU 1 KyABTYPH 3 Pi3HUX KpaiH CBITY HABKOAO METH WIOAO AOCATHEH-
HSI CITPaBENANBOTO MHpPY Oad YKpaiHu. 3okpeMa, Muxatino 3axapoBHUd
OyB cmiBoprasizaTopoM i ygacHuKoMm ceMmiHapy OOH «Ekoaoriyna
Oesmeka mix Yac BilfHM Ta 30pOoMHHX KOHMAIKTIB» (6 aAmcTOmaga
2024 p., Heto-Hopk); I Camity (JIapTHEPCTBO Ta 3I0POB’a BeTepa-
HiB» (€BponapaamenT, 29-30 xkoBTHS, Bprocceab, Bearria); MizkHa-
pomHoi KoHepeHLii «€Bpona Ta YKpaiHa: CITiAbHI IIepCIEeKTHUBHU Ta
IIHHOCTI», KA MOPOXOoAuAa Ha 0aszi ABCTPIHCBKOrO iHCTUTYTY €BpPO-
ne¥icbKoi roaiTnku 6e3nexku (13 rpynasa 2024 p., Binens, ABcTpis) Ta
IHIITUX BaKAUBHUX 3aXOJIiB.

HaykoBa rpomMaaChKiCThb, KOAETH, YYHI
IIIUPO BiTAIOTh

Muxaiaa 3axapoBu4a 3rypoBCBKOrO

3 IOBiA€eEM, OazKalOTh HOMY aKTHBHOTO

JOBTOAITTSI, HEBUYEPITHOTO HATXHEHHSI

i HOBUX JIOCATHEHB Ha 0Aaro BiTyuzHu.

ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 4



HAIIOHAJIbHA AKAJIEMISI HAVK YKPAIHU
HABYAJIbHO-HAYKOBU KOMITJIEKC
«IHCTUTYT ITPUKIIAIHOT'O CUCTEMHOI'O AHAJII3Y»
HAIIIOHAJIbHOI'O TEXHIYHOI'O YHIBEPCUTETY YKPATHU
«KWUIBCHKUH TTOJIITEXHIYHUI IHCTUTYT IMEHI ITOPSI CIKOPCBKOI' O»

CHUCTEMHI JOCJIIA)KEHHA TA
IHOPOPMAIIMHI TEXHOJOTII

MDKHAPOJIHMIT HAYKOBO-TEXHIYHUI JXYPHAIJI

Ne 4

2024

3ACHOBAHO Y JIMIIHI 2001 p.
PEJAKIITHA KOJIETIS:

T'onosumuii peqakTop

M.3. 3I'YPOBCbKHI,

akan. HAH Ykpaiaun

3aCTyl’lHHK roJI0BHOI'0 peaaKkTopa

H.J. TAHKPATOBA,
YsieHu peakoJierii:
ILI. AHJIOH,

A.B. AHICIMOB,
X. BAJIEPO

I'.-B. BEBEP,

I1.0. KACBSIHOB,
KOPEHNY,

MABJIOB,

n.
O.A.

yi.-kop. HAH Ykpainu

akan. HAH Ykpainu
wi.-kop. HAH Vkpainu
npod., Icrmanis

npod., Typmis

mpod., A.¢.-M.H.,
Vkpaina

npod. ITonpma

npod., A.T.H., YKpaiHa

JI.  CAKAJIAYCKAC, npod., Jlursa

AM.
L.B.

CAJIEM,
CEPT'IEHKO,
X.-M. TEOJOPECKY,
E.O. ®PAVMHBEPT,
A.C. SUKIB,

AJIPECA PEJAKIII:
03056, M. Kuis,

mpod., €runer

akan. HAH VYkpainu

akaz. PymyHcbpKoi
Axanemii

npod., CIIA
akan. HAH VYkpaiau

npocn. [Tepemoru, 37, kopi. 35,

HHK «IIICA» KIII im. Iropst Cikopcbkoro
Ten.: 204-81-44; daxc: 204-81-44
E-mail: journal.iasa@gmail.com

http://journal.iasa.kpi.ua

© HHK «ITICA» KITI inm. leops Cixopcbroeo

Y Howmepi:

* [Ipo0JieMu NpUIiHATTA pillleHb
Ta YNPaBJiHHA B €KOHOMIiYHHX,
TeXHIYHHX, eKOJIOTiYHHUX i comi-
aJIbHUX cHUCTeMAX

 MaTremaTuuHi MeTOAM, MO €I,
npodJjieMu i TexHoJorii goc-
JiIKeHHS CKJIAJHUX CHCTEM

* MeToau, MojeJi Ta TEXHOJIOT I
IITYYHOT 0 iIHTEJIEKTY B CHCTEM-
HOMY aHaJi3i Ta ynpaBJIiHHI

*HoBi Meronm B cHCTEeMHOMY
aHaJisi, ingopmaruui Ta Teopii
NPUHHATTS pillleHb




NATIONAL ACADEMY OF SCIENCES OF UKRAINE

EDUCATIONAL AND SCIENTIFIC COMPLEX
«INSTITUTE FOR APPLIED SYSTEM ANALYSIS»
OF THE NATIONAL TECHNICAL UNIVERSITY OF UKRAINE
«IGOR SIKORSKY KYIV POLYTECHNIC INSTITUTE»

SYSTEM RESEARCH AND
INFORMATION TECHNOLOGIES

INTERNATIONAL SCIENTIFIC AND TECHNICAL JOURNAL

Ne 4 2024

IT IS FOUNDED IN JULY 2001

EDITORIAL BOARD: In the issue:
The editor — in — chief

Academician of
M.Z. ZGUROVSKY, NASU
Deputy editor — in — chief

Correspondent
N.D. PANKRATOVA, | ciber of NASU

* Decision making and control
Academician of in economic, technical, ecologi-

Associate editors:

F.I. ANDON,
oy cal and social systems
Correspondent
A.V. ANISIMOY, member of NASU
E.A. FEINBERG, Prof., USA .
* Mathematical methods, models,
P.O. KASYANOYV, Prof., Ukraine .
problems and technologies for
J. KORBICH, Prof., Poland | ¢ h
A.A. PAVLOV, Prof., Ukraine compiex systems researc
L. SAKALAUSKAS, Prof, Lithuania
* Meth models and tech-
AM. SALEM, Prof., Egypt ethods, odels d tec

LV. SERGIENKO,  Academician of NASU nologies of artificial intelligence

Academician of in system analysis and control
H.-N. TEODORESCU, ' g manian Academy

J. VALERO Prof., Spain « New methods in system analysis,
G-W. WEBER, Prof., Turkey computer science and theory of
Ya.S. YATSKIV, Academician of NASU

decision making

THE EDITION ADDRESS:

03056, Kyiv,

av. Peremogy, 37, building 35,

Institute for Applied System Analysis

at the Igor Sikorsky Kyiv Polytechnic Institute
Phone: 204-81-44; Fax: 204-81-44

E-mail: journal.iasa@gmail.com
http://journal.iasa.kpi.ua




HlanoBHi ynTaui!
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TEXHOJIOITi».
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Dear Readers!

Educational and Scientific Complex «Institute for Applied System Analysis»
of the National Technical University of Ukraine «Igor Sikorsky Kyiv Polytechnic
Institute» is published of the international scientific and technical journal

«SYSTEM RESEARCH AND
INFORMATION TECHNOLOGIES».

The Journal is printing works of a theoretical and applied character on
a wide spectrum of problems, connected with system researches and information
technologies.

The main thematic sections of the Journal are the following:

Theoretical and applied problems and methods of system analysis; theo-
retical and applied problems of computer science; automated control systems;
progressive information technologies, high-efficiency computer systems; decision
making and control in economic, technical, ecological and social systems; theo-
retical and applied problems of intellectual systems for decision making support;
problem- and function-oriented computer systems and networks; methods of
optimization, optimum control and theory of games; mathematical methods, mod-
els, problems and technologies for complex systems research; methods of system
analysis and control in conditions of risk and uncertainty; heuristic methods and
algorithms in system analysis and control; new methods in system analysis, com-
puter science and theory of decision making; scientific and methodical problems
in education.
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@I’T ON THE OCCASION OF THE 75th ANNIVERSARY
OF NAS ACADEMICIAN M.Z. ZGUROVSKY

SCIENTIST AND ORGANIZER OF ENGINEERING EDUCATION

N.D. PANKRATOVA

On January 30, 2025, the renowned Ukrainian scientist, expert in the fields of cy-
bernetics, systems analysis, decision theory, three-time laureate of the State Prize
of Ukraine in Science and Technology (1990, 1999, 2005), Honored Scientist of
Ukraine (2000), Full Cavalier of the Order of Merit (1996, 1998, 2005), laureate
of NASU prizes named after V.M. Glushkov (1995), V.S. Mikhalevich (2004),
and S.O. Lebedev (2019), Honorary Doctor of the NASU (2020), Doctor of
Technical Sciences (1984), Professor (1985), Academician of the NASU (1995),
Academician of the NAPS (1995), and Foreign Corresponding Member of the
Austrian Academy of Sciences (2022), Mykhailo Zakharovych Zgurovsky, cele-
brates his 75th anniversary.

Mykhailo Zakharovych Zgurovsky was born in Skala-Podilska town,
Borshchiv District, Ternopil Oblast. In 1975, he graduated from Kyiv Polytechnic
Institute (now the National Technical University of Ukraine "Igor Sikorsky Kyiv
Polytechnic Institute" — KPI) with a degree in Automated Control Systems. He
defended his Candidate of Sciences dissertation, "Optimal Discrete Control of a
Class of Distributed Processes of Nonstationary Heat Exchange," in 1979, and his
Doctoral dissertation, "Automated Design and Optimal Control of Nonstationary
Processes and Fields under Uncertainty,” in 1984. In 1987, he became a Professor
at the Department of Technical Cybernetics at KPI. From 1988 to 1992, he served
as Vice-Rector for Academic Affairs, and from 1992 to 2024, he was the Rector
of Kyiv Polytechnic.

In 1996, Zgurovsky founded and, until 2015, directed the Institute for Ap-
plied System Analysis (IASA) under the Ministry of Education and Science of
Ukraine and the NASU. Since 2015, he has served as its Scientific Director. From
1994 to 1999, he was the Minister of Education of Ukraine.

By his anniversary, Mykhailo Zakharovych Zgurovsky has made a signifi-
cant contribution to science, education, and public life. In the realm of science,
M.Z. Zgurovsky has generalized the fundamental principles of systems analysis,
laid the foundation for systemic mathematics, and proposed a new approach to the
theory of extremal problems for nonlinear operator, differential-operator equa-
tions, inclusions, and variational inequalities. The most prominent applications of
his scientific research are in the fields of mathematical geophysics and geoinfor-
matics, contributing to solving the socio-economic challenges of modern society.

While serving as the Minister of Education of Ukraine, M.Z. Zgurovsky con-
tinued the work initiated by P.M. Talanchuk, the first Minister of Education of
independent Ukraine. He implemented the core principles of the State National
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Program ""Education™ ("'Ukraine in the 21st Century'), which was approved
by the First All-Ukrainian Congress of Education Workers in December 1992.
Under Minister Zgurovsky leadership, a comprehensive legislative framework for
Ukraine's education system was developed.

A new generation of Ukrainian-language textbooks was created, and the
concept of humanitarian education in Ukraine was introduced. He established an
accreditation system for higher education institutions, with its permanent collegial
body—the State Accreditation Commission of Ukraine (a predecessor of the
current National Agency for Higher Education Quality Assurance (NAQA)).
The structure of educational fields and specialties in higher education was aligned
with the needs of the economy and society of the newly independent state.

For the first time, a mandatory entrance exam in the Ukrainian language was
introduced in higher education institutions. Many other significant initiatives were
implemented, all aimed at developing the human capital of an independent
Ukraine.

Upon assuming the role of Rector of Igor Sikorsky Kyiv Polytechnic Insti-
tute (KPI), Mykhailo Zgurovsky developed a new vision for its further develop-
ment. His concept focused on transforming the institution from a large polytech-
nic institute of the Soviet-era centralized economy into a European-style technical
university, characterized by universal and broad-oriented training to meet the
evolving needs of society. Today, KPI consistently ranks among the top 4% of
universities worldwide according to various international rankings.

To achieve this transformation and address the demands of the newly inde-
pendent Ukraine, new faculties and institutes were established, new departments
were created, and over 150 new specialties and specializations were introduced.
Significant reforms were implemented to facilitate KPI’s integration into the
European educational and research space.

During his 32-year tenure as Rector, Mykhailo Zghurovsky was guided by
core principles he articulated in an interview: "Always remember that I come from
KPI and owe my development and growth to it. Therefore, under any circum-
stances or position, I must work for its advancement and prestige, support and
protect my colleagues at my alma mater, respect the honor and dignity of every
person, regardless of their social status or position, and strive to understand the
perspective of everyone who approaches the Rector, affirm respect and reverence
for veterans and seniors, who created everything the university has today and are
carriers of wisdom and unique experience for the new generation, inherit the best
practices for KPI from my predecessors; see in every student a talented individual
and in every staff member a like-minded colleague and ally; be grateful for ac-
complishments and capable of forgiving mistakes and weaknesses."

Thanks to Zgurovsky’s energy, his scientific talent, and his leadership as an
organizer of engineering education, KPI was granted the status of a National
Technical University in 1995. In 2007, it became the first Ukrainian university to
be recognized as a research university, leveraging the integration of education,
science, and innovation within the powerful innovation ecosystem Sikorsky Chal-
lenge, which he established.

The KPI research university model is based on refining mechanisms for
modern integration of science, education, and innovation. This approach empha-
sizes preparing highly qualified researchers and specialists for knowledge-
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intensive industries in Ukraine’s economy, fostering innovation activities in mar-
ket conditions through the university's scientific and technological parks, and
promoting a knowledge-based economy. The foundation of this model has always
been the synergy of experience and energy from both seasoned and young educa-
tors and researchers.

It is worth noting that during Ukraine’s independence, KPI effectively be-
came a laboratory for developing and drafting key documents on education. These
include Ukraine’s laws ""On Education,” "*On Higher Education," "On the
Scientific Park 'Kyiv Polytechnic,”" *"On Scientific Parks,” and *'On the Ba-
sic Principles of Information Society Development in Ukraine for 2007-
2015", along with numerous government resolutions and decisions by the Minis-
try of Education and Science. KPI was one of the first universities in Ukraine to
sign the Magna Charta Universitatum. It was an active participant in introduc-
ing the Bologna Process in Ukraine and played a leading role in organizing and
participating in numerous international conferences on reforming higher educa-
tion and harmonizing it with the European educational system.

The transformation of Igor Sikorsky Kyiv Polytechnic Institute (KPI) into a
research university was just one, albeit undoubtedly a key, project among dozens
of initiatives proposed and implemented by Mykhailo Zgurovsky during his ten-
ure as Rector of Kyiv Polytechnic. Among the achievements initiated and suc-
cessfully realized under his leadership are the following:

e FEstablishment of 11 new faculties and educational-scientific institutes, as
well as over 50 new departments to meet the modern needs of Ukraine's economy
and society.

e Development and expansion of the scientific-educational information and
communication network ""Uran' and its integration into the European GEANT
network.

e Creation of the university's supercomputer center.

e Establishment of the World Data Center for Geoinformatics and Sus-
tainable Development, as part of the global network of World Data Centers.

e Creation of Ukraine's first State Polytechnic Museum.

e Establishment and development of the Sikorsky Challenge innovation
ecosystem, based on the Law of Ukraine "On the Scientific Park 'Kyiv Poly-
technic."

o [Initiation of the educational and scientific complex "Institute for Ap-
plied System Analysis™ (IASA) in cooperation with the National Academy of
Sciences of Ukraine (NASU).

e Creation of the Institute of Advanced Defense Technologies.

o Establishment of the KPI Alumni Association.

Under the leadership of Rector Mykhailo Zgurovsky and with his direct in-
volvement as the architect of every project, the university underwent significant
physical and cultural transformations. These changes reflect the finest traditions
of leading European and global universities. KPI restored its unique spirit of aca-
demic excellence, scientific achievements, and proud affiliation with its illustrious
history.

Numerous unique symbols of the university were created or restored, becom-
ing its pride: the Hall of the Academic Council, the Polytechnic Museum, KPI’s

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4 9



N.D. Pankratova

famous park, monuments to distinguished polytechnicians whose discoveries
changed the world, the Grand Physics and Grand Chemistry Auditoriums,
Knowledge Square, art galleries, commemorative plaques, the Foucault pendu-
lum, the university church, two stadiums, numerous new parks, and the clock
tower on the main building. A special place belongs to the memorial complexes
dedicated to Kyiv Polytechnic students and faculty who gave their lives for
Ukraine’s freedom and independence. These symbolic landmarks are a profound
tribute to the university's remarkable history.

Particular attention was given to the extensive reconstruction of a significant
portion of the university’s academic buildings and dormitories, many of which
were in disrepair in the early 1990s. Thanks to meticulous efforts, these facilities
were restored, revitalized, and adapted to meet modern requirements.

Today, this legacy not only reflects the grandeur of the past but also inspires
new generations with pride in the great accomplishments of their predecessors. It
surrounds the KPI community with a unique atmosphere: the spirit of university
tradition, academic excellence, a sense of belonging to a rich history, and motiva-
tion for new achievements worthy of the outstanding contributions of previous
generations.

It is important to emphasize that Mykhailo Zgurovsky has consistently pri-
oritized the retention of experienced and highly qualified academic and scientific
staff in his personnel policy while also attracting talented young professionals.
This approach ensures the university's continued development and the preserva-
tion of its finest traditions.

The collaboration between Igor Sikorsky Kyiv Polytechnic Institute (KPI)
and the scientific institutions of the National Academy of Sciences of Ukraine
(NASU) has deep historical roots. Many of the founding scientists of KPI were
directly involved in the establishment and development of the Ukrainian Acad-
emy of Sciences. For instance, Stepan Prokopovych Tymoshenko, Dean of the
Mechanical and Engineering Faculties of KPI, formed the first Mechanics De-
partment of the Ukrainian Academy of Sciences, organizing what is now the Insti-
tute of Mechanics of NASU, named in his honor. Another notable example is the
distinguished KPI scientist Yevhen Paton, who founded the Institute of Electric
Welding. Renowned academicians such as H.S. Pysarenko, S.V. Sorensen, K.K.
Syminsky, and many others combined their work at KPI with leadership roles in
academic institutes.

Mykhailo Zgurovsky actively supports these traditions. At his invitation,
prominent scientists such as Academician V.G. Baryakhtar (founding Dean of the
Faculty of Physics and Mathematics), Academician [.M. Kovalenko (founding
Dean of the Faculty of Applied Mathematics), and other esteemed mathematicians
and physicists like Academicians A.M. Samoilenko, I.V. Skrypnyk, V.M. Loktev,
S.M. Dovgy, materials scientist Academician 1.V. Kryvtsun (a disciple of B.Ye.
Paton), renowned cyberneticist Academician V.S. Deineka, and many others have
actively worked and taught at KPI.

Reflecting on the future of education, Mykhailo Zgurovsky recognized the
need to reorient the university's activities toward a more fundamental approach to
education, moving away from a narrowly technical focus. This fundamental ap-
proach has been inherent to KPI throughout its history, emphasizing the insepara-
ble connection between education, scientific research, and the practical applica-
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tion of results. It is this emphasis on fundamental education that once secured
global leadership for the developments of former students who later became
world-renowned scientists and engineers. The same approach underpins the nu-
merous victories of current KPI students in international competitions in mathe-
matics, programming, and cybersecurity.

Under the scientific leadership of Mykhailo Zgurovsky, the Institute for
Applied System Analysis (IASA) of NASU and the Ministry of Education and
Science of Ukraine, as well as the World Data Center for Geoinformatics and
Sustainable Development, were established in Ukraine. The latter specializes in
geoinformatics, focusing on global modeling of sustainable development proc-
esses and assessing global threats to human security and quality of life.

IASA was established in 1997 by a resolution of the Cabinet of Ministers of
Ukraine as part of the Cybernetics Center of NASU. Its dual subordination re-
flects the implementation of the concept of integrating science and education.
IASA conducts cutting-edge fundamental and applied research in developing
methodologies for systems analysis of complex interconnected objects and proc-
esses of social, economic, ecological, and technological nature.

The institute develops methods for forecasting and predicting the behavior of
complex systems under multi-factor risks, decision-making in such systems with
conflicting objectives, and uncertainty or insufficient initial information. It also
advances the theory of optimal control, differential games, nonlinear analysis,
optimization, the theory of infinite-dimensional dynamic systems, methods for
evaluating and managing nonlinear distributed parameter systems, and the analy-
sis of controlled Markov processes. Furthermore, it develops the theory of infor-
mation-analytical systems, methods for managing large databases, and strategies
for ensuring the guaranteed functionality of cyber-physical systems, including the
support of digital twins.

The platform for solving this class of problems is a new research direction
proposed by Mykhailo Zgurovsky, known as "'system mathematics." This direc-
tion represents a set of interrelated branches of mathematics (both classical and
newly developed) that enable solving modern interdisciplinary problems of vari-
ous natures. By applying system mathematics, the Institute, under Zgurovsky's
leadership, has achieved fundamental results in the field of global modeling of
sustainable development processes in the context of quality and safety of human
life, analysis of global threats, and systemic studies of control problems for com-
plex and hybrid systems.

In applied research, tools for technology foresight and scenario analysis
have been developed in the form of an advanced information platform. This plat-
form integrates mathematical, software, logical, and organizational tools, allow-
ing for the sequencing of qualitative and quantitative analysis methods, establish-
ing relationships between them, and ensuring the process of building future event
scenarios. In practical terms, the research outcomes have been applied to address
numerous challenges in the development of Ukraine's economy.

The Institute for Applied System Analysis (IASA) actively collaborates
with NASU research departments, including the Divisions of Informatics,
Mathematics, Mechanics and Machine Science, Physics and Astronomy, Materi-
als Science, Energy and Energy Technologies, Earth Sciences, and Economics, as
well as other NASU structures and many higher education institutions. It is worth
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emphasizing that the fundamental and applied research and developments at
IASA are conducted, as intended at its establishment, in conjunction with the
educational process and the preparation of highly qualified young professionals.

In response to contemporary challenges, Mykhailo Zgurovsky proposes a
new paradigm in science and education based on general trends such as interdis-
ciplinarity, human-centered approaches, sustainability, responsibility and ethics,
and the comprehensive use of Industry 4.0 core technologies.

Zgurovsky argues that the transition from Industry 4.0 to Industry 5.0 signi-
fies not only technological shifts but also a rethinking of the human role in society
and industrial production. He emphasizes sustainable human development and the
creation of new societal values. This, in turn, imposes new demands on the econ-
omy, industry, and society, as well as on scientific research and the training of
specialists in system analysis, intelligent service-oriented distributed computing,
and artificial intelligence systems and methods.

In response to the challenges mentioned above, Mykhailo Zgurovsky initi-
ated profound reforms in the educational and research activities of IASA, based
on the following principles:

e Human-centered innovation: The new economic model places humans
and their needs at the center of innovation processes. Industry 5.0 highlights the
importance of harmonious collaboration between humans and technology, requir-
ing greater consideration of human needs, ethical issues, and social responsibility
when developing technological solutions.

¢ Interdisciplinary approach: Workforce training and scientific research
must address not only the rapid development of technologies but also the com-
plexity and multidimensionality of demands from the economy and society. Inte-
grating an interdisciplinary approach into the system of science and education is
essential to prepare specialists capable of solving complex problems.

e Broad integration of advanced technologies: The economy and society
in the Industry 5.0 era will demand extensive integration of system analysis, arti-
ficial intelligence, distributed computing, and cyber-physical systems across all
areas of life. Key aspects include technology interoperability, cybersecurity,
adaptability to change, and adherence to ethical standards.

e Competence development: Training programs should focus on develop-
ing competencies such as the analysis of complex adaptive systems, intelligent
data analysis, the design of resilient and secure cyber-physical systems, and en-
suring interoperability between various technologies.

e Scientific Achievements and Legacy: Within Zgurovsky's scientific
school, 16 doctoral and over 40 candidate theses have been completed. He is the
author of 52 inventions and has authored or co-authored more than 1,000 scien-
tific works, including 45 monographs and textbooks published in Ukraine, Japan,
Poland, China, Germany, and other countries worldwide. These accomplishments
highlight Mykhailo Zgurovsky's enduring contributions to science, education, and
societal development, positioning IASA as a leading institution in addressing
modern challenges and fostering innovation.

Under the leadership of Academician Mykhailo Zgurovsky, significant work
has been carried out in the analysis and scenario planning of sustainable devel-
opment for regions of Ukraine in the context of human quality of life and safety.
The aim of this work is to enhance the comprehensiveness and effectiveness of
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analytical and informational support for decision-making processes (in the form
of medium- and long-term strategies and sequences of actions by authorities).
These efforts focus on ensuring the sustainable development of individual regions
and Ukraine as a whole, viewed as complex socio-economic systems. This is
achieved by developing new and improving existing methods of systems analysis,
big data intelligence, forecasting, scenario planning, and management.

The Institute for Applied System Analysis (IASA) publishes the interna-
tional scientific journal "System Research and Information Technologies,” with
Mykhailo Zgurovsky serving as its Editor-in-Chief. On Zgurovsky’s initiative,
IASA organizes and co-organizes numerous scientific conferences and seminars.
Notably, it hosts the annual International Scientific and Practical Conference on
Systems Analysis and Intelligent Computing.

Mykhailo Zgurovsky is extensively involved in public activities. He is
a member of numerous Ukrainian and international scientific societies, the na-
tional representative of Ukraine at the International Science Council (ISC, Paris,
France), a member of the Honorary Council of the Order of Saint Panteleimon,
and the Chair of the Ukrainian Peace Council. In recent years, his public efforts
have focused on consolidating international organizations and prominent figures
in education, science, and culture from various countries to achieve a just peace
for Ukraine.

Zgurovsky has been a co-organizer and participant in key international
events, including the UN Seminar on Environmental Security During War
and Armed Conflicts (November 6, 2024, New York), the Second Summit on
Partnership and Veterans’ Health (European Parliament, October 29-30,
Brussels, Belgium), and the International Conference ""Europe and Ukraine:
Shared Perspectives and Values™ held at the Austrian Institute for European and
Security Policy (December 13, 2024, Vienna, Austria), among others.

For his achievements in science, education, and fostering international coop-
eration, Mykhailo Zgurovsky has been awarded numerous state honors from
Ukraine (he is a Full Cavalier of the Order of Merit), as well as from Italy, Esto-
nia, Vietnam, Poland, France, Japan, and China.

The scientific community, colleagues, and students extend their heartfelt
congratulations to Mykhailo Zgurovsky on his milestone anniversary, wishing
him active longevity, boundless inspiration, and new achievements for the benefit
of his homeland.

Received 20.12.2024
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Abstract. The paper analyzes mining processes when using cryptocurrency on fi-
nancial exchanges. It considers the cognitive map (CM) of the use of cryptocurrency
as a complex system. It reveals all functions of mining processes when interacting with
speculative instruments under conditions of uncertainties and risks. Digital modeling of
impulse processes in the CM was carried out to study the dynamic properties of the
free movement of the tops of the CM under random disturbances.
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INTRODUCTION

During the 1990s and 2000s, there was a need to solve the problems of verifying
and signing digital documents (or transactions) in an environment with partial
trust, that is, in an environment where one or more agents may not be in good
faith [1]. Bitcoin was proposed to solve this problem. In work [2], attention was
focused on the exchange of monetary assets, and a workable cryptocurrency pro-
totype was also proposed. This ensured a relatively rapid spread of the idea
among cryptographic enthusiasts. In four years, the popularity of the topic of Bit-
coin led to a boom in articles aimed at increasing the efficiency of its support
(mining) [3], as well as the appearance of a request for specific computing sys-
tems aimed only at mining.

Miners, the backbone of the cryptocurrency ecosystem, are responsible for
emissioning and maintaining cryptocurrency. Their crucial task is to ensure the
recording and execution of transactions by forming digital blocks in a standard
chain—blockchain. This blockchain, one of the key concepts that underpin mod-
ern cryptographic systems, is a testament to the vital role of miners in the crypto-
currency world.

Mining is a popular way to earn money through cryptocurrency. The block-
chain rules require the chain of blocks to be continuous, meaning breaks in the
chain are not allowed, but branching is possible. This applies even to traditional
cryptocurrencies when creating new ones based on old ones or temporarily until
the next block is generated. In addition, blockchain requires the instant execution
of events (smart contracts) included in the block. It also prohibits changes to the
results and composition of actions in each block.
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In a further development, cryptocurrency led to the emergence of specialized
cryptocurrencies that can solve specific tasks of cloud computing and data storage.
However, Bitcoin continues to occupy a dominant position among other currencies.

In works [4-7], cognitive maps of the use of cryptocurrency in financial
markets were developed. These maps were designed based on causal relationships
and took into account the main financial indicators of cryptocurrency circulation.
However, they did not consider the role of miners as organizers and performers of
cryptocurrency exchange by performing transactions outside the banking system.

STATEMENT OF THE PROBLEM

This article examines the problems of researching the processes of using crypto-
currency in financial markets as a complex system, the model of which is devel-
oped in the form of a cognitive map (CM).

The first task is devoted to analyzing the functions of mining processes,
which help perform cryptocurrency exchange operations by conducting transac-
tions in digital form outside the banking system.

The second task is to analyze the interaction of speculative instruments with
the cryptocurrency market. The third task is to analyze the uncertainties and risks
of using cryptocurrencies.

In the article we simulate the processes in the CM to study the dynamic
properties of the CM’s vertexes under random disturbances.

PECULIARITIES OF FUNCTIONING OF DIGITAL CRYPTOCURRENCY LIKE
BITCOIN

The nature of using Bitcoin for exchange

The primary purpose of using Bitcoin was to transfer funds between users during
trade transactions. In recent years, Bitcoin has gained mostly speculative popular-
ity. To reveal the specifics of using Bitcoin as a means of exchange, let us con-
sider the traditional type of money transfer via a bank (Fig. 1).

- ~transaction. — |nternal valldation
userl Validator (bank) userz userl lidator (bank userz
rccord record alidator (ban

record record
request rcquest

—_————— transaction done
user 1 \Validator (bank) user2 user 1 alidator {bank user 2
record record record record

i nn:lflcatrnn
final aproval request for aproval “m'ﬁca““"

Fig. 1. The sequence of funds transfer in traditional systems is conditionally divided into
four stages
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There are several stages in the standard options for transferring funds:

o Authorization on the bank’s server, sending a request to transfer funds.

e Internal verification of the bank (whether this transaction is possible,
whether the recipient’s address is valid, whether there are enough funds).

e Transaction authorization/confirmation (more a legal requirement than a
necessary step).

o Physical transfer of funds (i.e., changing the balance of two users). Send-
ing a message about a successful transaction.

The considered simple option of transferring funds between two clients of
the same bank vividly illustrates the main features of the system, namely:

o The user cannot access his money and the bank’s database directly.

o All operations are performed on the bank’s side in its single system. The
user acts as an external factor.

o The system is centralized.

This approach, of course, has its advantages, particularly for the regulation
of funds; however, it also has significant disadvantages, such as limited function-
ality in the event of system damage (lack of Internet, light, etc.). The Bitcoin sys-
tem partially solves this problem. Consider an example of Bitcoin transfer be-
tween users (Fig. 2):
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Fig. 2. The transfer of funds between two users in the Bitcoin system is conventionally divided into four
sequential stages. In the figure, it is assumed that only two users are actively engaged in mining
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During the transfer of bitcoins, several stages can be distinguished:

e The user checks his balance against his own copy of the blockchain (simi-
lar to a bank database). According to the verification, he requests to transfer funds
to user 2. The request is coded using the user’s private key and can be verified by
anyone using the public key.

o The request is sent to the system and processed by one of the miners (or
several). The possibility of operations is checked according to the miner’s local
blockchain. After verification, the operation is included in the block and the block
generation process begins (that is, the selection and calculation of the hash sum
that satisfies certain complexity characteristics).

e One of the miners finds the required hash sum — the new block is con-
sidered generated and is sent to other users for confirmation. The user who made
the transaction receives an early warning that the transaction is already successful
and agreed with one miner.

o Other crypto community users (and other miners) confirm the generation
of the block (that is, it does not contradict their transaction history). This transac-
tion is considered complete after receiving confirmation from 51% of users.

An additional requirement for users to accept the generated chain of blocks
is its length. Therefore, shorter chains are rejected, and the longest chain takes
priority for extension (Fig. 3).

To T T2 3

oska |—of biocks || bockc | oo |

[ block A }—5[ block B } =I block D2 ’—>
[ block A }—.[ block B }—.[ block C } »

Fig. 3. Example of rejecting blocks based on chain length rule. Miner chain 1 is accepted,
while chains 2 and 3 are rejected

In this system, there is no central element that can be replaced with another
one. This means that changes in the miners operating the system will not be no-
ticeable to ordinary users, and the loss of a part of the community of miners will
not affect the system’s operation. To ensure a smooth transition when miners’
capacities change, a balancing mechanism is embedded in the blockchain. The
complexity of block generation, which involves setting conditions on the selected
hash sum, depends on the speed of block generation and is balanced at the level of
1 block per 10 minutes. If there is a sudden increase in the total power of the min-
ers, the selection process may speed up. In response, the system will automati-
cally introduce an additional complication to hash sum generation. This resistance
to losing part of the mining capacity also limits the number of transactions that
can be included in a block, as block sizes have physical size limits.

Anonymity in the blockchain system and benefits of use

Unlike the traditional banking system, the blockchain system does not allow for
transaction cancellations or block alteration. The private key is the sole user iden-
tifier, enabling transactions from anywhere with an Internet connection. While it
is possible to trace the source of funds, it is impossible to prevent their transfer.
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Linking an address to a specific Bitcoin user is another concern. This prob-
lem is partly addressed through regulating cryptocurrency exchanges, which over-
see real money flow and require user registration. However, a significant loophole
for money laundering via cryptocurrency is the process of mining, which effec-
tively converts electricity into cryptocurrency. This process completely ano-
nymizes the recipient of the cryptocurrency, enabling it to be used for criminal
purposes. The only way to trace the recipient of the cryptocurrency earned
through mining is by locating the connection points of the mining equipment. On
average, a miner can earn between $0.7 to $1.4 for every 1kWh of electricity
used, depending on the exchange rate and electricity prices. This becomes in-
credibly profitable when access to free energy is available, such as when an en-
terprise or government institution covers the electricity costs. Businesses with an
average power capacity of 100 kW, benefiting from discounted electricity rates,
can generate up to $70.000 in monthly illegal income. This income could be un-
declared or even a form of bribery.

Recent events have shown several unusual options for influencing the cryp-
tocurrency exchange rate. Thus, countries that extract raw energy materials (gas
and oil) are more prone to the mining process and, therefore, to the emission of
bitcoin. As a result of the impact of the sanction, it became a source of capital
outflow from the country and black purchase of goods. Bitcoin proved resistant to
restrictions, but crypto exchanges, as exchangers of cryptocurrency for real mon-
ey, came under restrictions and were forced to leave the market of such countries.
Despite the stability of the Bitcoin system itself, such a move significantly un-
dermined user confidence in the system. This shows that Bitcoin has not become
an independent means of payment and is still perceived as a speculative asset,
where the possibility of exchange for real money plays a key role.

CHARACTERISTICS OF MINING AS A DISTINCT PHENOMENON
RESULTING FROM THE USE OF CRYPTOCURRENCIES

Mining is the essential link that connects the world of cryptocurrencies with the
real-world environment. The concept of rewarding users for utilizing their com-
puting power is at the core of this process. Other users repeatedly verify every
action; only the result that aligns with most users (miners) is considered valid.

Initially, mining referred to creating a block in the blockchain by finding the
appropriate hash and solving cryptographic tasks. Over time, the term has evolved
to encompass any work for which a reward is received in the blockchain. In our
context, mining encompasses any computing process that supports the operation
of the blockchain system. From the network perspective, all users are integral
parts of the system, acting as nodes. Mining is the only chain that connects the
environment of cryptocurrencies with the real world. The idea of rewarding some
users for using their computing power is fundamental. Each action is repeatedly
duplicated and checked by other users. De facto, only the result that coincides
with the results of most users (miners) is considered valid.

First and foremost, mining was the process of generating a block in the
blockchain, that is, selecting the appropriate hash and solving cryptographic tasks.
However, gradually, this term spread to any work for which a reward is received
in the blockchain. In our work, mining is any computing process that supports the
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operation of the blockchain system. From the network point of view, all users are
parts of the system — nodes:

e Full nodes are transitional nodes of the blockchain that keep and update
all information about users. They require a lot of computing resources. Usually,
users who hold a full node are engaged in checking transactions (keys) and the
validity of blocks received from miners. Users with full nodes are rewarded for
validating transactions and maintaining the network. Direct mining may also be a
secondary task for such users.

e Light nodes support only partial information about the blockchain. The
majority of users use them for everyday operations—checking the balance and
transferring funds. The computing load is minimal, and synchronization delays
can be up to several seconds.

e Pruned full nodes — differ from full nodes by the possibility of limiting
support resources. Usually, only a certain limited part of the blockchain is
stored — for example, the last 10 GB of transactions. Convenient for blockchain
research.

e Mining nodes — the most demanding node to support. It requires differ-
ent resources — from the processor and RAM to graphics processors and special-
purpose integrated circuits. Users who deploy this node on their equipment re-
ceive a reward directly from the mining process — the process of generating
blocks (combining transactions into a group for calculating the cryptographic
component of the system — the hash). As a result of successful block generation,
a reward is received. In an unsuccessful generation, the user receives nothing
(Proof of Work principal).

e Master nodes — a complete analog of the full node but with additional
functions — guaranteeing anonymity in the system. Unlike users with full nodes,
an additional requirement for master nodes is the presence of significant capital in
cryptocurrency. When conducting an anonymous transaction with another user,
the capital of the master node will participate in the transaction and dilute the
anonymized transaction, among others. This mechanism will make it possible to
completely exclude the possibility of tracking the communication between the
sender and the recipient. Of course, from the side of ordinary users, this anony-
mous transaction will have an increased commission, which will go to the reward
of the owners of the master node. Officially, the Bitcoin system can work without
master nodes, but this mechanism is easily transferred to any cryptocurrency, so it
is definitely used.

e Fast nodes (Lightning Network) are nodes whose main goal is to syn-
chronize speed among themselves. Wines act as a kindred nervous system of the
blockchain, increasing bandwidth and speeding up the number of transactions in
the system. The user receives a reward for transactions and the speed of their exe-
cution.

The operation of the blockchain system requires the participation of several
types of users. Mining nodes form the system’s foundation, but rewards are also
distributed to owners of fast nodes, master nodes, and full nodes based on similar
principles. Currently, the system involves over 12.000 different nodes. The ex-
change of information between these nodes is a hidden centralized element of the
system, as connecting to nodes requires knowledge of the API address, and the
system relies on resources with a list of active nodes.
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Understanding the unique aspects of Bitcoin mining emission

The actual mining process simultaneously involves issuing cryptocurrency and
supporting its transfers. The miner receives a reward from two sources of income:

e User commissions, a dynamic aspect of the process, are determined by the
user’s need to transfer Bitcoin quickly. The higher the commission, the greater the
motivation of the miner to include the transaction in the block, thus increasing the
priority of the transaction. The estimated minimum reward per block is 0.8 bitco-
ins and depends on user demand for transfers.

¢ An additional block reward was staked when the cryptocurrency was cre-
ated. However, the reward is halved every 210.000 blocks. So, in 2032, the addi-
tional reward will be 0.78 bitcoins per block, which will be less than the user fee
(Fig. 4).

btc reward per block
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Fig. 4. Decreasing the emission (rewards for mining) of Bitcoin over time

The additional reward acts as a source of creation of new bitcoins (emission
of cryptocurrency). At the same time, the commission is charged to users and is
not a floating factor on the cryptocurrency rate. This means that the number of
bitcoins is limited, and therefore, bitcoin is a unique resource, which gives the
right to partially compare it with gold (as a limited resource of exchange). Thus,
the number of bitcoins will be at most 21 million coins (Fig. 5). Therefore, con-
sidering the loss of wallets, this resource should become more and more unique
over time.
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Fig. 5. The increase in the total number of bitcoins

To comprehend another mining issue, one must understand the structure of
the primary mining outcome—the block (see Fig. 6).

As mentioned in 2.1, the block generation process does not depend on the
number of users involved in the mining process and on their computing power.
Theoretically, one user is enough for this. On the other hand, if there are several
miners, only one receives a reward for mining. The computing component of min-
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ing causes this circumstance. To generate a new block, we need to include user
transactions and information about the previous block and generate a hash sum
that would meet some complexity rules (that is, it was less than a certain number).
With the help of the complexity level, the block’s birth time is regulated in 10
minutes, regardless of the computing power of the miners. In the case of low
computing power, the block generation time begins to increase, which leads to the
inconvenience of ordinary users and the accumulation of transactions. In this case,
the condition is gradually softened.

block

Y hash
previouse
old block new block
< Terminator )

Fig. 6. A simplified Bitcoin block diagram

COGNITIVE MAP AS A MODEL FOR RESEARCHING THE USE
OF CRYPTOCURRENCY

The cognitive map for researching the mining process is presented in Fig. 7. The
vertices of the CM have the following names:
1. Cryptocurrency rate.
Number of active cryptocurrency users.
Number of miners.
Volume of processed transactions.
Performing miner functions.
Profitability of mining (profit).
User fees for transaction execution.
Issuance of cryptocurrency.
9. Amount of capitalization.
10.Indirect profit (circumvention of sanctions, economic restrictions inside
of countries).
11.Funding for the development of new mining equipment.
12.Cryptocurrency supply.
13.The price of energy resources when using cryptocurrency.
14 Number of passive users (institutional investors).
15.Mining equipment price.
16.Computing complexity of the network.
17.Safety of using cryptocurrencies.
18.Legality of using cryptocurrencies.
19.Tendency to accumulate cryptocurrencies.
20.Efficiency of miners.
21.Fear of devaluation of cryptocurrency.
22.Belief in the growth of the cryptocurrency rate.
23.Informational and speculative disturbances have the following names.

PN RN

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4 21



V. Romanenko, H. Kantsedal

Fig. 7. Cognitive map of cryptocurrency mining

When the perturbations act on the CM vertices, a transient process occurs,
which is described by the difference equation [7]:

Ay;(k+1) =3 a;Ay; (k) 6]

j=1
where Ay; (k) =y;(k)—y;(k—=1), i=1,...n, a; — the weight of the edges of the
weighted directed graph (CM connects the j -th vertex of the CM with the i -th

one. Equation (1), which describes the free movement of the i-th coordinate of
the CM, can be written in vector-matrix form for the entire CM:

Ay;(k+1)= AAy(k), 2
where A is the weight matrix of the adjacency of the CM (nxn), which consists
of a; CM elements.

The first 15 vertices of the CM are measurable. This means that their coordi-
nates can be precisely measured and fixed at discrete moments of time K, start-
ing with the period of discretization 7 .

From the 16th vertex to the 23rd, their coordinates cannot be formalized, and
their change is difficult to determine on a real-time scale. To clarify this complex-
ity, the original model of the impulse process (2) is divided into two parts. The
first part is dedicated to the measured parameters of the vertices of the original
CM (2), ensuring a structured approach to the research. The second part includes
the non-measurable parameters of the vertices, acknowledging the inherent chal-
lenges in the field:
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15 23
Ayi(k+1) = a;Ay (k) + Y a;, Ay, (k), €))
j=1 n=16
where y; — the measured coordinates of the CM; y, — unmeasured coordi-

nates of the top of the original CM.
The second model is created to describe the impulse process of the non-
measurable parameters of the CM vertices:

23 15
Ay, (k+1)= Z ay Ay ; (k) + Z a, Ay (k) . “)
j=16 j=1

At the same time, the unmeasured parameters of the vertices are considered
disturbances in the first model (3).
Expressions (3) and (4), respectively, can be written in vector-matrix form:

AY(k +1) = A AY (k) + A, AY, (k) (5)
AY, (k+1) = Ay A, (k) + Ay AYy (k) (6)

where Y, is a vector of measured parameters, and Y, is a vector of non-

measurable parameters, and the matrices 4;;, 45, 4,;, 4, respectively have
the dimension (15x15), (15x8), (8x15), (8x8) and are components of the ad-
jacency matrix A4 in the model (2):

A4, 4
A= { 11 12} ' 7
Ay Ay

The use of cryptocurrencies is affected by various factors that can reduce
trust in their use. As a result, the following risks can occur when dealing with
cryptocurrencies:

e Risk of losing users, leading to a decrease in the price of Bitcoin

o Risks associated with incorrect general expectations of many users simul-
taneously, created by manipulating traders on financial exchanges.

¢ Risk of a sudden collapse in the cryptocurrency price due to coordinated
manipulations on the stock exchanges, including high-frequency trading, where
assets are bought and sold at high speeds, potentially leading to investor panic.

o Risks associated with the lack of guarantees for the safety of the capital
invested in cryptocurrency, leading to user anxiety when trading on the stock ex-
change.

It should be noted that the combination of vertices 15-11-6 has an interesting
stepped nature and behavior. The process of developing new computing schemes
aimed only at solving the mining problem is quite slow and requires a lot of real
money. Therefore, it constantly pulls resources away from long-term Bitcoin
holders. On the other hand, when the development is completed, and the new
equipment is ready for serial production, it causes a significant outflow of capital
invested in Bitcoin due to the need to update mining capabilities.

Vertex 13 (the price of energy resources when using cryptocurrency) closely
connects the world of miners with the real world. The mining process is ex-
tremely energy-consuming, and any fluctuations in the energy market lead to sig-
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nificant problems with mining. In particular, military actions near oil fields tradi-
tionally have a negative impact on cryptocurrency.

On the other hand, the presence of conflicts in other regions is a positive in-
centive for the growth of Bitcoin’s price as a source of wealth in unstable condi-
tions or in terms of bypassing traditional financial instruments (bypassing sta-
tions, blockades, etc.). Although mining relies increasingly on green energy, its
behavior is still sensitive to daily fluctuations.

INTERACTION OF SPECULATIVE INSTRUMENTS WITH THE
CRYPTOCURRENCY MARKET

Since the dawn of currency, speculation has been a fundamental part of human
society. In the realm of cryptocurrencies, speculation takes on a whole new di-
mension. Cryptocurrencies, unlike traditional currencies, can be stored indefi-
nitely, with the only limit being the total number of cryptocurrencies in existence.
To navigate this unique landscape, many traders turn to mechanisms borrowed
from the stock market, such as contracts (futures). These contracts offer the assur-
ance of cryptocurrency redemption at any given time, a stark contrast to the typi-
cal trading of cryptocurrencies. In fact, the contract market is currently three
times the trading volume of Bitcoin, making it the most popular avenue for specu-
lation.

Contracts are divided into two types—to increase the price (long) of the as-
set (cryptocurrencies) and decrease it (short). To conclude a contract for an in-
crease, it is necessary to find a counterparty for a similar contract for a price de-
crease. Currently, exchanges provide the opportunity to conclude contracts
without being tied to a specific user and to share them between several counter-
parties (for ordinary users, the counterparty mechanism looks like the exchange
acts as counterparty for all contracts). Thus, the mechanism of contracts on cryp-
tocurrency exchanges is similar to the mechanism of making a bet and is a purely
speculative mechanism.

The market of contracts on exchanges is divided into the following categories:

Perpetual contracts: These are derivatives that involve a commission paid
depending on the duration of the contract. The commission size is directly related
to the imbalance of the number of contracts on the market/exchange.

e Delivery contracts: These are futures with a fixed execution time. Until
the execution time, they are similar to perpetual contracts. At the time of execu-
tion, holders of long contracts must sell the asset (cryptocurrency) for the amount
specified in the contract, and holders of short contracts must buy cryptocurrency
at the market price.

e Contracts for cryptocurrency in cryptocurrency: In terms of the execution
mechanism, they can be similar to the first two types, but the use of only crypto-
currency expands the possibilities of contracts and allows for the addition of new
conditions. These contracts can be applied in decentralized settlements.

Credit funds are widely used for all the speculative assets listed. Under very
reasonable conditions, it is possible to borrow up to 124 credit dollars using just
one physical dollar. The contract market is seen as a form of speculation that is a
significant destabilizing factor in the financial market. Speculative assets are read-
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ily accessible and fully integrated into the basic functionality of modern ex-
changes. Speculation can be categorized as follows:

o Inter-exchange arbitrage involves making a profit from price differences
between exchanges. This involves buying and selling assets, but it carries the risk
of transferring cryptocurrency between exchanges.

o Cross-currency arbitrage is about profiting from exchange rate differences
between interconnected assets. This situation arises when one asset is traded in
much smaller volumes than the others, leading to delayed price quotations.

o Cross-product arbitrage is an arbitrage between different products of an
exchange or exchanges. It typically involves derivatives, options, and futures.

e Trading based on graphic data analysis is risky for speculation, as it in-
volves a desire to get rich quickly rather than long-term operations. In the short
term, the behavior of the cryptocurrency exchange rate is random and has a low,
but not zero, chance of success.

e High-speed trading involves short-term transactions and frequent or full
automation, which reduces risks due to their short duration.

e Scraping is a speculation strategy based on a stationary cryptocurrency
rate assumption. The user engages in the de facto resale of the asset with a mini-
mal markup. This is the least risky strategy among non-arbitrage options for spec-
ulation.

On the cognitive map (Fig. 7), speculation is depicted as a disruption, which
is considered at the top of 23 CM. Other speculations, in various forms, stem from
the above. While most arbitrage strategies enable synchronization of different
parts of the system and cryptocurrency markets, scraping introduces white noise.
Trading based on graphical analysis and high-speed trading with many users is
entirely random.

CHARACTERISTICS OF UNCERTAINTIES WITH CRYPTOCURRENCY
USAGE

Uncertainties when using Bitcoin

One of the major issues with blockchain systems in the context of using crypto-
currencies is their reliance on users. Any action or information on the blockchain
is considered valid if most users accept it. This vulnerability is exploited in what
is known as a “51% attack”. In this attack, the goal is to temporarily control more
than 51% of the mining capacity of the entire network. Once this control is
achieved, false data can be entered into the generation of the current block and
validated. The false data is considered valid because the remaining 49% of users
cannot reverse this. However, it is essential to note that the current power of the
Bitcoin blockchain is substantial, and the network of miners is extensive, making
this type of attack unlikely, given the current number of users and the advance-
ment of computing technology.

Another drawback is the potential for the blockchain network to become
overloaded due to the volume of transactions. An attack with a high volume of
transactions could potentially cripple the blockchain for some time, resulting in
the isolation of cryptocurrency exchanges. In theory, this could lead to a loss of
user confidence and a significant drop in the price of the cryptocurrency.

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4 25



V. Romanenko, H. Kantsedal

Uncertainties inherent in the characteristics of Bitcoin as a digital currency

One of the significant issues with cryptocurrencies today is their reliance on the
Proof of Work (PoW) algorithm to a certain extent. The global economy heavily
depends on digital signature technology, with most digital signatures being cre-
ated using a few simple numbers. This uneven distribution of operations reduces
cryptographic stability and poses a potential challenge to economic activities in
the next 50 years, not just for Bitcoin.

Another concern is the need for more decentralization and the need to store
node addresses. In the event of a 51% attack on Bitcoin services, control over ap-
proximately 8.000 nodes could allow fake transactions to be introduced into the
system. If most users are successfully redirected to fake nodes within 10 minutes,
significant damage could be done to the system.

Additionally, the implementation of the Proof of Work protocol in mining,
where the mining reward goes to only one successful miner, has led to the unifica-
tion of miners in mining pools. While this makes the mining process more pre-
dictable, it makes the system less resistant to a 51% attack.

A more immediate challenge for Bitcoin is the issue of limiting both the
number of coins and the number of transactions per second. As the world evolves,
it’s increasingly likely that cryptocurrency may no longer be a convenient me-
dium of exchange due to its price or exchange speed. This could lead to a collapse
of the industry in the future.

Furthermore, future mining limitations may lead to a significant amount of
equipment being released on the market, which could be used for fraudulent ac-
tions with cryptocurrency. The same equipment used for mining can also be used
to hack wallets successfully. Considering the dormant wallets with significant
funds stored since the beginning of the cryptocurrency era, this may lead to a col-
lapse of the cryptocurrency rate as early as 2040.

Uncertainties arise from speculative phenomena in the cryptocurrency market

Speculation and leverage pose potential problems for cryptocurrency markets.
The most significant issue is the synchronization of speculators’ actions at certain
times, leading to significant market fluctuations. This is further exacerbated by
the introduction of copy trading, which enables traders to share strategies with
others at the exchange level, making synchronization even easier.

Another risk is the accumulation of substantial finances in speculative assets,
potentially leading to a stock market crash. Currently, there is no legal regulation
of cryptocurrency exchanges, and tracking the amount of collateral on the
exchanges is challenging. Additionally, part of the collateral is always in crypto-
currency, the exchange rate of which can fluctuate significantly, especially when
funds need to be transferred through the exchange into real money. These transac-
tion volumes can significantly impact the cryptocurrency market and the pricing
mechanism for cryptocurrency.

MODELING OF IMPULSE PROCESSES OF THE COORDINATES OF THE CM
VERTICES OF THE USE OF CRYPTOCURRENCY

Based on cause-and-effect relationships, the adjacency matrix 4 of the impulse
process of the cognitive map (7) was developed, which has the follow-
ing components A4y, Ay, Ay, Ay
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The eigenvalues of the matrix A are 0.989+0i, 0.592+0.282i, 0.489+01i,
0.22+0.333i, 0.22-0.333i, 0.08+0.336i, —0.334+0i, -—0.188+0.131,
—0.188—-0.131, 0.142+0i, 0.064+0.102i, 0.064—-0.102i, —0.122+01i, Oi,
0i, 0i, O0i, 0.7+0i, 0.8+0i, 0i, Oi. The eigenvalues of the matrix are smaller

than one by module. Therefore, the impulse responses
for models (5) and (6) are stable.

of the closed-loop control

Modeling the impulse processes of the coordinates of the CM vertices is car-
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ried out to examine the
movement of critical ver-
tices 1, 2, 3, 6, and 20
under the influence of
random disturbances
applied to vertices 18, 22,
and 23.

Figs. 8-12 display
graphs of the CM coor-
dinates’ free movement,
including the crypto-
currency exchange rate,
the number of active
cryptocurrency users, the
amount of mining, and the
efficiency of miners.
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For a clearer simulation, initial values of 60000, 700000, 50000, 3000, and
30 were set as the system’s starting point for vertices 1, 2, 3, 6, and 20. The most
significant changes affected the profitability of mining and cryptocurrency’s rate
while other changes occurred gradually and were highly correlated. There pat-
terns closely mirror real marked behavior. Specifically, as the number of disk-
ettes increases, the behavior of the cryptocurrency exchange rate closely resem-
bles that of the real market (Fig. 13)
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Fig. 13. The behavior of the cryptocurrency exchange rate over an extended period

Cucmemni docniodicenns ma ingpopmayivini mexronoeii, 2024, Ne 4 29



V. Romanenko, H. Kantsedal

Therefore, these graphs comprehensively describe the dynamic properties of
the cryptocurrency circulation’s CM. The model built reflects the primary interac-
tions of cryptocurrencies in financial markets and corresponds to the simulated
phenomenon.

CONCLUSION

The work performs a systematic study of the dynamic properties of mining prin-
ciples when using cryptocurrency on financial exchanges, which are used to per-
form cryptocurrency exchange operations by conducting transactions in digital
form outside the banking system. For this, a cognitive map of the use of crypto-
currency as a complex system was developed, in which all the functions of min-
ing processes in interaction with speculative instruments in conditions of uncer-
tainties and risks are revealed.

In the article, the digital simulation of impulse processes in the CM was car-
ried out while investigating the dynamic properties of the free movement of the
tops of the CM under the action of random disturbances.
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CUCTEMATHUYHI JAOCJIIKEHHSA IHCTPYMEHTIB BHUKOPUCTAHHSA
KPUIITOBAJIIOTH HA ®ITHAHCOBUX PUHKAX / B.JI. Pomanenko, I".O. Karnenan

Amnoramnisi. [IpoaHanizoBaHO TpomecH MaiHIHTY 3a BUKOPUCTaHHS KPHITOBAIIOTH
Ha (inaHcoBuX Oipkax. PosrmsiHyTo xornituBHy kapty (KK) BHKOpHMCTaHHS KpHI-
TOBAJIOTH SIK CKJIaIHOI cucTeMu. Po3kpuro Bci yHKUIi npoueciB MaiiHiHTYy y Xoai
B3a€MOJT 31 CHEKYIATUBHUMH IHCTPYMEHTaMH B yMOBAaX HEBH3HAYEHOCTI Ta PHU3H-
KiB. [l MOCIi/KEHHsT IMHAMIYHUX BJIaCTHBOCTEH BinbHOrO pyxy BepumH KK minx
IIEF0 BUMAIKOBHUX 30ypeHb BUKOHAHO LHU(PPOBE MOJCIIOBAHHS IMITyJICHHUX IPOIIC-
ciB y KK.

KurouoBi ciioBa: kpunroBaioTa, KOTHITHBHA KapTa, MaifHIHT, IMITyJIbCHI IIPOLIECH.
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SHORT-TERM FORECASTING OF THE MAIN INDICATORS
OF THE COVID-19 EPIDEMIC IN UKRAINE BASED
ON THE SEASONAL CYCLE MODEL
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Abstract. The authors of this study propose a method of short-term forecasting of
time series of the main indicators of the COVID-19 epidemic, which has a pro-
nounced seasonality. This method, which has no direct analogies, provides the de-
composition of a general forecasting task into several simpler tasks, such as the tasks
of building a model of the seasonal cycle of a time series, aggregating the original
time series, taking into account the duration of the seasonal cycle, forecasting an ag-
gregated time series, developing an aggregated forecast into a forecast in the original
time scale, using the seasonal cycle model. The solution for each task allows the us-
age of relatively simple methods of mathematical statistics. The article provides a
formally rigorous description of all procedures of the method and illustrations of
their numerical implementation on the example of a real forecasting task. The use of
this method for short-term forecasting of the COVID-19 epidemic development in
Ukraine has systematically demonstrated its effectiveness.

Keywords: COVID-19 epidemic, time series, short-term forecasting, seasonal cycle,
indicators.

INTRODUCTION

Despite the fact that the first works on mathematical epidemiology appeared as
early as the 20s of the last century [1], the COVID-19 pandemic, especially in the
initial phase, created significant difficulties in building high-quality forecasts of
the disease spread based on mathematical models [2—4]. This, along with the
enormous scale of the pandemic, as well as its socio-economic consequences, has
attracted the attention of scientists around the world to the problem of quantitative
forecasting of the development of the COVID-19 epidemic.

Currently, a wide variety of mathematical tools are used to model and fore-
cast the spread of COVID-19, among which the main place is occupied by sys-
temic models of epidemics, including simulation, statistical models and methods
for forecasting time series, methods and models of artificial intelligence (neural
networks and etc.).

LITERATURE ANALYSIS AND PROBLEM STATEMENT

Taking into account the pronounced seasonality of COVID-19 epidemic devel-
opment in various countries of the world, the Box—Jenkins (SARIMA) [5] and
Holt-Winters [6] methods, which take into account seasonal effects, are the most
widely used for statistical modelling of epidemics. SARIMA models are a linear
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combination of series and seasonal profile elements, as well as past forecast errors
considering autoregression. The Holt-Winters method uses the technique of triple
exponential smoothing applied to the main components of a statistical time series:
series level, trend, seasonal component. Both models have their own advantages
and disadvantages.

This, in the absence of the only best approach or forecasting model, taking
into account the principle of multiple models generally recognized in forecasting
theory, leaves room for development and determines the relevance of efforts
aimed at developing alternative approaches to forecasting which more accurately
reflect the specifics of the forecasting object, including features of seasonal cy-
clicity, increasing the level of transparency, formalization and simplicity of the
procedures applied.

The paper proposes a new method that decomposes the general problem of
forecasting into a number of simple problems. These are the tasks of building a
model of the seasonal cycle of a time series, aggregating the original time series
taking into account the duration of the seasonal cycle, forecasting the aggregated
time series and transforming the aggregated forecast into a forecast in the original
time scale using the seasonal cycle model.

PURPOSE OF THE STUDY

The aim of the study is to develop a “direct” method for short-term forecasting of
time series of the main indicators of the COVID-19 epidemic based on a seasonal
cycle model.

MATERIALS AND METHODS OF THE STUDY

The study is based on statistical data from the Public Health Center of the Minis-
try of Health of Ukraine [7], as well as indicators derived from them, which to-
gether characterize the spread of the COVID-19 epidemic in Ukraine over the
entire observation period. This statistical data is a multidimensional discrete time
series with a 1-day increment, which includes univariate statistical series of three
basic indicators (increase in infected, deaths, recoveries), five derived daily and
cumulative indicators (increase in active cases; total number of infected, deaths,
recoveries, number of active cases) and three synthetic derived indicators (disease
spread and mortality, epidemic progression).

To determine the availability and duration of a cycle in the statistical series
of reference indicators, autocorrelation methods were used, implemented in the
statistical software IBM SPSS Statistics, STATISTICA and MS Excel 2019. For
aggregating time series, the corresponding series conversion procedures of the
specified application program packages were used.

The building of cycle models, as well as trend models of aggregated time se-
ries of reference indicators, was carried out using generally accepted methods of
analytical alignment of time series and, in particular, curve-fitting methods using
non-linear optimization methods.

To develop and evaluate indicative forecasts of reference indicators, statisti-
cal series were used that included data from the 36th to the 57th week of the
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entire observation period. Forecasts were built for a period of 1+1 weeks, where

the forecast for the second week is an estimate. Statistical series of reference indi-
cators from the 36th to the 55th week were used as training sequences, and the
next two weeks were used as a verification (forecasting) sequence. The accuracy
of forecasts for all forecasted indicators was assessed using the calculated (fore-
casting) data and data from verification sequences using the MAPE accuracy in-
dicator.

MATHEMATICAL MODELS

In the general scheme of the developed method for short-term forecasting of the
COVID-19 epidemic progress, for each one-dimensional statistical series of the
reference indicator, the following procedures are performed:

— identification of the seasonal cycle in the time series and determination of
its duration;

— building of a general model of the seasonal cycle (seasonal profile of the
time series) or a set of models of seasonal cycles of the time series;

— removal of the seasonal component by aggregating the original time series
with a step equal to the cycle duration, and building a trend model of the aggre-
gated series;

— trend forecasting for the forecast period in the aggregated time scale;

— disaggregation of the aggregated forecast using the cycle model (cycle
models), which is the decomposition of the aggregated forecast into a forecast in
the original time scale.

The calculation of the forecast values of all derived indicators of the
COVID-19 epidemic is based on the forecasts of the reference indicators.

For a formal description of the above stated procedures, we introduce the
following notation:

R ¢ — original multidimensional statistical time series;

n — dimension of the time series Ry ;

I — set of indices of the components of the original time series,
I1={1,...,n};

t — discrete moment of time;

T — length of the time series g;

T, — duration of the forecasting period,

R — forecasting time series of length 7}.;

Let R — n-dimensional vector of COVID-19 epidemic indicators. Then

R=(R",R',R"),

where R* — vector of epidemic reference indicators of dimension 7 ; R’ — vec-
tor of daily and cumulative derivative indicators of the epidemic of dimension 7' ;

R" — vector of synthetic derivative indicators of dimension n".
In this study, the following assumptions have been made:

R*{ATC,AD,AR},
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where ATC,AD, AR — daily increase of infected, deaths, recovered respectively.
R € {AAC,TC,D,R,AC} ,

where AAC — daily increase in the number of active cases at time ¢; 7C, D, R —
total number of infected, deaths and recovered; AC — number of active cases.

RNE {Rta[TC5ICC51P} 5

where R, — infection spread rate; /,. — fatality rate (according to the number
of infected (total cases)); /.. — fatality rate (according to the number of closed
cases); [, — epidemic progress indicator.

The following notations refer to an arbitrary one-dimensional time series
Rg(i), where iel ", where I — a subset of epidemic reference indices
(11 *| =n"). For simplicity, the index i, where it does not generate ambiguity, will
be omitted below:

1. — length of the seasonal cycle time series R (i) ;

k — number of complete cycles in time series R (7);

t'" — sequence number of the seasonal cycle or, what is the same, a discrete
point in time in the aggregated time scale;
t" — sequence number of the observation in the cycle;

Rge(t') — ¢ -th statistical time series of length 7. (series of seasonal cy-
cle elements 7).
R’y — aggregated statistical time series of observations;

T¢ — length of the aggregated time series R’y in the aggregated time scale
(in units of the number of complete cycles, T'g =k );

T; — duration of the forecast period in the aggregated time scale.

Ry (¢') — ¢’ -th normalized seasonal cycle (normalized cycle time series);

M ., — general model of normalized seasonal cycle (seasonal profile of
time series R (7)) — model time series of length 7).

Considering the introduced notation, the formal description of all stages of
forecasting of the reference one-dimensional series R (i), i€/ * is as follows.

Stage 1. Analysis of the time series cyclicity.

1.1. Determining the availability, duration of 7. and the number & of com-
plete cycles in the original time series Rg (7).

This stage is implemented by standard methods of autocorrelation analysis.
Stage 2. Building of the normalized cycle model M .y (i) of the time series.

2.1. Normalization of the levels of the seasonal cycle time series Rg. (i,7)
forall ¢, £'{l,...,T;} .

Normalization is carried out according to the formula:
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rCS(iat'at") !

D es st 1)

where rg(i,t',¢") — t"-th element of the #"-th cycle of the time series R (i);

b

Yoy (@,8',1") =

rey (@,1,1") — t"-th element of the #*-th cycle of the time series R (7).

2.2. Building of a mathematical model of the normalized cycle M ~y (i)
based on 7 observations — the set of all cycles {R'scy (3,¢)} .

The seasonal cycle model M (i) is developed on the elements of the nor-
malized time series of cycles {Rg-y (¢')}, the set of which acts as a repetitiveness.

In the study, a degree / polynomial from the sequence number of the cycle ele-
ment was used as a model of the seasonal cycle, where / < T..

MCN (lt”) = al (t”)l + al_l(t")l_l +...+ al t" + ao,
where ¢"{l,...,T.}; A — parameter vector of the degree 1 polynomial,
A= (ao,...,a[).
The parameters 4 of the M -y (i) model are defined as a solution to an opti-
mization problem of the type:

min > o (rey (62" = 1oy (', 8")* VEE € (L. k)
A
t't

reg ot =ay (" +ap (Y T e ay Y1 0<rey, (68" <1 V",

roy (@,¢") — ¢"-th model cycle element M -y (i) ; &, — significance coefficient of
the #’-th cycle.
In the model, the weight coefficients {oc, }, are set using the logistic func-

tion of the cycle ' sequence number
Stage 3. Building a model of the aggregated series R’ (7).

3.1. Aggregation of the original one-dimensional time series R (i) — for-
mation of an aggregated time series R’ (/) of length 7§ .

The aggregation of the series Rg(i)1s carried out with a step equal to the
duration of the cycle T, using the operation of summing as the aggregation

operation.
3.2. Building a trend model M (i) of the aggregated time series R’ (7).

It is carried out by an arbitrary method of analytical alignment of time series.
Stage 4. Forecasting of the initial time series R (7).

4.1. Development of an aggregated forecast R’z (i) for the forecast time 7.
It is carried out by extrapolating the trend using the M, (i) trend model for
the forecast period 7. in the aggregated time scale.

4.2. Formation of the forecasting time series R (7) based on the aggregated
forecast R’ (i) .
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At this stage, deconvolution of each element 74 (7,¢') of the forecasting series
R’ (i) is carried out using the My (i) cycle model, as a result, each element is

replaced by the time series of the corresponding cycle #* in the original time series
scale, the elements of which are determined by the following formula:

relist) =l i = (41 | x M| ) = = | T | | Ve, te fl,.. Thx k)
TC TC

where [a] — an integer part of the number a.

As a result of this stage, the aggregated forecast series R’z (i) in the aggre-
gated time scale is disaggregated into the forecast series R (i) in the original
time scale.

After forecasting of all COVID-19 epidemic reference indicators, the fore-

cast values of the epidemic derived indicators are calculated in accordance with
the formulas below.

Stage 5. Calculation of the main derivatives (synthetic) indicators of the
COVID-19 epidemic

The daily increase in active cases AAC at each time ¢ is derived from the in-
crease in infected ATC , deaths AD and recovered AR and is calculated by the

following formula:
AAC, =ATC,—AD, - AR, V't
Cumulative indicators 7C, D, R, AC are calculated using the following

formulas:
P=P_+AP, VP,Pe{TC,D, R, AC), .

The Ir+ fatality rate is calculated using the formula:
D
Irc =" TC,

and the Tcc fatality rate — according to the formula:

_Dt
[CC B /Dt _Rt) v

As one of the meaningful tools for monitoring and analysing the develop-
ment of the COVID-19 epidemic, the authors propose an /p, progress indicator,
which is the ratio of fatality rates:

Iee(t D, +R,
)= cc! )[TC([):( ' %Ct v

A physical meaning of this indicator is transparent, reflected in its name and
indicates the traversed path in % of the epidemic progress from the moment of its
emergence to the moment of completion.

Not least informative is the statistical analogue of the reproduction coeffi-
cient R, — the infection spread coefficient R,, which is proposed to be calcu-

Vt.

lated taking into account the seasonality of the time series:

(T,

I=t-T,.+1 m=t-2T.+1
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RESULTS AND DISCUSSION

Let us illustrate the implementation of each of the above mentioned stages, using
the example of short-term forecasting of the development of the COVID-19 epi-
demic in Ukraine.

Stage 1. Analysis of the time series cyclicity of the reference indicator.

In the study, to assess the availability and duration of seasonality in these series,
the FORECAST.ETS.SEASONALITY function contained in MS Excel 2019 was
used, which made it possible to detect a seasonal cycle equal to 7 days (see Fig. 1).
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Fig. 1. Daily increase in Infected (ATC), Deaths (AD) and Recovered (AR) from COVID-19
in Ukraine (normalized data)

The proposed method will be further illustrated for the time series of the in-
dicator of the daily increase in infected (ATC).

Stage 2. Building a seasonal cycle model.

As a model of the weekly seasonal profile, a degree 4 polynomial was used,
the parameters of which are determined by solving the corresponding nonlinear
optimization problem. In doing so, the weight coefficients of the actual weekly
cycles were set using the logistic function of the serial number of the cycle.

Stage 3. Building a trend model of an aggregated time series.

In this study, a polynomial no higher than a degree 6 is used as a model of
the aggregated series for illustrative purpose (Fig. 2).

120 000
10000 | V= 0.889x"+ 6.0452x — 164.44x"+2329.6 x’ — 17607 x* + 56337 x + 33674 . .+
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Stage 4. Forecasting the initial time series.
Extrapolation of the aggregated time series is carried out by substituting the
number of the forecast period into the equation of the y = f(x) (see Fig. 2), and
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disaggregation of the forecast — by deconvolution of the obtained values using
the cycle model.

The results of these procedures for all reference indicators ATC, AD and AR,
as well as the daily increase in active cases AAC are shown in Fig. 3.
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Fig. 3. Actual and forecast values of daily indicators of the COVID-19 epidemic in Ukraine

Step 5. Calculation of derived indicators of the COVID-19 epidemic.
The forecast values of derived indicators are calculated in accordance with the
formulas described above. Their correspondence to the actual data is shown in Fig. 4.
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Fig. 4. Actual and forecast values of cumulative indicators of the COVID-19 epidemic
in Ukraine

Evaluation of forecast accuracy. In order to evaluate the performance of
the proposed method, the accuracy of forecasts has been assessed for the main
indicators of the COVID-19 epidemic in Ukraine using the mean absolute per-
centage error MAPE, as well as a comparative analysis of the accuracy of this
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method with the exponential smoothing methods and SARIMA mentioned at the
beginning of the paper (see Table).

As follows from the data in Table, the estimation results confirm the fact,
well known in statistical forecasting of time series, that different methods deal
with different situations in different ways, and this fact does not allow us to give
preference to one of them in general.

Estimates (MAPE) of the forecast accuracy of the main indicators COVID-19
epidemic in Ukraine, %

N Indicator Weekly forecast 2-week forecast
M, M, M, M, M, M,

1 TC 0.56 0.17 0.14 0.60 0.30 0.10
2 D 0.66 1.01 0.74 1.27 1.17 0.92
3 R 0.21 0.48 0.31 0.22 1.13 0.65
4 AC 1.91 2.00 2.00 2.76 3.22 2.88
5 ATC 12.30 19.28 11.19 10.48 12.83 8.59
6 AD 14.51 10.66 13.07 21.03 8.44 10.02
7 AR 34.28 35.27 39.06 21.20 36.06 29.90
8 AAC 27.70 16.41 17.19 28.85 34.97 31.14
9 Itc 0.16 1.02 0.88 0.70 0.96 1.00
10 Icc 0.45 0.52 0.42 1.26 0.55 0.35
11 Ip 0.34 0.50 0.46 0.57 0.92 0.74

where M;— MAPE of proposed method; M, — MAPE of exponential smooth-

ing; M; — MAPE of SARIMA.

As follows from the data in Table 1, the estimation results confirm the fact,
well known in statistical forecasting of time series, that different methods deal
with different situations in different ways, and this fact does not allow us to give
preference to one of them in general.

It should also be noted that the procedures that implement these methods in
the statistical software IBM SPSS Statistics provide for the generation of a series
of models and the selection of the best among them. In assessing the accuracy of
the method proposed in this study base forecast models were used, and the poten-
tial for improvement of forecast models, which is inherent in the method, is not
utilized. The task of realizing this potential to improve the efficiency of the meth-
od is the subject of further research.

The corresponding calculations were carried out on a systematic basis within
the framework of the activities of the “Working Group on Mathematical Model-
ling of Problems Related to the SARS-CoV-2 Coronavirus Epidemic in Ukraine”
of the National Academy of Sciences of Ukraine during 2020 and confirm the
method effectiveness proposed by the authors of the study.

CONCLUSIONS

The time series of daily growth indicators of the COVID-19 epidemic have a pro-
nounced seasonal pattern.

The method proposed by the authors makes full use of this circumstance and
implements the idea of decomposing the general task of developing short-term
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forecasts of the main indicators of the COVID-19 epidemic into a number of
particular subtasks, for which simple methods of mathematical statistics are
applicable. In particular, the “direct” method of identifying the seasonal cycle
makes it possible to use quite simple mathematical models of an arbitrary form to
describe the seasonal profile of a time series. Aggregation of the original time
series with a step equal to the seasonal cycle duration enables to eliminate the
seasonal component without distorting the information, and the problem of
forecasting the initial time series can be transformed into the simpler problem of
extrapolating the trend model of the aggregated time series with subsequent
deconvolution (using the cycle model) of its forecasting values in daily values of
the corresponding indicators.

Practical use of this method for developing short-term forecasts of the
COVID-19 epidemic progress in Ukraine on a systematic basis has demonstrated
quite satisfactory accuracy of forecasts (MAPE estimates).
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KOPOTKOCTPOKOBE NPOIHO3YBAHHSI OCHOBHUX ITOKA3HUKIB
ENIJEMII B YKPAIHI HA OCHOBI MOJEJII CE30HHHUX IUKJIB /
0O.b. Anpoxin, A.Bb. bpyrman, O.M. I'pabosuii, T.B. [lla6ensauk

AHoTanisi. 3anpOIIOHOBAHO METOJA KOPOTKOCTPOKOBOTO MPOTHO3YBaHHS YacCOBUX
psiniB ocHoBHUX noka3HuKiB eninemii COVID-19, skum nputamManHa BHpaXkeHa ce-
30HHICTh. 3a3HAUEHUN METOJ], IO HE Ma€ MPSMUX aHAJOTiB, Iependavyae IeKOMIO-
3UII0 3aTaBHOTO 3aBJaHHS IMPOTHO3YBaHHS HA PsAJ OLTBII MPOCTHX 3aBlIaHb, TAKHX
SK 1T00Y0Ba MOJIENi CE30HHOTO IUKIy YaCOBOTO Psy, arperyBaHHs BUXITHOTO 4Ya-
COBOTO psily 3 YpaxyBaHHSIM TPUBAJIOCTI CE30HHOTO IUKITY, IPOTHO3YBaHHS arpero-
BAHOI'0 YaCOBOT'O PsIly, PO3TOPTAaHHS arperoBaHoOro MPOrHO3Y B MPOTHO3 Y BUXIIHIN
YacoBiil IIKali 3a JOMOMOTOK MOJENI CE30HHOTO IMKIY, BUPIIICHHS KOXHOTO 3
SKUX JIOIYCKa€ 3aCTOCYBAHHS BIZIHOCHO IPOCTHX METOAIB MaTeMAaTH4HOI CTaTHCTH-
ku. HaBeneHo ¢opmanbHO cTpore omucaHHs BCiX MPOLEAYp METOLy Ta imocTtparii
iX 9HCIIOBOI peanizanii Ha MPUKIAZl pealbHOTO 3aBAaHHs MPOTHO3YBaHHI. 3acTOCY-
BaHHs 3a3HAYCHOI0 METO/Y VI PO3POOIECHHS KOPOTKOCTPOKOBUX NMPOTHO3IB PO3BUTKY
enigemii COVID-19 B YkpaiHi Ha cuCTEeMaTH4HIA OCHOBI MPOJEMOHCTPYBAIIO HOTO
e(EKTHBHICTb.

Kiwouosi ciaoBa: eninemiss COVID-19, gacoBi psian, KOPOTKOCTPOKOBE IPOTHO3Y-
BaHHS.
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CROWD NAVIGATION MONITORING DURING EMERGENCIES

O.L. TYMOSHCHUK, M.O. TISHKOYV, V.G. BONDARENKO

Abstract. The paper considers the task of crowd navigation monitoring, which
might be performed using various sensors and technologies, with surveillance cam-
eras being the most commonly employed. These cameras provide a video stream
that typically lacks supplementary information. Extracting additional data from these
streams could significantly enhance pedestrian behavior modeling and the automa-
tion of the monitoring process. A critical parameter in the analysis of pedestrian
movement is their speed. The analytical method and the algorithm of pedestrians’
speed estimation based on the surveillance camera video are proposed. The first step
of the proposed algorithm is object detection and tracking between frames. The sec-
ond step is the speed estimation method, which is based on calculating the real-
world distances and knowing camera parameters and distances in pixels on the re-
sulting image. Implementation of the algorithm was tested on real videos and
showed an error of about 0.04 m/s.

Keywords: computer vision, object tracking, object speed, video surveillance.

INTRODUCTION

Internal navigation monitoring in areas of large crowds during emergencies requires
advanced methods of computer vision, object tracking, and estimating flow speed.

Over the past decade, there have been numerous researches aimed at creating
intelligent video surveillance systems. Some typical applications are listed as follows:

e public areas such as colleges, campuses, and governmental buildings;

e traffic monitoring;

e crowd management and analysis;

e home security and intrusion detection;

e home care and safety;

e public transport areas such as airports, seaports, and bus/train terminals;

e pedestrian detection and autonomous cars;

e remote military surveillance, border monitoring, perimeter surveillance
for power plants, companies, etc [1].

One of the tasks of intelligent surveillance systems is collecting and process-
ing data about objects’ behavior. One of the core characteristics of the objects is
their moving speed. This paper focuses on estimating pedestrians’ speed, how-
ever, the same approach could be used for the estimation of any moving objects.
Considering pedestrian threads, this data can help develop more effective and safe
infrastructures during urban planning and transport engineering. In computer
modeling and human behavior simulation, moving speed is a critical parameter
for creating realistic agents, that reproduce human behavior in different use cases,
like evacuation or interaction with other pedestrians. Thereby, data about the
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moving speed of pedestrians could facilitate improvements in various technolo-
gies that improve different aspects of our lives.

Problem statement

This paper aims to develop the analytical method and the algorithm for estimating
pedestrian speed using a video from a regular surveillance camera.

In order to achieve the goal, the next steps need to be done:

e Analysis of existing methods and approaches of detection, tracking, and
speed estimation of moving objects, particularly pedestrians.

e Development of the method for estimating real-world distance, having an
image from the camera.

e Implementation of the algorithm based on the developed method that can
perform detection, tracking, storing of the pedestrians’ tracked data, and estimat-
ing their speed.

e Testing of the implementation on the model problems. Algorithm quality
evaluation.

Related papers

The computer vision has been investigated by numerous scientists worldwide
[1-3]. There are research and implementations for object detection and classifica-
tion in images and videos [1]. The implementation proposed by authors in this
article is based on utilizing various sensors in video surveillance systems. Infrared
or thermal cameras aid in detecting people or other objects with contrasting tem-
peratures with the surrounding environment, providing the technical capability for
object detection [1].

Radars and lidars also provide technical ability for object detection and accu-
rate speed measurement. However, such sensors are expensive and rarely used.
For instance, the number of surveillance cameras in London is about 127.000 [4],
but the number of cameras with radar for speed estimation is only about 1000
speed cameras with radar [5]. Therefore, during further research of the methods and
their implementations, we will rely on the existing radarless surveillance systems.

An alternative approach utilizing object tracking [2] proposes the extraction
and tracking of objects in a video with a stationary background based on motion
analysis within frames and representation of images and objects as sets of struc-
tural elements. Evaluation of this approach, according to the provided experimen-
tal data, reveals that the method does not consider a potential merging and loss of
one of the objects, leading to data distortion.

There are numerous studies on object detection and tracking based on back-
ground separation with some specific improvements [6—-9]. However, this ap-
proach has essential drawbacks as explained above.

The methods based on spatial filtering look promising for contour detection
[3]. The implemented solution enables image adjustment for object contour detec-
tion. One of the advantages of this approach is the ability to simplify data process-
ing having comparably low technical complexity.

Shvandt and Moroz consider a specific case of recognition and tracking of
laboratory animals, mice, and fish specifically. The authors provide numerous
methods of pattern recognition, including background subtraction and filtering
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methods. Also, trainable models are considered, which are used for face recogni-
tion, for instance. Such models are more generic, meaning they can work in a
wider range of situations, although, they are not ideal as well and can make mis-
takes or lose tracking objects. It is worth mentioning, that cases reviewed by the
authors, — laboratory animal recognition and tracking, are specific and facilitate
working conditions for algorithms like background separation since in laboratory
conditions background might be homogenous and also there is a possibility to
obtain its image without tracking objects [10].

Khan proposes a method of pedestrian detection based on foreground seg-
mentation and calculating the speed on pixels [11]. The author focuses on pedes-
trian detection on the crosswalks and aims to detect slow speed movements. This
approach has similar limitations to the previous author’s. Also, the calculation
speed in pixels on the image plane is the first step of estimating the real-world
speed, which is explained further in this article.

Zhao and Li present a pedestrian tracking method combining a Histogram of
Oriented Gradients detection and particle filter and a method for the detection of
abnormal crowd activity [12].

In this article, on the stage of people recognition and tracking a well-known
model YOLOV7 is used [13]. This model is rapidly developed. It is built on a
complex deep-learning model based on a convolutional neural network, which
consists of several convolutional and pulling blocks, that subtract characteristics
of the image on a different scale level. The determined characteristics are further
used to predict the position, size, and class of the object in the image.

Despite the breadth of previous research, pedestrian flow speed measure-
ment has received comparatively little attention, despite its significance. Under-
standing the flow speed of pedestrians can help to detect unusual events like con-
gestion or emergencies. Additionally, it is vital information for developing
pedestrian traffic models, which are instrumental in architectural design and
evacuation planning.

Teknomo et al. introduced a data collection framework for analyzing pedes-
trian flow in [14]. Their system autonomously identifies moving objects, tracks
them, and records their positions along with timestamps. By leveraging this col-
lected data on individual movements, the system could discern various character-
istics of pedestrian traffic flow, including individual speeds, flow rates, average
speeds, and directions. However, it's worth noting that their approach is con-
strained to video sequences captured from a top-view camera and does not ensure
accurate results for videos recorded with lower angles.

Tordeux et al. use an artificial neural network for predicting pedestrian speed
in different situations like corridors or bottlenecks [15]. The result of the imple-
mentation is prediction, but not the estimation of the physical movements which
is not the same and could be used in different use cases and for different goals.

There are studies aimed at estimating pedestrian flow speed using portable
devices like phones. Guo et al. propose a method of pedestrian speed estimation
based on the human pose detected by sensors of smartphones [16]. Huang et al.
use Wi-Fi sniffers to catch Wi-Fi probe requests from mobile devices to estimate
pedestrian flow speed and number of people in the crowd [17].

The approach by Lee et al. [18] is closely related to the problem discussed in
this research. They proposed a speed estimation algorithm based on calculating
conversion factors between the angles on the camera image and real-world motion
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vectors. Also, they track the heads of the people for the algorithm. However all
people have different heights and the vertical distance from the camera to the
tracking object is different for each pedestrian, so they propose a way to predict
this distance based on statistical data and crowd density. It adds additional com-
plexity and might be a root for inaccuracy in calculations. Additionally, when cal-
culating conversion factors the authors assume that the rectangle on the camera
image projects into a rectangle on the pedestrian movement plane although this is
wrong since during central projection, a rectangle is projected into a trapezoid,
which changes the provided calculations.

In the considered resources different approaches for moving object detection
are proposed. One of them satisfies our needs so it will be used without any
changes. However, the main focus of our research is the speed estimation. Method
and implementation that cover all our needs and requirements have not been
found. The method suggested by Teknomo et al. [14] doesn’t work with cameras
in their real-life positions, Lee et al. [18] propose a similar approach to ours, but
simplifies projection which increases the error of calculations, Tordeux et al. [15]
try to predict the speed instead of estimation, and Guo et al. [16] propose an inter-
esting, but completely different approach using the radio signals detected from the
pedestrians’ phones.

The suggested analytical method allows pedestrians’ speed estimation from
the video of the camera located above the pedestrians, knowing the camera pa-
rameters.

PEDESTRIAN SPEED ESTIMATION METHOD

In this section, the proposed method for pedestrian speed estimation will be ex-
plained. The method is based on the distance estimation between two points on
a real-world plane based on the points on the image plane. Knowing the distance
and time between estimations the moving speed could be calculated.

Experiment model

Fig. 1 shows the pedestrian’s movement from point A to point B. To calculate the
pedestrian speed between these two positions we need to know the distance and
time elapsed. Time could be defined from the video. The real-world distance we
aim to estimate.

Fig. 1. Pedestrian movement
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Using Cartesian coordinates and knowing the resolution of the image we can
y calculate the distance in pixels.
In the Fig. 2 rectangle
AyByCyD, is the full view of the

camera, BD — the vector of the
movement and the diagonal of
the rectangle ABCD .

Fig. 3 shows how the
rectangle from Fig. 2 is projected
to the real-world plane from the
camera point located above the
image plane.

In the result we need to

Fig. 2. Pedestrian movement formalization estimate size of the vector B,D,
on the real-world plane which is
a projection of the vector of the pedestrian movement BD from the image plane.

Fig. 3. Projection from image plane to a real-world plane

Mathematical formalization

The first thing that is worth mentioning is that the rectangle on the image plane,
located at an angle relative to a real-world plane, is being projected from a point
above the image plane to a trapeze on a real-world plane — Fig. 4, as shown
in Fig. 1.

We aim to calculate the size of the
vector s — the diagonal of the trapeze.

For better understanding, we will
use simplified figures — Fig. 5.

According to a known formula,
denoting the bigger base AD as a , we
have for both cases of Fig. 5:

Fig. 4. Camera image and movement vector _[2 2
projection to a real-world plane d= \/h +(a+hctg(o)” . (1)
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In order to find the required diagonal we need to find the height of the tra-
peze — h, its larger base — a, and the angle near the smaller base from which
the diagonal extends — o .

B C
Ve
<]

h

A K

Fig. 5: Trapeze diagonal
The height of the trapeze

Depending on the location of points on the image plane, the calculation of height
will vary. It depends on the vertical position of each point relative to the center of
the image plane. There are 3 possible cases (Fig. 6).

Here:

C — camera position;

H — height of the camera position;

F,,P; — points of the vector on the image plane;

M — middle of the image plane;
® — angle of deviation of the camera from the vertical;

©®; — angle of deviation of the point P, from image plane vertical;

©; — angle of deviation of the point P; from image plane vertical.

J

-
Fig. 6: Trapeze height projection

Segment 4B would be the height of the projected trapeze on the real-world
plane. Having all described input data the height of the trapeze for cases a, b, and
¢ could be calculated by the next formulas:

h=H(tg(®+0;)-tg(©0+0,)) 2
h=H(tg(®-0;)-tg(0-06,)) 3)
h=H(tg(®+0;)-tg(0-0;)) “4)

P -M
0, = arctg(%} = arctg(%] , ®)]
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where AP, — deviation of point P from the center of the image plane along the
y-axis, f — focal length of the sensor.

Knowing the matrix dimensions, we can calculate the metric size of the pixel:

_ Reslength ( 6)
Matrix,, gy,

We can measure the deviation AF, ; in pixels. By multiplying the vector’s
size in pixels by the size of the pixel k£ we can calculate the metric size of the
vector AF, ;.

The larger base of the trapeze
A larger base of a trapeze will always be the projection of the upper side of the
rectangle on the image plane. In Fig. 4 4B, is
the top side of the rectangle on the image plane;
a=AB — the larger side of the trapeze;
CO=H — the height of the camera position,
B,0O, L CO and 4,0, L CO.

Since the triangles AAOB and AA4,0,B,
on the Fig. 7 are similar:

Co, h

Depending on the position of the point on
the image plane regarding the center of the
plane there are 2 possible cases: when the point is above or below the center of
the image — Fig. 8.

(7

Fig. 7. Larger base projection

c
Image plane
Image plane
O
H ar i
P

Fig. 8. Point position on the image plane

According to Fig. 8, & could be found using the following equation:

fcos(@) + arctg[A;i j]
®)
cos[arctg( AR B
f
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Equations (7) and (8) give us the total equation for calculating the larger

base of the trapeze:
AP,
HI|P, - P |kcos(arctg( fl D

P ; ©)
® * arct ‘
fcos[ arc g( F; B

o — the angle near the small base of the trapeze
Fig. 9 shows the same projection as Fig. 3 but with required additions.

a=

Camera

Fig. 9. Extended projection

0, In this section, we will consider triangle
A4, ,B,,0, from Fig. 9 in more detail — Fig. 10.

_—

OS — projection of some vector on the
image plane. We aim to find y — the angle
near a small base of the trapeze.

O,P
o =71 — ZO,NP =arctg| —— |, 10
1 g( NP) (10)

NP could be calculated using (9), O;P con-
sists of three parts

O,P=PM + MO+ 00, (11)
PM could be calculated using (2)

Fig. 10. Projection plane MO=Htg(0), (12)

OOp;Hg(§—®)=Hng) (13)

Considering equations above:

Hag®+®mg+mg®@mq®+®ng (14)

a=Tm- arctg( H| N, - Px|kcos(®)

where ®, .. — maximum vertical deflection angle or half of the vertical viewing

max
angle of the camera.

All required components for (1) could be found using the equations provided
above. The required input parameters are:
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H — the height of the camera position; f — the focal length of the cam-
era; ® — the tilt angle of the camera; B — the vertical viewing angle of the
camera.

ALGORITHM IMPLEMENTATION

Detection and tracking

The first step of the implementation of pedestrians’ speed estimation is pedestri-
ans’ identification and tracking. The YOLOvV7 object detection model variant by
Rizwan Munawar [19] is used in the proposed implementation.

Pedestrians are detected on each frame of the video and data is saved to the
MySQL database for further processing. After the video file is processed, the
speed estimation step can be executed. It updates the database with speed data,
calculated using the provided algorithm, foreach N's frame. As a result, we have
data that could be displayed on the video or used for further research, for instance,
for estimating the pedestrians’ average speed.

The algorithm requires two input parameters, 4 and ®, that can be meas-
ured manually and the measurement error can significantly impact the perform-
ance. To improve the accuracy, a calibration step is implemented that can be exe-
cuted between detection and speed estimation steps. It requires an array of vectors
on the image plane and the distance of their projections on the real-world plane.
On the calibration step parameters are tuned to decrease the root-mean-square
deviation of calculated results of provided vectors and their real distance.

Final algorithm

At the estimation step, we have all the required data:

e Coordinates of pedestrians at every frame;

e (Camera parameters:
— height of the camera position — /;
— the tilt angle of the camera — @ ;
— the focal length of the camera in millimeters;
— camera resolution;
— sensor size
— vertical viewing angle of the camera — 3.

The estimation algorithm calculates the speed between every N frames,
where N could be set arbitrarily. Knowing the FPS of the video the time between
frames could be calculated and the distance traveled by the pedestrian in N frames
could be calculated using equation (1), substituting parameters from equations
(2-4), (7), (14). Dividing the founded distance by time between N frames gives us

speed. Operation is repeated for every N frames till the end of the video for each
tracked pedestrian on the video and the results are stored in the database.

Results and model problems testing

Testing the algorithm performance on real videos is a problem since the actual
speed of pedestrians is not known. Testing videos were recorded with known dis-
tances and times to evaluate the algorithm’s performance. The results of the esti-
mation and real manually measured values are presented in Table.
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Test video results

Test # Real average speed Estimated average speed Error
1 1.17 m/s 1.25 m/s 6.8%
2 1.1 m/s 1.09 m/s 1%

3 1.19 m/s 1.22 m/s 2.5%
4a 0.99 m/s 0.99 m/s 0%
4b 0.7 m/s 0.77 m/s 11%

In Fig. 11 the estimation process is shown. As we can see, due to the chang-
ing size of the detected object, the tracked trajectory for a certain perspective ac-
quires a stepped form. It might increase the error, however, as we can see from
the results, this error is compensated through the entire path.

w o

Fig. 11: Estimation process

As mentioned above, the proposed algorithm requires a set of parameters of
the processed video to be set. Without them, it will work but the results might dif-
fer from real speeds significantly. An example of such a case is shown on a video
from the Internet where the parameters of the camera are unknown, which is
shown in Fig. 12.

R

Nt

Fig. 12. Speed detection with unknown parameters

Also, for videos with known parameters, we can expect realistic estimations
only for pedestrians moving on one plane, which is used for measuring the height
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of the camera position. The results for other detected pedestrians will be wrong.
The detected pedestrian on the balcony at the left top corner of Fig. 12 can be
used as an example of such a case. He is standing above the plain where other
people walking, so even having the correct parameters of the camera won’t allow
us to estimate his speed.

CONCLUSION

In this paper, the method for pedestrian speed estimation based on the video from
a surveillance camera, knowing camera parameters is proposed. The proposed
method estimates distance on the real-world plane by visible movement vectors
on the image plane. In the proposed implementation, the existing model for pe-
destrian detection and tracking is used. Unlike the previous methods, the proposed
method doesn’t have an issue with different heights of the tracked objects, since it
uses points on the surface for tracking and estimation.

To evaluate the algorithm’s accuracy, it was run on testing videos with
known pedestrian speed. The resulting relative error is 0—11%, while in absolute
terms, it ranges from 0 to 0.08 m/s.

Next steps. Knowing the parameters of the surveillance camera and having
access to its video proposed algorithm could be used to retrieve data for pedestri-
ans’ behavior analysis. This information could be used during crowd modeling in
decision support systems. Also, by improving performance or running on more
powerful hardware proposed algorithm may work in a real time. In this case, it
could be used for detecting unusual behavior in the crowd.

The current implementation can be found on GitHub [20].
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AHoTauisi. Po3risiHyTO 3aady MOHITOPHMHIY HaBiramii HaTOBIY, IO MOXeE 3.iic-
HIOBATHCS 32 JJOIIOMOTOIO Pi3HUX CEHCOPIB i TEXHOJIOT1H, IPHYOMY HaldacTilie BU-
KOPHCTOBYIOTECSI KaMepH crocrepeskeHHs. Lli xamepu 3a0e3nedyioTh BineoIoTIK,
SKHH 3a3BHYail He MICTUTH 10aTKOBOI iHpopMarii. OTpIMaHHS TOIATKOBUX AAHHUX
3 IUX BiJCOMOTOKIB MOX€E 3HAYHO IMOKPAIIUTH MOAETIOBAHHS ITOBEAIHKH MIIIOXOAIB
Ta aBTOMATHU3aLi0 NPOLECY MOHITOPHHTY. KpUTHYHMM MapaMeTpoM B aHaNli3i pyxy
MIIIOXO/IB € TX MBUIKICTh. 3aMPOIMOHOBAHO AHATITUYHUI METOM Ta AITOPUTM OIli-
HIOBAaHHS IIBUJIKOCTI ITIIIOXO/IiB HA OCHOBI BijIe0 3 KaMmep criocTepexeHHs . [lepiim
KPOKOM 3aIlpOIIOHOBAHOTO aITOPHUTMY € pO3Ii3HaBaHHS 00’€KTiB Ta iXHill TpekiHr
MiX QepiiMamu Bizeo. HacTymHuMiT KpoKk — OLIHIOBAaHHS IIBHIKOCTI PyXy 00’ €KTiB,
1110 0a3yeThes HA PO3PAXYHKY PEIbHUX BiACTAHEH 3 BIIOMUMH NapaMeTpaMH KaMe-
pM Ta BIICTaHSAMH B IIIKCENaxX Ha Pe3yJibTY0uoMy 300paxeHHi. JlonaTkoBo mpomno-
HYETBCSI QJITOPUTM KalliOpyBaHHS Ul BUPIBHIOBaHHS MapaMeTpiB KaMepu 3 METOIO
3a0e3neueHHs] HAUTOYHIMINX pe3ybTaTiB. Peanizariito anropuTMy npoTecToBaHO Ha
peanbpHUX Bifeo, moxuoka — Omms3pko 0,04 m/c.

KurouoBi ciioBa: xommn’iotepHuit 3ip, TpeKiHr 00’ €KTiB, MIBUAKICTH PyXy 00’€KTiB,
Bi/ICOCTIOCTEPEIKECHHSL.
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QUANTUM MECHANICS APPROXIMATION APPROACH
TO INVESTIGATE MOLECULAR BEHAVIOR IN NITROGEN
BINDING TO ENZYMES AND PROTEINS: IMPLICATIONS
FOR BIOFUEL PRODUCTION

YOSHIO MATSUKI, PETRO BIDYUK

Abstract. This research delves into the essential mechanisms underlying the binding
of Nitrogen (N) atoms to enzyme molecules and their implications for protein for-
mation in food crops and biogas production. Nitrogen (N), along with Phosphorus
(P) and Potassium (K), plays a pivotal role in soil fertility and crop growth. The
study explores the interactions between atoms through various mechanisms, such as
catalysts, photosynthesis, and adiabatic reactions, to comprehend their roles in facili-
tating organic molecule formation. Additionally, the research examines the influence
of enzymes on amino acids and their contributions to protein structure. The simula-
tion process employs the Hamiltonian equation to quantify energy intensities and
explore the effectiveness of adiabatic reactions in organic transformations. By inves-
tigating the molecular interactions in enzyme-catalyzed processes, this research aims
to enhance protein formation in crops and optimize biogas production.

Keywords: nitrogen binding, enzyme molecules, protein formation, adiabatic reac-
tions, biogas production, organic molecule formation.

INTRODUCTION AND BACKGROUND

Phosphorus (P), Potassium (K), and Nitrogen (N) are key elements in soil for
growing food crops. Besides the other nutrients like calcium, magnesium, and
sulfur, they form the foundation of soil and crop cultivation. Among them, Nitro-
gen is a fundamental building block for amino acids, proteins, and chlorophyll,
which are necessary for plant growth and photosynthesis, and it is a key compo-
nent of DNA, RNA, and other essential plant molecules [1].

Many organic reactions require an input of energy to overcome activation
barriers and facilitate the conversion of inorganic molecules into organic com-
pounds. This energy can be provided through various ways, including heating,
irradiation with light, or the presence of catalysts.

Proton capture is an adiabatic reaction where a proton (H") is incorporated
into a molecule, leading to the formation of a new compound. In the process of
organic molecule formation, proton capture can occur when inorganic molecules
react with protons to form organic molecules. While proton capture can contribute

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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to the adiabatic process of organic molecule formation, it is just one of several
mechanisms in the formation of organic molecule formation from inorganic pre-
cursors such as Nitrogen in inorganic form [2].

The specifics of the reactions involved in proton capture processes can vary
depending on the particular inorganic molecules and the conditions under which
they occur. Additionally, other factors such as the presence of catalysts or energy
sources can influence the efficiency and outcomes of proton capture. It is noted
that organic molecule formation is a complex and diverse field of study, and the
processes involved can be influenced by numerous factors.

Photosynthesis contributes to proton capture in amino acids indirectly by
producing NADPH (nicotinamide adenine dinucleotide phosphate oxidase) during
the light-dependent reactions. The NADPH, in turn, supplies the necessary
reducing power for the Calvin cycle, where carbon dioxide is converted into
carbohydrates, including the building block for amino acid synthesis [3].

Enzymes influence proton capture in target amino acids as catalysts.
Enzymes influence the formation of protein structure, but not by consuming itself.
The interaction happens through their electrostatic field made by the electrostatic
potentials of the atoms held by the enzyme and the targeted amino acids of the
protein [4].

Fermentation process in biogas production from wheat and maize involves
a series of physical reactions facilitated by various groups of microorganisms,
leading to the generation of biogas, which is primarily composed of methane
(CHy) and carbon dioxide (CO,) [5]. In the fermentation process of wheat/maize,
the primary microorganism involved is yeast, and the key enzyme responsible for
the conversion of sugars into ethanol (alcohol) and carbon dioxide is called
“zymase”. The typical atoms included in this enzyme are as same as in the other
enzymes’ atoms shown in Table 1 [6].

The formation of organic molecules from inorganic molecules can occur
through various processes, including biological and non-biological pathways.
While it is possible some organic reactions to occur at room temperature or under
normal conditions without external heating, the generalization that all organic
reactions can proceed adiabatically (without heat exchange with the surroundings)
or at ambient temperature is not accurate. With this research, we will estimate the
degree of the contribution to the organic molecule formation by adiabatic process
and by other processes.

RESEARCH OBJECTIVES

The primary goal of this research is to investigate the fundamental mechanism of
binding a Nitrogen atom to an enzyme molecule. The study aims to enhance pro-
tein formation in food crops and biogas production, focusing on Nitrogen in soil,
wheat, and maize crops, and the enzymes involved in their production, namely
Glutamate and Nitrate Reductase. Additionally, the research will explore the
composition of biogas production during this process, primarily consisting of me-
thane and carbon dioxide.

The main simulated physical reactions include:

1. Adiabatic Perturbation: This aims to understand the interactions between
protons and targeted atoms of the amino acids, which play a crucial role in the
binding process.

2. Electrostatic Perturbation: This analysis focuses on the influence of en-
zymes in accelerating the formation of proteins in specific targeted amino acids.
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3. Photon Absorption and Electron Discharge: This part examines how pho-
ton absorption leads to electron discharge from the target atom.

To quantify the energy intensities of these physical reactions in the protein
formation process involving the selected objects, the Hamiltonian equation will be
utilized.

Furthermore, this research explores the effectiveness of adiabatic reactions
in organic transformations. Specifically, it investigates whether certain organic
reactions can occur at room temperature or under normal conditions without
external heating, as this aspect is not yet clearly proven. The approximation
method in quantum mechanics will be employed to assess the possibility of
adiabatic reactions in comparison with photo synthesis and electrostatic energy
fields produced by the catalyst (enzyme) in this context.

In conclusion, this research aims to provide essential insights into the
binding of Nitrogen to enzyme molecules, which can contribute to improved
protein formation in food crops and enhance biogas production.

METHODOLOGY

Selecting typical atoms in plant tissues and enzymes. A simplified system is
considered, including typical atoms observed in wheat and maize as well as the
atoms in enzymes in these crops, as shown in Table 1.

Calculating the probability of the reactions. Each of the adiabatic pertur-
bation, electrostatic interaction, and the photon absorption, is calculated on each atom
listed in Table 1. The algorithm of the calculation is shown in the latter section.

Table 1. Typical atoms observed in wheat and maize tissues

. Atomic Empiricall
N Ty]i)lllcgls:l:gms Typical atoms | number Mass me%suredy (g::flg:i:ei(li]
of the crops in enzymes (Number |number | radius (re) in pico-meters
of electrons) pico-meters [8]
1 Carbon (C) Carbon (C) 6 12 70 140
2| Hydrogen (H) Hydrogen (H) 1 1 25 50
3 Oxygen (O) Oxygen (O) 8 16 60 120
4| Nitrogen (N) Nitrogen (N) 7 14 65 130
5| Phosphorus (P) | Phosphorus (P) 15 31* 100 200
6| Potassium (K) — 19 39* 220 440
7| Calcium (Ca) - 20 40* 180 360
8| Magnesium (Mg) - 12 24* 160 320
9 Sulfur (S) Sulfur (S) 16 32% 100 200
%

(the most common isotope, but there are others)

Comparing the result of the atomic level calculation with the molecular
structure. Discussion will be made on the consistency of the calculated result
with the actual molecular structure of glutamate synthetase (GS), which is essen-
tial for nitrogen uptake and assimilation from the soil. It helps convert inorganic
nitrogen compounds, such as ammonium (NH,") and nitrate (NO5"), into organic
nitrogen forms like glutamate, with the following reaction [7]:

Glutamate + NH, + ATP — Glutamine + Pi.

Here, glutamate is an amino acid and serves as the precursor for glutamine
synthesis. By incorporating ammonia, wheat utilizes GS to convert inorganic nitrogen
(ammonium) into the organic nitrogen compound glutamine. “Pi” is an abbrevia-
tion for “inorganic phosphate”. It refers to a form of phosphorus, an essential
element for life, which exists in the inorganic state in chemical compounds.
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Molecular form of Glutamate. The molecular formula of glutamate is
CsHoNO,. It is an organic compound composed of carbon (C), hydrogen (N), and
Oxygen (O) atoms.

ALGORITHM (HAMILTONIAN EQUATION)

Hamiltonian equation consists of 6 terms: The kinetic energy of the target proton
of amino acid, the potential of elastic electron scattering, the potential of electron
capture, the electrostatic energy of catalyst (enzyme) to influence the targeted
amino acid, and the photon absorption to drop an electron from the target amino
acid. The first term, the kinetic energy of the target proton, is set as unity, which
enables calculating relative probabilities of the occurrences of those terms.
Capture of an electron by a proton (charge exchange) in adiabatic process.
The algorithm to calculate the probability of electron capture was taken from [9].
A case was considered, in which a proton of an atom, for example Oxygen, captured
an electron of another atom, for example Hydrogen, which passed by the proton
of the atom. Fig. 1 shows the coordinates of two protons and an electron. Two
protons are symmetrically located on both sides of the origin O of the coordinate.
(1/2)R and —(1/2)R are the coordinates (geometric positions) of two protons

that will capture the electron of another atom. Ris the distance between two
protons, and the positions of these protons are fixed. On the other hand, r is the
position of electron in a plane polar coordinate system and it changes as a
function of geometric coordinate x, where —(1/2)R<x<(1/2)R.

e(electron’s position)

7+ER y 2
e
1 ~
1
-=R - » — R
2 0 2

Fig. 1. The coordinates of the proton and the electron (adapted from [9] p. 89, Fig. 21)
Then it is assumed that the electron is initially attached to the proton at the

coordinate of (1/2)R; then the initial state of the electron had the form,

¢=(r—(1/2)R)coswx, where coswx is the Eigen-wave function, w is the fre-

quency of the oscillation of the electron, representing its energy level. Then,
the probability of electron capture is calculated by the Hamiltonian equation
shown below:

H=T,-C, _ coswx —C, 1 coswx, 1)
r+(1/2)R r—(1/2)R

where T, is the kinetic energy of the electron. Here, it was assumed that the rela-

tive speed of proton was much slower than the electron’s speed. Therefore, the
geometry of an electron and protons was the main focus, not time dependency of
the system. And, 7, was set as a unity (one).

When the electron is attached to one proton at the coordinate of +(1/2)R as
its initial state, the wave function is (r—(1/2)R)coswx ; but, it changes to
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(r+(1/2)R)coswx, when the electron is transferred to another proton located at
—(1/2)R, as the process of the charge exchange.

The influence of enzyme to the amino acid by the electrostatic energy
[10; 11] is described by the following equation:

_ 949, 494,
elec — Z 4 ] ~
ij Mo Ty T

is the electrostatic energy; ¢; and ¢; are the charges of the atoms;

E

b

where E,,.

1; 1s the distance between the charges; and g is the vacuum permittivity.

The interaction with photon (from the interaction of a particle with the
electromagnetic field, p. 45, [9]). Under the influence of the electromagnetic field,
the momentum of a particle, p, becomes p—ed/c, where e is an electron

charge, A is a vector potential of the electromagnetic field. Therefore the term of
the Hamiltonian becomes:
2 )
2 e 44 f A

£ =

2m  mc P 2mce

The first term, p2 /2m,is T, of (1). The second term is described by only
angular coordinates, therefore we replace this term with an oscillation function
cos@, where the frequency of ¢ is set higher than wx in order to simulate the
light (photon). The third term is negligibly small.

By including the terms of kinetic energy, the elastic scattering, the electron

capture, the electrostatic energy of the enzyme, and the photon absorption effect,
the Hamiltonian becomes as the follow:

H=T,-C 1 coswx —C, 1 COSWX —
r+(1/2)R r—(1/2)R

-G, Lcoswx —C, cos pcoswx .
Tij
When the reference [9] was published in 1969, a personal computers was not

available, therefore the reference [9] further described the algorithm in mathe-

matical forms with calculus, and predicted that the squared module of the coeffi-

cients, C;, C,,C; and C,, gave the probability of charge exchange (the electron

capture). However, in this research a personal computer was used to calculated
the coefficients, C;, C,,C; and C, with the following algorithm of matrix algebra:

H=T,-X c,

where X is made of four vectors, — ; coswx, — ; cos wx ,
r+(1/2)R r—(1/2)R

1/(r; )coswx , cos@-coswx . And c is the four column vector:

a0 0N

o~
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Then a constraint was set
X'H=0,
o)
X(T, - Xe)= 0,

where X' is transpose matrix of X. Then,

X Xe=XT,, c=(X'X)"'X'T,.

SIMULATION PROCESS

For this simulation the values of R were assigned as the diameters of Hydrogen,
Carbon, Nitrogen, Oxygen, Phosphorus, Potassium, Calcium, Magnesium, and
Sulfur, as shown in Table 1, and 7 is given by (11), where x is the distance from
the origin O toward (—(1/2)R) and toward (+(1/2)R) in Fig. 1, while the origin
Oislocated at x=13:and (—(1/2)R) isat x=1,and (1/2)R isat x=25.

Note: According to [9], p. 84, “Capture of an Electron by a Proton (Charge
Exchange)” of the Chap. 2.4 “Adiabatic Perturbations”, R is the distance between
the two protons of Fig. 1. Here an assumption was made as if two same atoms,
which were centered by each of two protons, were located next to each other:
therefore, R =2 xr , where r is empirically measured radius of Table 1.

In our simulation for the adiabatic process, a symmetric geometry of two at-
oms was assumed as the mirror images on the both-sides of the origin O, as
shown in Fig. 2. We assign the value of R by the empirically measured radius,
25 pico-meters, for example of hydrogen-atom [10]. Because two hydrogen-atoms
are placed next to each other in Fig. 2, we assign 50 to the value of R. If charge
exchange happens, the electron’s plane polar coordinate, », changes its position
from the initial position, + R/2 of x-coordinates, to the position of the charge
exchange, —(1/2)R . Then the relation between » and R is:

Eleciron's position after charge exchange ¥ Electron's initial position

Fig.2. Position of the electron and its coordinate r

r= (§j+x2, 2)
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where x is the distance from the origin O toward —(1/2)R and toward +(1/2)R,
and the origin O is at 0 on the x-axis, —(1/2)R is at —12 on the x-axis; and,

350

300

250

200

150

100

50

0

500

450

400

350

300

250

200

150

100

50

o
012345678 91011121314151617181820212223242526

(1) r: distance of an electron from the origin

-m Potassium

—+— Calcium

—— Magnesium
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—— Nitrogen
—— Oxygen

o8- -=—=-a | —5- Hydrogen
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—=— Hydrogen

(2) R: distance between two protons

15

0.5

-0.5

-1.5

COS-WX
1 2\3 4 5/6 7819 1011412131415 161718192091 22 2324 25 — S

(3) cos'wx and cos @

Fig. 3 Input data for the simulation: R, », cos-wx and cos-¢

+(1/2)R is at +12 on
the x-axis. The electron
is initially attached to
the proton at +(1/2)R
of x-coordinates; and
then it will be attached
to the proton at
—(1/2)R of x-coor di-
nates after the charge
exchange.

When the nucleons
are far apart, the elec-
tron will be localized
near one or the other
proton. However, it
doesn’t mean that R in
this simulation should be
far apart to infinity, but
it only justifies the
wave functions of hy-
drogen-atom that dis-
tinguish the initial state
of the wave function

(r—(1/2)R)coswx and

the wave  function
(r+(1/2)R)coswx af-

ter the charge exchange.

Then we set cosine
curves as the wave
functions coswx for the
Hamiltonian equation (4).
Also, we set cos¢ to
model the photon’s
wave function, where
frequency of cos@ is
higher than of coswx

as shown in Fig. 3.
Input data for the
numeric  simulation.

Then the input data were made on R, r, coswxand sin wx as shown in Fig. 3.

The case of sinwx was also calculated during this research, but it was eliminated

from this report due to the less significance of the calculated standard error of the
coefficient.
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RESULTS AND DISCUSSION

Fig. 4 and Fig. 5 illustrate the outcomes of the calculations that uncover the prob-
abilities of energy transitions between atoms through distinct mechanisms: elastic
scattering, charge exchange, catalysts, and photosynthesis. We will focus on the latter
three mechanisms, as elastic scattering involving protons is found to be negligible.
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Fig. 4. Probabilities of Elastic Scattering, Charge Exchange, Catalyst Perturbation, and
Photosynthesis

Early Stage of Wheat/Maize Growth. The insights from Fig. 4 are interest-
ing. They suggest that Nitrogen (N), Hydrogen (H), and Oxygen (O) atoms have a
unique connection with enzymes, driven by electrostatic energy. This observation
holds significance during the initial stage of wheat and maize growth. At this
juncture, enzymes like glutamate synthetase (GS), a pivotal role in converting
inorganic compounds such as ammonium (NHy") and nitrate (NO5"), into organic
compounds like glutamate (CsHyNO,4). These compounds lay the foundation for
the plant’s structural development.

Latter Stage of Wheat/Maize Growth by Photosynthesis. Advancing with
Fig. 4, we find Nitrogen (N) taking a central role in the adiabatic charge exchange
process, shaping the plant’s main body. Enzymes also contribute to this process, col-
laborating with Nitrogen (N). Photosynthesis, however, appears to have a gentler ef-
fect on Nitrogen (N), but exerts a more prominent influence on non-enzyme atoms
like Potassium (K). This balance reflects the rhythms of nature: photosynthesis
becomes significant after the plant has established its protein structure, while the
enzyme-driven charge exchange process takes precedence in earlier stages.
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Fermentation Process for Biogas Production. Moving beyond growth
stages to the biogas production, Fig. 4 extends its narrative. It emphasizes the sig-
nificant roles of adiabatic charge exchange and enzyme activity in transforming
substances into methane (CHg) and carbon dioxide (CO,). Interestingly,
photosynthesis, which often occupies a prominent position in energy discussions,
appears to exert a subtler influence in the context of fermentation. These insights
deepen our understanding of how plants harness and covert energy.

Common Patterns. Revealing broader patterns, this study consistently em-
phasizes enzyme atoms as key players in the adiabatic charge exchange process.
This observation waves a coherent thread through the narrative: the orchestrated
absorption of Nitrogen (N) from the soil, contributing to the formation of plant
structures. Additionally, the impact extends beyond enzymes. Catalysts, which are
enzymes, also affect non-enzyme atoms like Potassium (K), Calcium (Ca), and
Magnesium (Mg), showing nature’s synchronized efforts to assimilate Nitrogen
(N) into plant bodies. For example, the calculated probabilities of the adiabatic
perturbation and the electrostatic perturbation on the atoms of Nitrogen (N), Hy-
drogen (H), and Oxygen (O) inspire possibilities of applying this result for further

making other enzymes that may enhance the nitrogen assimilation process.

Table 2. Calculated results and the facts (discussions)

Sgﬁ)gvfft(l)lf Calculated probabilities in Fig. 4 Facts
. During the early stage of wheat/maize
The early Eag%Of Nltr(E%e)nh(N), Hydrogen (H), growth, one of the enzymes, glutamate
stage of ?lrlle hi Xﬁ] gigbabilitavg £ catalvst synthetase (GS), helps convert inorganic
wheat/ ertur%)atli)on It mezns the egz me compounds, such as ammonium (NH,") and
maize gvorks well \;vith these atoms zf the nitrate (NO5’), into organic nitrogen forms
growth electrostatic energy ? like glutamate (CsHoNO,), which will be the
' main body of the plant.
1. Nitrogen (N) has the high probabili- 1. The main body of the plant is formed with
Latter |[ties of the adiabatic charge exchange the help of enzymes. .
stage |and the enzyme-catalyst reactions. 2. }"hefphothosyrllthesfls should be effective
- ter the plant forms its protein structure.
of wheat/ 2. However, the probability of photo- |°h. & ;
maize Isynthesis is negligible. gBil?lllils{(r?Zsfl’t' igsg;llsi)léc?r?sligtgllt{v]vith the fact
gr(l));v(t)ltloby 13158232;1§tehioﬁscginoi§e(glﬁi body that the photosynthesis should be effective in
synthesis [protein), Potassium (K), has the high forming the plant’s protein structure, while
b b'l" £oh ’h . the enzyme is to enhance the photosynthesis
probability of photosynthesis. of the plant proteins.
The probability of the catalyst Fermentation process in biogas production
perturbation is high on Carbon (C), |from wheat and maize involves a series of
Fermen- Hydrogen (H), and Oxygen (O), physical reactions facilitated by various
tation which form methane (CH;) and groups of microorganisms, leading to the
carbon dioxide (CO,). generation of biogas, which is primarily com-
The probability of adiabatic charge |posed of methane (CH,) and carbon dioxide
exchange is also large on these atoms ~ |(CO).
“Nitrogen fixation” is facilitated by enzymes
The calculated results suggest that . o
Conclu- [Nitrogen is notably inﬂugrglced by aqd proteins through an qdlabaUC Process
sion |adiabatic charge exchange and the without the ne@d for h@atlng, accompanied by
enzyme-catalyzed reactions photon absorption, which enhances the for-
’ mation of robust protein structures.

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4

63




Yoshio Matsuki, Petro Bidyuk

CONCLUSION AND RECOMMENDATION

In light of the comprehensive investigation into the mechanisms governing the
binding of Nitrogen (N) atoms to enzyme molecules and their implications for protein
formation in food crops and biogas production, several key insights emerge.

Enhancing Protein Formation in Food Crops: The study’s findings shed
light on the intricate interactions occurring during the early and latter stages of
wheat and maize growth. The high probabilities of catalyst perturbation, as indi-
cated by the analysis, suggest that enzymes effectively collaborate with Nitrogen
(N), Hydrogen (H), and Oxygen (O) atoms. Particularly during the initial growth
stages, enzymes such as glutamate synthetase (GS) facilitate the conversion of
inorganic compounds into organic nitrogen forms like glutamate, which contrib-
utes to the formation of the plant’s structural components. These insights not only
deepen our understanding of protein formation but also hold potential for optimiz-
ing crop growth strategies.

Biogas Production Optimization: For the fermentation process aimed at
biogas production, the observation highlights the important role of enzyme atoms
in both the adiabatic charge exchange process and the catalytic effects of enzymes
in promoting methane (CHy4) and carbon dioxide (CO,) production. These factors
are crucial contributors to efficient biogas generation. Importantly, the limited
influence of photosynthesis on the fermentation process suggests that the latter
stages of plant growth are more relevant to biogas production. This understanding
could aid in refining biogas production processes, potentially leading to increased
energy yield from agricultural products.

Adiabatic Charge Exchange and Enzyme-Catalyst Dynamics: The re-
search consistently highlights the role of the adiabatic charge exchange process,
particularly concerning Nitrogen (N) assimilation into plant structures. This corre-
sponds to the process of constructing the fundamental elements of plants by absorbing
Nitrogen (N) from the soil. Additionally, the interplay between catalysts (enzymes)
and non-enzyme elements such as Potassium (K), Calcium (Ca), and Magnesium
(Mg) highlights how enzymes play a significant role in aiding the incorporation of
Nitrogen (N) into plant structures, aligning with anticipated outcomes.

Ethical Consideration and Future Implications: Beyond the calculated re-
sults, these findings encourage us to ponder ethical dimensions. The concept of
genetically enhancing enzymes for improved biogas production emerges as a
guiding principle, as indicated by the Quantum Mechanics Approximation Ap-
proach. Unlike the heated debates surrounding genetic engineering in food crops
this pathway appears to encounter fewer ethical challenges. The fusion of scien-
tific understanding and ethical contemplation points to a fresh direction in opti-
mizing biogas production.

Recommendation: As each calculated probability unveils the narrative of
atomic interactions, the study’s conclusions prompt us to take actionable steps.
Guided by these insights, it is essential for the scientific community to initiate
practical applications. Validating these findings through experiments in actual
agricultural and biogas production settings could pave the way for transformative
breakthroughs. Collaboration among mathematicians, molecular biologists, agri-
cultural experts, and careful environmental management opens avenues to a future
where mathematical analysis, innovation, and ethical considerations converge to
address urgent needs in sustainable agriculture and renewable energy. In conclud-
ing this mathematical exploration, the symphony of intricate atomic interactions
resonates. Beyond mathematical harmonic, we catch a glimpse of a world where
ethical considerations intertwine harmoniously with exploration, guiding us to-
ward a future enriched by mathematical inquiry, innovation and ethical guidance.
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ATIPOKCUMALIIMHUM TIIXIJ] KBAHTOBOI MEXAHIKH JIJIS1 JOCJIJPKEHHS

MOJIEKYJISIPHOI TIOBEJIHKH 3B’SI3YBAHHSI A30TY 3 OEPMEHTAMU TA
BUIKAMM: 3SHAYEHHS /151 BAPOGHUIITBA BIOITAJIMBA / 1. Manyxi, I11. Bimrok

Anorauisi. Ile nmocmimkeHHs 3ariUONIOETBCST y CYTTEBI MeXaHi3MH 3B’sI3yBaHHS
aTomiB a30ty (N) 3 Mosekyaamu GepMeHTIB Ta iX HACIiKH ISl yTBOPEHHsI OLIKIB y
Xap4yoBHX KyJIbTypax Ta BUpOOHHUTBI Giorasy. A3ot, pazom 3 dochopom (P) ta ka-
aiem (K), Bigirpae BaJaMBY pojib y POIIOUYOCTI IPYyHTY Ta pocTi Bpoxaro. Jloci-
JOKEHO B3a€MOJIIT MK aTOMaMH 3a JOMOMOT 00 Pi3HUX MEXaHi3MiB, TAKHX SIK KaTalli-
3aTopH, (POTOCHHTE3 Ta afiadaTH4Hi peaKilil, A1 po3yMiHHS X pojieil y MojerieHHi
YTBOpPEHHsI OPraHiYHUX MOJIEKYJ. J[0ZaTKOBO MOCHIIKEHO BIUIMB (pEpMEHTIB Ha
AMIHOKHCIIOTH Ta iX BHECOK y CTPYKTypy OuikiB. IIporiec cuMyJisinii BUKOPHUCTOBY€
piBHsiHHSA ["'aMinbTOHA JJIs KiJIBKICHOT OIIHKM 1HTEHCHBHOCTI €HEpTii Ta JOCIIIKCH-
Hs e()eKTUBHOCTI afiabaTHYHUX peakiliii y OpraHiuHHX NepeTBOpeHHsX. Yepes mo-
CJIJDKEHHST MOJISKYJIIPHUX B3a€MOJIN y (epMeHT-KaTali30BaHUX Ipolecax e J0-
CIIJDKEHHS CIPSIMOBaHE Ha IIOJNINIICHHS YTBOPEHHS OUIKIB y BpoXkasx Ta
onTHMi3aNilo BUPOOHUITBA Oiora3y.

KunrouoBi ciioBa: 3B’s13yBaHHs a30Ty, MOJIEKYJIM (pepPMEHTIB, yTBOPEHHS OLIKIB, afi-
abaTu4Hi peaxiiii, BApoOHUITBO Oiorasy, yTBOPEHHS OpraHiYHUX MOJICKYII.
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IDENTIFICATION OF NONLINEAR SYSTEMS
WITH PERIODIC EXTERNAL ACTIONS (Part II)

V. GORODETSKYI

Abstract. The article presents the results of the study, which is a continuation of the
author’s previous research. This paper considers more complex problems in identi-
fying nonlinear systems with periodic external actions. The article shows that the
previously proposed method is applicable when the periods of external actions in the
same differential equation may differ. At the same time, the ratio between the values
of the periods can be both integer and fractional. The conditions under which this is
possible are formulated. These conditions are based on the theorem proved in the
previous work. Part of this study is devoted to the problem of identification of
a chaotic system with an external non-sinusoidal action. To create such an external
action, a function with three harmonic components was used. A numerical experi-
ment confirmed the effectiveness of the algorithm in this case as well.

Keywords: identification, ordinary differential equation, external action, periodic
coefficient, constant coefficient.

INTRODUCTION

As is known, non-autonomous mathematical models are widely used to describe
various physical processes [1; 2]. The construction of such models can be reduced
to the so-called inverse problem [3]. In this case, the model is built on the basis of
information about the output of the system, that is, the problem of system identifi-
cation is solved. In this case, the usual formulation of the problem assumes the
presence in the system equations of additive periodic actions and information
about the structure of the system [4-6]. The task becomes more complex when
the structure of the system is unknown and external actions can be either additive
or multiplicative. At the same time, the number of such actions may be not lim-
ited. The solution of the mentioned problem was proposed in [7]. This study is a
development of the author’s previous work and demonstrates additional capabili-
ties of the method introduced in [7].

NOTATIONS AND SOME PREVIOUS RESULTS

Using the notations from [7], we consider a system of ordinary differential equa-
tions (ODE) of the form

5= e, (01, (1)
=0
i=l..,n; x={x(),..,x,1)}. te[0;t,], t,>0.
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In equation (1), we consider the time functions x;(¢) to be known and the
coefficients c¢;(#) to be unknown. In this case, any of the coefficients can be ei-
ther constant or a continuous time function of a period 7 .

If in equation (1) all the coefficients c; (#) = const, then to find them we can
apply the well-known relation:

C=A"B, ()
where C is the vector of the required coefficients of equation (1), and B is the
vector of values x;(#;), k=0,..,m, A is the matrix of function f;(x(#;)) values,

j=0,..,m.In[7], a theorem was proven according to which relation (2) can be
used to calculate the coefficients of equation (1) if the moments of time 7; are

subject to the relations:
tl :to + T, tz =f0 +2T, ceey tm :to +mT, tO ZO, T>0, tm Ste (3)

and wherein t=7. Based on this theorem, the algorithm described in [7] was
constructed. That is, if conditions (3) are met and t =T, then applying formula (2)
for any ¢, we will obtain the exact values of all constant coefficients of the identified

equation. Therefore, if T=1T7, then for two different ¢, : #,, and 7, the relation

12 .
8j=|c,-j—c[j |- min , 4

must be satisfied, where c,-;- and c,-jz» are the values of the coefficient c;(#) ob-
tained for 7y, and ¢y, , respectively. In order to avoid errors possible for a specific
value of ¢, intervals of f#,, and ¢y, values are used in calculations. The applica-

tion of the algorithm is illustrated in [7] using the example of identifying an equa-
tion with additive and multiplicative periodic actions having the same period.

GENERALIZATION OF THE PROPOSED METHOD

It is easy to show that the method can be effective for solving more complex
problems. Let an equation of the form (1) have two external periodic actions with
periods 7; and 7,, respectively. Let also there exist ¢; and ¢,, ¢;,9, €1,2,3,...

and T <¢,, such that
=L =T, (3

where T is the least common multiple of 7; and 7, . That is, we have period T,

which is common for both external actions. Therefore, the condition of the theo-
rem from [7] is met.

Identification of equations with an integer ratio of periods of external actions

Let us consider the case when relation (4) is satisfied, and at the same time
T/T, €2,3,... or T,/T; €2,3,.... As an example of using the method, consider

identification of a system
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Xp ==Xy — X3,
X'2 =X - dX2, (6)
X3 = C30(1) + ¢33 () X3 + 36 (1) X x3,

obtained on the basis of the well-known Rossler system [8]. The system has the
following coefficients:

d=0.15, c3(t)=0.5+0.4sin| 27 |,
Ty
|2t m
c33(t) =20, c35(t)=5+2.5sin T__E , Iy =25, Ty =4s.
6

It is obvious that for the external actions of the system (6), we have
Ty /Ty =2 . That is, condition (5) is satisfied with Ty =T . Fig. 1 shows the

time series of the variables of the system (6) and Fig. 2 shows its phase tra-
jectories.

T T Y
el
I

),
0 20 40 60 80 100
t
Fig. 1. Time series of system (6) variables

To identify the third equation of system (6), its general structure was chosen
in the form of a polynomial of the second degree:

. 2
X3 =C30(1) + 31 (0)x) + 3 ()% +33(0) X5 + C34(£)x] +¢35(0) X%, +
2 2
+ C36(1)x1x3 + C37 () X5 + 35 ()X X5 + 39 (1) X5 - (7

68 ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 4



Identification of nonlinear systems with periodic external actions (Part II)

6_
281
4 N 24] /
) , ol
X2 0 16+ / \
X3
2 12 | H\
41 8 K i
4 ll.'
A I of . ———etudd
6 -4 2 0 2 4 6 e
X X
28] ﬂ
244 q' {\
20 |
161 il
X3
12 ﬂ 7
81 /]
)
ol [ S

Fig. 2. Phase trajectories of system (6)

The results of applying the algorithm [7] are presented in Table 1.
Table 1. The t values for which the & ; value is closest to zero. The first row
shows the t values at which &, takes on the least values. As the row number

increases, the i value also increases

The t values calculated for the coefficients of equation (7) at 5 — min
c30(®) | e31(0) | e32(0) | e33(0) | c34(0) | 35(8) | c36(2) | €37(2) | c33(0) | c30(2)
218 | 475 | 8.00 | 9.10 | 4.00 | 800 | 6.18 | 4.00 | 8.00 | 2.71
431 | 4.00 | 400 | 8.00 | 8.00 | 400 | 0.58 | 8.00 | 4.00 | 8.00
1.88 | 8.00 | 1.81 | 5.30 | 3.91 625 | 6.16 | 1033 | 444 | 8.33
126 | 341 | 798 | 489 | 976 | 395 | 4.09 | 799 | 4.01 | 539
799 | 1.06 | 3.82 | 320 | 578 | 6.07 | 6.19 | 398 | 798 | 648

Ne

DN |WIN|—

In Table 1, the t values that are repeated or multiples are highlighted in bold.
The theorem in article [7] suggests that they can correspond to the real value of
the period. It also follows from the theorem that the presence of such values in a
certain column of the table indicates that this coefficient is constant.

Note that when 1=T, relation (4) must be satisfied. That is, the T values
highlighted in bold (which correspond to the real value of the period) must be lo-
cated in the top row of the table. However, this is not observed for some coeffi-
cients, which is explained by the possible presence of computational errors [7].

As can be seen from Table 1, the least period obtained as a result of the calcu-
lation is 7 =4s . The value of 8s from the table obviously corresponds to 27 .

Now that the period 7 of the external actions is known, it is possible to deter-
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mine the form of all functions c¢;;(#) using the final part of the algorithm [7]. To

do this, we form matrix A and vector B for system (2) taking into account rela-
tions (3) with T=7 and solve system (2) for ¢, values from a certain range.

Thus, we obtain the values of the functions ¢3;(#) at all points in this range.
Fig. 3 shows the time series ¢5(¢), ¢5;(¢), ¢33(f), ¢56(f), obtained as a result of
the calculation at the interval ¢, €0,...,20s . The figure shows time series of coef-
ficients of different types: variables c¢5,(¢) and c54(¢), constant zero c5;(¢), and
constant non-zero c¢33(¢) . The numerical values of the constant coefficients can
be estimated from the form of the obtained time series ¢ ;(7) . More accurate val-

ues can be obtained using their values obtained by solving system (2) for ¢, and
top , for which t=T or t is a multiple of 7', see Table 2 in [7].

1,2 l 0.1
CgO(t) foA |'H‘| f ﬂ f ﬂ « i C3C1(t)
I I ] IR J1 |
> {”1 \!lll\l\’

|' 0.0 ) S .1‘ﬁ___LTJ[-|,,¢l.H,|

Al
i ’lld' Ubu
0,01
-, 0154 : : . r
0 4 8 12 16 20 0 4 8 12 16 20
60 10+
30- WW,\T
0_
c53(t) .
0 c36(0)
rLr_rL_ﬁ__ﬁLL._, lfyl 107
30
- - T v T T 20— T v v T T
0 4 8 12 16 20 0 4 8 12 16 20
t t

Fig. 3. Time series of calculated coefficients of the third equation of system (6). Calcula-
tion was performed using structure (7) of equation

Based on the graphs and estimated values of the constant coefficients, the
zero coefficients can be eliminated. As a result, the structure of the general
equation (7) is reduced to the structure of the third equation of system (6). Since
we know 7T value and have a simplified equation structure, we can re-identify the
equation. Time series of the obtained coefficients are presented in Fig. 4.

Note that according to the calculations (Table 1), condition (3) was satisfied
for t=4s. This value obviously corresponds to the period of external action Ty .

At the same time, as expected, the value of 7;, was not determined as a result of
the calculation. However, after comparing the form of the external action ¢, ()

with ¢5¢(¢) in Fig. 3 or 4, it can be argued that T, =T, /2=2s.
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Fig. 4. Time series of calculated coefficients of the third equation of system (6). Calculation
was performed using simplified structure of the equation

Identification of equations with a fractional ratio of periods of external actions

Let’s consider a more general case when the periods of actions 7} and 7, in the
equation are subject to condition (5) and in this case 7;/T5, T» /T; & 2,3,.... Let the
external actions in the third equation of the system (6) have the form:

. 2mt [ 2mt =
c30(t)=0.5+0.4sin| — |, c34(t)=5+2.5sin| ———|, T, =35, T, =2s. (8)
T, 7, 4)°° 6
8, 8 25-
61 | i | 61 20:
Fodal ohat ohad I d I ]
41 ||‘|'i':‘r‘lil:'ﬂl|nl“|" 4 Al AAnh abaf o 1
i .||| (A |!|’ﬁ| l'u"ll RN |.|.5|I i )
x. 21 |I'|.'|II|I"”|"|”|'lill'|lll' x,2] 1|"u'|||'”r|r|'|.|"i|'r'”|""l|,"."‘ x-15_
1 Y 1 UV R, 3
ol MLV () 0 I (YL
AR 'hl} AT
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64 61 ! \ 1 - J
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
t t t

Fig. 5. Time series of variables of system (6) with external actions (8)
Time series and phase trajectories of system (6) under input actions (8) are
presented in Fig. 5 and 6, respectively.
Obviously, with ¢; =2 and ¢, =3 we get I, =q,1x =T, T =6s. That is,
relation (5) is satisfied. Then, considering 7 to be the only period of external

actions in the equation, we can apply the theorem and algorithm from [7]. System
(6) with external actions (8) was solved on an interval of 100s with a step of

At =0.01s. According to the algorithm, the initial times ¢y, =0.15s, ty, =0.4s
were selected. The t value was chosen from the interval [t;7.], T, =1s,
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1, =11s . Table 2 presents thet values for which relation (4) is satisfied. As can

be seen from the table, in most of its columns the value t=6s is found (shown in
bold in the table).

Fig. 6. Phase trajectories of system (6) with external actions (8)

Table 2. The same as in Table 1, for system (6) with external actions (8)

N The t values calculated for the coefficients of equation (7) at § — min
T e0@® | (@) | e | o) | e | as) | ad) | oart) | s | cold)
1| 9.81 291 2.00 | 10.02 | 6.00 | 6.00 | 632 | 6.00 | 636 | 2.90
2| 269 | 600 | 8.03 7.29 1.36 | 2.70 | 594 | 998 | 9.99 1.86
3 948 | 489 | 7.62 | 8.18 | 8.05 1.43 799 | 2.59 | 6.00 | 4.49
4| 9.68 | 9.12 | 8.00 1.25 | 2.55 | 691 6.55 147 | 2.61 6.00
51 891 290 | 6.00 1.27 | 10.11 | 7.19 1.96 | 6.01 594 | 3.00

After an analysis similar to that carried out in the previous section and elimi-
nation of zero coefficients, we obtain time series of constant and variable coeffi-
cients presented in Fig. 7.

10,
2,4
04
16/
> . 10
¢50(0) 281 ), ]
001 30+
08 -40
10 15 20 25 30 10 15 20 25 30
L 10, !
8-

s|

50| (I
1 1)

0

10 15 20 25 30

Fig. 7. Time series of calculated coefficients of the third equation of system (6) with ex-
ternal actions (8). Calculation was performed using simplified structure of the equation
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If the data in Table 2 are not informative enough to confidently determine
periods of external actions, one can repeat the numerical experiment on a larger
time interval or/and use the results for more than five least 3 values when creat-
ing the table. Such a numerical experiment was carried out for system (6) with
external actions (8), which was solved over an interval of 200s. As a result of
applying the algorithm, the values given in Table 3 were obtained.

As one can see, the data in Table 3 confirm the correctness of the relation-
ship t=7 =065 obtained as a result of the analysis of the data in Table 2. The

values of =125 and t=18s in Table 3 are additional arguments for such a con-
clusion, since these values are obviously the multiples of t=6s .

Table 3. The same as in Table 2, for system (6) with external actions (8). We
used a time interval of 200s and ten t values for which & — min

N The t values calculated for the coefficients of equation (7) at 5 — min
[
| e0() | e31(0) | en(0) | a0 | a0 | as) | aed) | ) | e | o)
1 9.81 291 2.00 | 16.51 | 6.00 | 18.00 | 6.32 6.00 | 14.13 | 2.90
2 | 2.69 6.00 | 8.03 | 10.02 | 18.00 | 6.00 594 | 18.00 | 6.36 | 1948
3] 948 | 18.00 | 7.62 7.29 1.36 | 2.70 7.99 | 12.00 | 16.95 | 17.79
4 | 16.82 | 4.89 8.00 8.18 8.05 | 17.06 | 6.55 9.98 | 12.00 | 1.86
51 968 | 17.29 | 18.74 | 11.40 | 12.31 | 12.00 | 12.90 | 14.05 | 9.99 | 14.91
6 | 891 9.12 | 18.00 | 19.25 | 2.55 | 14.14 | 12.89 | 2.59 | 1745 | 4.49
7 1.96 | 290 | 6.00 | 1550 | 10.11 | 1.43 | 10.88 | 1.47 | 14.97 | 15.00
8 | 11.29 | 1596 | 12.00 | 13.56 | 1.02 | 14.18 | 18.50 | 12.16 | 6.00 | 16.69
9 | 5.20 1.37 7.33 | 15.70 | 19.09 | 18.68 | 19.65 | 16.21 | 18.00 | 6.00
10 | 2.87 9.72 6.72 | 12.50 | 19.39 | 17.94 | 12.32 | 6.01 | 17.98 | 3.00

IDENTIFICATION OF THE EQUATION UNDER NON-SINUSOIDAL
PERIODIC EXTERNAL ACTION

In this section we investigate system (6) with such coefficients:

d=015, 030(t)=0.5, C33(t)=_20,

c36(z)=5+2sin(ﬂ—ﬁj+1.25sin(ﬂ)+o.8sm(@+ﬁj, T=2s. (9
T 2 T T 2

System (6) with coefficients (9) was solved on the interval of 100s with
astep At =0.01s. Fig. 8 shows the time series of system under study and its ex-
ternal action c34(¢) . Fig. 9 shows the phase trajectories of this system.

Our goal was to identify the third equation of system (6) with coeffi-
cients (9). For this purpose, the general structure of an equation of the form (7)

was used. As a result of applying the algorithm, the data presented in Table 4
were obtained. As can be seen from this table, the smallest possible value of the
periodis T =2s.
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Fig. 8. Time series of system (6) with coefficients (9) and its external action Cs (t )
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Fig. 9. Phase trajectories of system (6) with coefficients (9)

Fig. 10 shows the calculated time series of coefficients of different types:

constant non-zero c3,(t), c33(¢), variable c54(¢) and constant zero ¢5,(¢). The

rest calculated coefficients of this equation have time series similar to c3,(?),
that is, they are zero.

Table 4. The same as in Table 3, for system (6) with coefficients (9)

N The 1 values calculated for the coefficients of equation (7) at § — min
T e0® | (0 | en(®) | @) | e | as) | add) | @) | ag®) | e
1| 8.00 | 4.00 1.49 | 8.00 | 10.00 | 10.00 | 2.11 | 10.00 | 8.00 | 10.57
21 923 | 2,00 | 10.00 | 10.00 | 8.00 | 8.00 | 2.75 | 8.00 | 10.00 | 7.56
3 11000 | 924 | 8.00 | 6.62 | 400 | 454 | 277 | 2.00 | 2.00 | 578
4 1 10.31 | 10.00 | 10.67 | 5.67 | 2.00 | 2.00 | 871 | 5.60 | 4.00 | 4.50
51 4.00 | 8.00 | 2.00 | 4.00 | 1097 | 4.00 | 1.63 | 400 | 7.60 | 2.00
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Fig. 10. Time series of calculated coefficients of the third equation of system (6) with
coefficients (9)

After simplifying the structure, re-identification was carried out and the time
series presented in Fig. 11 were obtained. Fig. 11, d shows the calculated time series

of external action c4(#) (line 1) and the original one c;4(f) (line 2). As we can see,
these time series practically coincide, with the exception of points with singularity.
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Fig. 11. Time series of calculated coefficients of the third equation of system (6) with
coefficients (9). Calculation was performed using simplified structure of the equation

CONCLUSION

This study examines a number of special cases of using the proposed method for
identifying nonlinear oscillatory systems with external periodic actions. The most
complex part of the identification problem in this case is finding the periods of
external actions. The first part of the algorithm is devoted to solving this problem.
It can be noted that this method makes it relatively easy to find periods of external
actions when identifying systems with an integer value of the ratio 7;/7, or
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T, /T, . If one of these conditions is met, estimating the values of 7} and 7, using
this algorithm does not differ from the case 7, =7, considered in [7].

With a fractional ratio 7;/7, or T,/T;, much longer observations of sys-
tem’s functioning may be required in order to make an estimation.

The study of the system with non-sinusoidal periodic external action demon-
strates that the proposed method is as effective as in the case of sinusoidal action.

A possible prospect for further development of the method could be, for ex-
ample, a study of the dependence of the magnitude of the algorithm error on vari-
ous parameters of the identified equations. It is also of interest to assess the influ-
ence of noise on the result of applying the algorithm.
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IIEHTU®IKALISI HEJITHIMHUX CUCTEM 3 IEPIOAWYHUMM 30BHIIIHIMU
JAISAMU (Yactuna II) / B.I'. Toponenpkwii

AnoTtamisi. [Togano pe3ysbTaTu JOCHIKCHHS, SKE € MPOJOBKCHHSAM TMOMEPEIHIX
JIOCHIKEHb aBTOpa. Po3risHyTo OLIbII CKIaAHI 3aqaui imeHTHdiKaIii HeqiHIHHIX
CHCTEM 3 NEepioAMYHMMH 30BHIMHIMH BrUMBamHu. [TokasaHo, IO 3aIpONOHOBAHHUN
paHille MEeTOJ] TAKOXX 3aCTOCOBHHI, KOJIM NEpioAn 30BHILIHIX il B ogHOMY Iude-
PEHIIaTEHOMY PIBHSHHI MOXYTb BinpizHsTuCS. [Ipy 11bOMy CHIBBiTHOIIGHHS MiX
3HAQUEHHSIMH TIEePioJiB MOXe OyTH K LITHM, Tak 1 qpo6oBuM. CHopMyIbOBaHO YMO-
BH, 32 SIKHX 1€ MOXKJIUBO, 1 sIKi 6a3yI0ThCsl Ha TEOpPEMi, JOBEJICHIH y MonepeHii po-
60ti. YacTHHY IIHOTO TOCHIIKEHHS MPUCBIYEHO NpobiieMi ineHTHdikanii XaoTHIHOT
CHCTEMH 3 BXiHOIO HECHHYCOINAIBHOIO Ji€i0. [l CTBOpPEHHS Takoi 30BHIMIHBOT Ail
BUKOPUCTAHO (YHKIIIO 3 TpbOMa TapMOHIYHUMH CKIamnoBUMH. UncensHHMil excrie-
PHMEHT MiATBEPIUB €PEKTHUBHICTH ATOPUTMY 1 B IIbOMY BHIIAJKy.

KorouoBi caoBa: inentudikanis, 3BuyaiiHe audepeHuiaibHe piBHIHHS, 30BHILIHS
JTist, IEPIOTUYHIN KOCDIIIEHT, CTAHA KOSDIIliEHT.
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ON THE EVOLUTION OF RECURRENT NEURAL SYSTEMS

G.S. ABRAMOV. I.V. GUSHCHIN, T.O. SIRENKA

Abstract. The evolution of neural network architectures, first of the recurrent type
and then with the use of attention technology, is considered. It shows how the ap-
proaches changed and how the developers’ experience was enriched. It is important
that the neural networks themselves learn to understand the developers’ intentions
and actually correct errors and flaws in technologies and architectures. Using new
active elements instead of neurons expanded the scope of connectionist networks. It
led to the emergence of new structures — Kolmogorov—Arnold Networks (KANSs),
which may become serious competitors to networks with artificial neurons.

Keywords: recurrent neural networks, transformer technology, KANS.

INTRODUCTION

In modern programming there are three degrees of formalization. The first is
codes, the second is languages, for example, the most common language for neu-
ral network developers is Python. Third, these are libraries that, in addition to data
and dictionaries, have a large range of technologies. You actually turn to such
technology, mark it in the code, enter the necessary data and it does everything
itself. Instead of hundreds of lines of the program, there are dozens left. More-
over, the complexity of the program only increases taking into account libraries.
Humanity is increasingly moving into the category of users, since less and less
attention is paid to basic formal primary knowledge and descriptions, and people
are already using derivatives, such auxiliary structures for describing knowledge.
Only a few people are interested in the basics of science, but without such people
progress will stop. This article is an example of the efforts of such smart and am-
bitious people, inventors looking for new opportunities.

For example, this is a matrix recording, a vector with a large number of
components is immediately supplied to the network input — a whole set of que-
ries, transformations in the network array occur in matrix form, while fortunately
it is linear. The next aspect is the use of the attention mechanism that arose in de-
veloped recurrent networks.

Parallel calculations of vectors and matrices due to advanced CUDA tech-
nologies on video cards, as well as the use of matrix notation itself, are essential.
speeds up calculations. Each of these methods: 1) matrix notation; 2) parallel
computing on video cards; 3) the attention mechanism speeds up the work of
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modern artificial neural networks by approximately an order of magnitude. It is
not surprising that all this has made it possible to move from human-controlled
machine learning to deep learning, which is implemented by the network itself,
which has acquired new qualities.

However, the very structure of connectionist networks, that is, networks con-
sisting of many active elements with a set of free parameters that allow it to learn
or learn, can develop towards a computation graph in the most general sense.
These are KAN networks (Kolmogorov—Arnold Networks), and other networks of
this type may yet appear.

But it is interesting to consider how people thought when creating language
models. These models first took the form of recurrent networks, and then, when
the attention mechanism appeared there, networks with “transformer” technology.
But the most important are the methods and methods of creating new devices and
technologies. This work is dedicated to this urgent problem.

Usually, people have a set of data — the history of processes and want to
predict the future. Formally, we are talking about a known distribution of prob-
abilities P(x, | x,_;,...x;) on these data, an estimate of the conditional expectation

E[(x; | x,_;,...x;)] (here conditional means that the expectation of the value
X,_1,.--X,_. ) should be found if the conditions for the appearance of the values

before ) are met. Linear regression is usually used for this. usually only an unde-
termined number of these previous quantities is confusing, although this problem
can be solved by choosing a window t — the length of this sequence of data (this
is attributed to Markov models, for example — orders that take into account the
sequence Xx,_p,...x,_. ). If it is possible to somehow summarize the previous data

and this summary is marked as h; = g(h;_;,x,_;), then it is possible to enter into
the previous forms of description of the forecastx,, i.e. x, = P(x,|h;). Here, a

summary appears in the description, which in recurrent models of neural systems
is formed by the network itself, and therefore this summary is often called a hid-
den description (probably because the network does not give users a clear view).

CLASSIC RECURRENT NETWORKS

The idea of the original linguistic classical recurrent networks' (RNN) (their re-

current nature is that they constantly use what was known before) is to step by

step supplement the text with the most likely next word. At each step, the output
. . . 2 .

h, , which depends on the inputs x,_; x,_,, ... x,_, atthe previous steps”, is cal-

culated. Since it is not desirable for users to find an explicit view 4, , it is easier to

call it a hidden description. Later data values in these models depend on earlier
ones. Architecturally, a recurrent neural network is a chain of repeating modules.
Dictionaries began to be used — embeddings, which represent words in vector

" The active use of such architectures tends to be attributed to S. Hochreiter and his col-
leagues in the early 90s of the last century.

% To select the influence of previous words on the following ones (selection of internal
memory with a state vector s, ), gate architectures are used, for example, Long Short-
Term Memory (LSTM) and gate recurrent unit (Gated Recurrent Unit - GRU). In the
practice of creating recurrent LSTM networks [1; 2], blocks were used to improve the
transfer of information from previous iterations of recurrent RNN networks.
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form, and the distance between vectors depends on how often these words corre-
late with each other in texts (sets of which are often called corpora).

In recurrent networks of the classical type, the probability and frequency of a
pair-triple of neighbouring words from the dictionary was found, and the integral
probability of the sentence or phrase maximized p(x;,..x;) by the network was

formed, by expanding it into a product of conditional densities from left to right,
applying the chain rule of probability:

T
P(xy,e.x7) = POe)[ [ PCx, 1 x,_ey) (1)

=2
You can find the conditional probability for the entire depth of memory
P(x, | X;_y,-X51) > Of P(x,|x,_;) the length of the corpus of words (1), as well as
Markov approximations of different depths of memory , and even , then the prob-
ability of the entire sentence, phrase, or corpus will be according to the choice of
Markov models, for example © — orders that take into account the sequence

Xy_qpeeXy_g )

T
P(xla---xT)ZP(xl)HP(xt | X_p5eeeX1) 5
=2

T
P(x),..x7) = P(x )HP(xt | X150 Xps1) 5 )
=2

and even

T
P(xy,...xp) =P(x1)HP(xt | x1) -
=2

Here, respectively, the length of the data sequence 7, t and the length equal
to one are chosen.

By selecting words from the dictionary, the network searches for the maxi-
mum conditional probability of individual parts of the corpus and the entire cor-
pus. The main task of the classical recurrent network is to generate text, to select
words that are most similar to previous phrases and sentences. Further develop-
ment takes into account a certain summary of past calculations, replacing

P(x, | x;_q5ex0) = P(x, | By),

and updating the form of these hidden (from developers) states #; = g(4;,_;,x,_;) .
These models were also called latent autoregressive models (see, for example, [3]).

RECURRENT NETWORKS WITH ENCODER AND DECODER FOR
TRANSLATION

More modern recurrent networks are even bidirectional (they remove the problem
of using only previous data), still form sentences sequentially word by word with
the maximum of first local (digram probability, for example), then integral maxi-
mum conditional probability (1) or (2), but now they have an encoder and a de-
coder, which are capable of forming an initially poor-quality translation between
language A (encoder) and language B (decoder) when using dictionaries.
A phrase in language A is presented to the encoder. A phrase in language B is
formed from the dictionary in the decoder.
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The translation procedure: 1. The probability of finding a pair of words next
to each other is estimated (from previous training of the network). 2. The fre-
quency of appearance of this pair in the studied samples is estimated. 3. The over-
all probability of a phrase or text fragment is formed.

In the encoder, sequences of hidden states f_l; =f (fct,ﬁt,l) are formed, hidden from

people, and collected into a context vector ¢ = q(};l,...,l;T) for language A, which is pre-
sented in the encoder. In the decoder for language B, the output sequence (,...,yr) for
each time step ¢ (we use ¢’ in contrast to the time steps of the input sequence of the en-
coder ¢), the decoder assigns a predicted probability to each possible word (token) occur-
ring at step ¢+1 determined by the previous tokens in the target object ()y,...,),) for lan-
guage B and adds the context vector, i.e.

P(yt'+1 |y1""’yt'55) . (4)

Prediction of the next lexeme #+1 in the target sequence: the RNN decoder
takes the target marker (the marker here is the y value y) of the previous step, the
hidden state of the RNN from the previous time step #,_;, the context vector ¢

as input, and translates them into the hidden state at the current time step 4, . Al-

ready in this description, it is clear that even the developers do not know how ex-
actly this was done, but they almost understand the structure and nature of the
transformations. The revolutionary action at this step of evolution was the use of
two networks — encoder and decoder, which are respectively connected to dic-
tionaries of different languages.

RECURRENT NETWORKS WITH ATTENTION MECHANISM

Using the Bahdanau attention mechanism (https://d21.ai/) allows you to use the
information obtained not only from the last hidden state, but also from any hidden

state 4, of the encoder for any iteration ¢ (runs from 1 to m). With the help of the
attention mechanism (accepts the hidden states of the encoder 4, and the hidden
state of the decoder 5,_; creates a weighted estimate s from the sum of the states

of the encoder) “focusing” of the decoder on certain hidden states of the encoder
is achieved. In cases of machine translation, this capability helps the decoder pre-
dict which hidden states of the encoder, given the output of certain words in lan-
guage A, should be paid more attention to when translating this word into lan-
guage B.

The attention mechanism was first used in the Seq2seq’ (sequence-to-
sequence) network for machine translation (Machine Translation — MT) [4].

The layer of the attention mechanism is a single-layer neural network, which
is fed not the final hidden value, but all such values 4; (¢ =1, ...m), as well as the
hidden value of the decoder s,_; at its previous step (iteration). The output of the
attention layer is the value of the vector s (score). This will actually be the weight
of the hidden value /#;. Softmax is used to normalize s. Then e =softmax(S).
Now the context vector takes the form

* In fact, Seq2seq technology has changed the nature of the recurrent network of the pre-
vious type.
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m
c=Y eh;.
i=1

Thus, the result of the work of the attention layer is the context vector C,
which is constantly changing during the calculation process and includes informa-
tion about all hidden states of the encoder weighted by attention. Transferring a
constantly corrected context vector to the decoder improves, as practice has
shown, the quality of translation due to changing the context of the encoder and
decoder. The main idea of the attention mechanism is that instead of storing a
state that summarizes the encoder’s original sentence, the network dynamically
updates it as a function of the original text (encoder hidden states 4;) as well as

the translation text that has already been generated (hidden states decoders,_; ).

This gives a new context vector ¢, which is updated after any decoding step .
The main thing is that already at this stage of the development of neural language
models, researchers stop understanding the meaning of transformations of vectors
describing sequences. It is argued that “models of attention provide “interpretabil-
ity”, although what exactly the weights of attention mean ... remains a nebulous
topic of research”.

Then they found an opportunity to use new developments of the attention
mechanism used in the “Transformer” technology to form the context vector. In
this variant, the context vector ¢ is the result of the combination of attention (the
layer of the attention mechanism is then not needed):

T
Cp = Za(st‘—l:hi)hi >
1=1
used here as a query S,._;, and 4, as a key, and as a value in the terms and desig-

nations of the “Transformer” technology.

“TRANSFORMER” TECHNOLOGY

In the “Transformer” technology (see, for example, [5—7]), which already replaces
all previous translation systems, the attention mechanism allows you to abandon
the recurrent mechanism of forming phrases and corpora “from word to word”
and exclude LSTM and GRU blocks, now the sentence is considered all at once.
Therefore, the principle of recurrence is no longer needed.

Now all the hidden states of the encoder /A(¢) are passed to the decoder,

which forms the attention weights for the initial sequence. During token predic-
tion, if not all input tokens are relevant (fit), the model considers more of the in-
put sequence that is considered relevant to the current prediction. So to speak, he
focuses his attention on them.

With the emergence of the attention mechanism, there is a need for coding,
which replaces the numbering of words (tokens). It is possible to enter trigono-
metric functions — modes (for example, with the wave number k =27 /L) on the
body L (the number of sentences and words), the multiplication of which does not
yield the absolute value of vectors from the interval (0O—1). The matrix that num-
bers the tokens is added to the matrices used in calculations. The need to use this
matrix is due to the fact that it is necessary to restore the sequence formation pro-
cedure, which was previously automatically implemented in the recurrent scheme.
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def  — -
Next, we denote D - {(k;, V)5, (k,,,V,,)} the database m of tuples of keys

lgi and values ¥, . In addition, we denote§ as request’ . This approach, it is believed,
helps to form the principles of creating the attention mechanism of the “Trans-
former” technology

def m -
Attention (§,D) = Za(f},ki)ﬁi,

s=1
where oc(c},l;i) are the scalar weights of attention. All values of hidden states are

multiplied by these weights, and form a weighted sum of values. Note that the
scalar weights are chosen quite phenomenologically, using, for example, the most
famous Gaussian kernel [8], which describes the characteristic dimensions of the
distances between words

G.k)=q"k/d. 3)

Note that attention weights still need to be normalized. We can simplify this
with the softmax operation:

exp(q'k;/d)
> exp (G k;/d)
In this way, it was possible to move to a more effective analysis of sentences
both individually and in texts (corpus). However, some problems remained, the

solution of which led to the appearance of important mechanisms not only for
coding, but also, importantly, for improving the style and quality of translation.

o(§,k;) — softmax (a(g,k;)) =

AUXILIARY MECHANISMS OF TRANSLATION

Construction of multi-head attention

Vectors corresponding to text elements are divided into several fragments, which
are treated in the same way as whole vectors. This approach, where each of the
H; outputs of the attention pool is a head, was made largely to use parallel com-

puting, which was considered more productive. So far, mathematicians are think-
ing about the correctness of such an approach, practical results have already
shown its effectiveness.

In practice, with the same set of requests, keys and values, it is possible to divide
different ranges of changes and enter different subspaces of the representation of re-
quests, keys and values. Actually divide the vectors into parts. To this end, instead
of performing a single attention merge, queries, keys, and values can be trans-
formed into a set of queries, keys, and values served in parallel. Such a design is
called multi-headed, where each of the H; outputs of the attention pool is a head [7].

1
In addition, the researchers discovered that, just as in the case of using sev-
eral encoders and decoders, each such calculation channel is independently filled
with a different meaning, and the network creates these so-called ranges and sub-
spaces in a form that is sometimes incomprehensible to developers.

* Key, request, value — this is the structure that seemed more understandable to develop-
ers. It is not a fact that such a representation will be preserved in the future.
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Given a query g € R% , akey k eR%  and avalue ¥ e R% , each head with

attention H,; is calculated as
H; =[OV, Wk W) e R,
- d, - = .
where W7e RP7% ke RPFU 7 e RPDY are input parameters R,

R? — show the dimensionality of vectors and matrices and f'is an attention pool,
such as additive attention. It is surprising, but such an action, initiated by too de-
termined developers of neural networks, does not lead to nonsense, but gives
quite reasonable results. How it works out in the network still needs serious re-
search.

Self-attention

In addition to the attention used between the encoder and the decoder, each of
them needs so-called self-attention, or internal attention. This is practically the
same as the classic recurrent network, but in a form that has already become the
basis for the Transformer technology. This self-attention now works differently
[7], and elsewhere is described as a model of internal attention [9].

The same elements of input or output sequences alternately play the role of
queries, keys, and values.

The authors of many works give an example.

Thus, when translating the sentence “Student is studying a transformer”, the
word “Student” is the first query, and the key is “studying”. The scalar product of
the corresponding vectors of the hidden representation gives the attention score of
this pair, which will then be multiplied by the value, i.e., the vector representation
of the word “learns”. In the next passage, the query will be the word “learns”, and
the key may be the word “transformer”.

As a result, according to expression (3), an attention score will be formed for
all request/key pairs, by which all value vectors of the input sequence will be mul-
tiplied. The encoder context vector will now be first multiplied by these self-
attention weights, and then sent to the decoder. And in the decoder, even after all
transformations, it is rational to use self-discipline to avoid inconsistency of the
translation with the basics of this language. Self-attention allows you to rework a
faithful but not very literary text into a rather attractive and more acceptable one
for the reader.

In this mechanism, a query is the name of what needs to be found. Keys are
signatures on folders and blocks in the middle of the filing cabinet. Having found
the appropriate folder, we can get it and find out the content — the value vector.
But in the case of internal attention, one must look for not one value, but a sig-
nificant number of values from a set of folders. Multiplying the query vector by
each of the key vectors will give us the coefficients for each folder (technically: a
scalar value followed by a softmax function, i.e. converting this value into a unit
interval that makes sense of probability). By adding up all the values with their
coefficients, you can get the result of internalattention.

CONCLUSIONS

The process of developing neural networks continues and looks like a strange
search method, more intuitive than strictly logical. If at first neural networks were
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created by neurophysiologists who understood how the brain works, then mathe-
maticians joined this process, but they were not really listened to.

However, the rapid development of computing systems, advances in parallel
computing (see, for example, [10]), and a significant amount of memory have
made it possible to more boldly form neural network architectures and technolo-
gies. And technologies appeared on the scene, people who were more focused on
the technical development of networks. They created such complex and large sys-
tems that a different approach to their understanding and presentation was needed.
It turned out that the initiative in the development of neural networks is already
moving to the neural networks themselves, which are capable of correcting the
defects and weaknesses of people’s technological innovations, independently
finding methods of correcting weak human decisions. An illustration is the crea-
tion of the Transformer technology, which is quite inaccurately made by humans,
but the neural network itself found methods to correct inaccuracies and inaccura-
cies and demonstrated a remarkable ability to present users with the result they
desired.

The development of neural and similar networks with active elements did
not stop there. In fact, Tsybenko’s theorem (Universal approximation theorem),
which allows approximating any continuous function with a set of neurons with
activation functions and a significant number of inputs and outputs, can be used
for more general networks with active elements. The main thing is to be able to
make the necessary functional connection between the inputs and outputs of the
network, which is possible if there is an opportunity to teach the network.

Therefore, it is not surprising that the idea and the first attempts to create a
network appeared, where the active elements are spline functions (multiple-
polynomial functions that can consist of different polynomials at different seg-
ments) [11]. For each spline, more polynomial coefficients need to be introduced,
so the new network created from them — KANs (Kolmogorov-Arnold Net-
works), which very boldly uses the theorem of these famous mathematicians,
needs more parameters than exist in networks based on artificial neurons ( there
the parameters are weights and displacement).

However, it turned out that much fewer layers could then be used. You will
have to teach these polynomial functions and this seems to be easier, but it will
take longer, and increasing the coefficients of the polynomials will even improve
the capabilities of such a network. Such networks are more suitable for solving
problems in mathematics. Against the background of such innovations, the
achievements of the developers of “transformer” technology no longer seem so
significant, especially since mathematicians did not see the mathematical rigor in
its architecture.

Even the limitation associated with the problem of using processing on
GPUs also turned out to be a solvable problem. Such modified networks were
called ReLU-KAN [11], they turned out to be faster than expected and more accu-
rate, which was a pleasant surprise. All these hopes of the developers were
confirmed by the practice of using these networks.

In conclusion, it can be noted that in general, the creation of networks with
active elements, with customizable connections — such a computational graph —
can be implemented in different ways, the main thing is that there are free pa-
rameters for its appropriate optimization and the possibility of using parallel com-
puting to speed up learning and use. Although it should be understood that the
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amount of internal memory and the complexity of the tasks will still require a
large number of active elements and network parameters.
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PO EBOJIIOIIIO PEKYPEHTHUX HEMPOHHUX CUCTEM / I'.C. A6pamos,
I.B. I'ymun, T.O. Cipenbka

AHoTauisi. Po3risiHyTO €BOMIIOLII0 HEHPOMEPEKEBUX apXITEKTYp, CHOYATKY PEKY-
PEHTHOTO THITY, a TIOTIM i3 BUKOPHUCTAHHAM TeXHOJIOTii yBard. [lokazaHo, sk 3MiHIO-
BaJIMCS MiAXOAM Ta 30aradyBaBcs IOCBiI po3poOHUKIB. BakinnBo, o HeHpoHHI Me-
pexi cami HAaBUMIHMCS PO3YMITH HaMipH PO3POOHUKIB 1 (aKTHIHO BUIPABILIIH
HNOMMJIKH Ta HETOJIKH B TEXHOJIOTISX 1 apXiTeKTypax. BUKOpHUCTaHHS HOBHX aKTHB-
HUX CJIEMCHTIB 3aMiCTh HEHPOHIB PO3MIMPHUIIO Chepy 3aCTOCYBaHHS KOHEKI[IOHICT-
CBKMX MEpeX 1 NPH3BENIO 10 TOSIBU HOBHX CTPYKTYp — Mepexi Koiamoroposa—
Apnonbaa (KAN), siki MOXYTb CTaTH CEpHO3HUMH KOHKYPEHTaMH MEpexX 3i IITyd-
HUMH HEHPOHAMHU.

KurouoBi ciioBa: pexypeHTHI HelipoHHI Mepexi, TexHouoris Tpancdopmep, KAN.
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DETECTING UNSAFE BEHAVIOR IN NEURAL NETWORK
IMITATION POLICIES FOR CAREGIVING ROBOTICS

A. TYTARENKO

Abstract. This paper explores the application of imitation learning in caregiving robot-
ics, aiming at addressing the increasing demand for automated assistance in caring for the
elderly and disabled. While leveraging advancements in deep learning and control algo-
rithms, the study focuses on training neural network policies using offline demon-
strations. A key challenge addressed is the “Policy Stopping” problem, which is cru-
cial for enhancing safety in imitation learning-based policies, particularly diffusion
policies. Novel solutions proposed include ensemble predictors and adaptations of
the normalizing flow-based algorithm for early anomaly detection. Comparative
evaluations against anomaly detection methods like VAE and Tran-AD demonstrate
superior performance on assistive robotics benchmarks. The paper concludes by dis-
cussing further research in integrating safety models into policy training, which is
crucial for the reliable deployment of neural network policies in caregiving robotics.

Keywords: assistive robotics, reinforcement learning, diffusion models, imitation
learning, anomaly detection.

INTRODUCTION

In recent years the fields of robotics and Al attracted lots of interest. The ad-
vances in deep learning, robotics hardware, deep reinforcement learning, and imi-
tation learning made it possible to solve complex control problems by training a
neural network policy from mere hundreds of demonstrations.

In this paper caregiving robotics is considered. Given the growing numbers
of elderly and disabled people who need daily physical care [1; 2], the importance
of automation rapidly increases. Caregiving (or assistive) robotics has a promise
of addressing this problem, especially in the light of advances in control
algorithms and hardware.

As in most human-robot interaction scenarios, one of the biggest concerns in
caregiving control algorithms is safety. This concern is especially important with
neural network-based policies, which lack interpretability and are known to
become unstable on out-of-distribution data [3].

For the case of imitation learning, this problem is visualized on Fig. 1.

A | %
\—) X Initial position

B
: Goal Trajectories:
c X_J_Hdcstin:iﬂn mmm [n-dataset
-- i Generalized
D |----=-=-=-=-==== F umm Qut-of-distribution

Fig. 1. Out-of-distribution data may lead to failures of a policy
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There are 4 episodes: 4, B, C, D visualized as trajectories from an initial
position marked as X to goal region. 4 and C are present in dataset. B is not
present, but since it does not differ much from 4 and C, the algorithm is able to
generalize. The episode D, however, is significantly different, and thus, a policy
makes unexpected wrong decisions, failing the task.

The progress in the field is nevertheless vast. [4] proposes a method for
robotic arm for assistive manipulation tasks. It is a learning-based system, capable
of learning from demonstration, based on Dynamic Movement Primitives (DMP)
[5]. DMP is a vast framework that includes many instances. Although those
methods give a potential for lifelong/incremental learning, they also rely careful
modelling and are more difficult to implement and deploy.

Paper [6] introduced simulation software for assistive manipulation tasks,
named AssistiveGym. It comes with multiple predefined tasks (feeding, drinking,
arm manipulation, etc.) and robots (Jaco, PR1, etc.) to pick. For the study, this
simulator is chosen for its versatility, simplicity, and speed. The simulator also
comes with a Proximal Policy Optimization-based (PPO, [7; 8]) baseline. In this
work, an imitation learning-based approach is used for training a neural network
policy. Imitation learning [9—11] allows to avoid the necessity of learning from
interaction, by instead leveraging the offline data (demonstrations) collected using
an existing policy or via teleoperation.

The uncertainty estimation problem for Reinforcement Learning algorithms
is studied in [12]. Although applied to a different task, the authors show that the
uncertainty can be estimated using the log-likelihood and the variance of the
model. The problem is, DDPMs in general, and Diffusion Policy specifically, is a
generative model, for which calculating a likelihood for the generated plan is
difficult [13], making the proposed approach hardly applicable for the considered
problem. Other methods include [14-17].

In the following sections the “Policy Stopping problem” is studied and
solutions are proposed. These solutions are compared to the application of out-of-
box anomaly detection and uncertainty detection methods, proved to be successful
in other domains. A system with a safety model and an imitation policy is
developed and demonstrated. Lastly, the paper concludes with the discussion of
the results and further research.

PRELIMINARIES

Markov Decision Process (MDP) is a collection (S,4,r,7) with § — state
space, A — action space, r(s,a)— reward function and T = P(s,,, |s,,a,) — dy-
namics. In this paper the reward is not assumed to be defined for full trajectories,
classifying them as either “success” or “failure”.

Reinforcement Learning (RL) algorithms optimize a policy &, which max-
imizes the expected total reward of the MDP:

o0
*
n =argmax E__ Zyr(st, a,),
(=0

where tis a trajectory (s,a,5;,a;,...57) sampled by applying a policy = .

In offline setting (offline RL) an access to environment for collecting more
interactions is assumed to be absent, and the whole training is conducted using
only pre-collected demonstrations.

Diffusion Policy is essentially a Denoising Diffusion Probabilistic Model
(DDPM) which models a distribution p(A4|O), where O 1is a subset of prior ob-
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servations, and A is a limited sequence of further actions, i.e. a short-horizon
plan.

Normalizing flow-based methods [18] estimate the data likelihood
explicitly, by using a reversible block of various kinds. A trained network maps

the input data x to latent space Z , such that the inverse mapping f~'(f(x)) is
trivially computable.

METHOD

Data collection. In this work imitation learning techniques are used to train a
neural network policy. Imitation learning methods as a rule require pre-recorded
trajectories, e.g. a dataset with sequences of a form:

D= {(So,ao,sl,a],...ST)i, i= 1,,N} .

Here N — is the number of trajectories and 7 — is a length of a trajectory.
For collecting the trajectories, two methods are used — teleoperation and online
reinforcement learning algorithms.

Teleoperation is a fairly difficult task when it comes to robotic arm
manipulation problems, especially in simulation. A keyboard-based teleoperation
feature from the original AssistiveGym implementation is adapted for the task.
The modified version is available via GitHub [19].

Online reinforcement learning algorithms allow training a policy neural
network by interacting with an environment. They are usually way less sample-
efficient, i.e. it takes much more data and training steps to learn a useful
behaviour. Nevertheless, it is convenient in case of AssistiveGym, since some
tasks are very difficult to teleoperate. Proximal Policy Optimization [7] algorithm
is used, which is a well-established baseline Reinforcement Learning method, to
collect useful trajectories for some of the tasks.

Diffusion Policy for Assistive Robotics. Recent advances brought much
more efficient imitation learning methods, such as Diffusion Policy [10] and Ac-
tion Chunk Transformer [20]. Diffusion Policy, for instance, allows to train a
relatively small neural network policy from up to 200—300 demonstrations in
some cases [10].

Diffusion Policy fits a network capable of producing a plan of actions A4
from P(A4|S) without explicitly learning it. More precisely,

S = (Sk—TO ""’Sk)’ A = (ak_TO ,...,ak,...,ak+TA ),

where k is a current time step, 7, — action plan horizon, and 7, — state (ob-
servation) horizon. In this work, S is a concatenation of previous states, each of
which is represented as a vector of real numbers, i.e. s, € RS | In the current
study Ny is a relatively small number (<100), although the method allows work-
ing with larger-dimensional state spaces. This description also applies to the ac-
tionplan4: aq, € RVa

The problem, however, is that it is difficult to compute a likelihood of a sample
given a model only, which means that there is only a short-horizon plan A without
any additional information.
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Although the method is known to be sample-efficient, it still highly depends
on the quality of the dataset, i.e. state-space coverage, trajectory optimality, etc.
See Fig. 1.

Therefore, there are almost none guarantees that a deployed robotic policy
won’t fail in unexpected ways, potentially damaging the hardware. Moreover,
since the Caregiving Robotics deals with human-robot interaction, this may make
the robot dangerous to a human, which is a critical in this domain.

Policy stopping problem. In this study approaches to the “Policy Stopping”
problem are proposed and compared. In it, an algorithm must decide whether a
policy execution must be stopped immediately. This problem can be also viewed
as an early anomaly detection problem. However, there is one important differ-
ence. The stopping algorithm must be trained on offline data, generated by a be-
havioural policy (a human demonstrator, a scripted policy, arbitrary neural net-
work policy, or a mix), but tested on a data, generated by a different policy
trained on that data (e.g. imitation learning algorithm).

The key difference from traditional unsupervised anomaly detection is that
an algorithm is conditioned on a dataset, generated by a distribution different
from the test one. Therefore, such algorithm must balance the similarity of test
trajectory and train trajectories, distinguishing between a good plan executed suc-
cessfully but in unusual way and a bad plan that ends up in failure.

State-prediction approach. The first approach considered is inspired by
MBPO [14] and widely used in Reinforcement Learning algorithms for different
purposes [21-23]. This approach uses a “disagreement” of an ensemble of next
state prediction neural networks. The idea is that the next state prediction will be
accurate and won’t vary much between networks in the ensemble if the input is
in-distribution (familiar to the model). At the same time, a state-action pair may
not be known. The reason may be that it was not present in a dataset or that a da-
taset does not contain enough data for a predictor to generalize successfully to this
state-action pair. Then, the next state predictors will “disagree”, which can be
measured as a variance of some kind.

Based on that principle, a network is trained, approximating a function

f,(S| =5,

which predicts a vector of 7, future states.

ut

For training, inputs and outputs are sampled from a collection of trajectories
and a neural network is fit in a simple supervised way, minimizing the MSE
(Mean Squared Error) objective:

Lyse (S, 4,8",0) =l f,(S, )= S"[13.

Sampling is executed in a following way:

(50557) = Daemons k=~ {hses T=k}s S=(54_7. sersi),

A:(akam ,...,ak), S:(Sk+1""’Sk+T ),

out

An ensemble of K models is trained, by initializing and fitting them inde-
pendently on the same data. For estimating the level of uncertainty, a standard
deviation between state predictions is computed by the following formula:
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2
1 1
Ul(s,4)=—— (S, 4) —— (S, 4|,
(S, 4)=—— i:%:Kfq),( ) K}_ﬂzj{w )
Ugsp(S, )= Y.U'(S,4),

I=1.|S|N§
where ¢; (i =1..K ) — parameters of neural networks in an ensemble.

After computing the uncertainty level Uggp, an algorithm compares it to a
manually tuned threshold and returns a decision for whether to stop an episode or
not. See the Pseudocode 1 for details.

Pseudocode 1. Training an ensemble state prediction model.

Input: Dataset D, -

Initialize hyperparameters 7;,,7,,,,K .

in>*out»
For N epochs:
For j=1..K:
Sample S,4,S".
Compute the MSE loss Lz (S,4,S",¢).
Compute the gradients w.r.t. ¢ ;, update the weights ¢ ;.

End for.
. End for.
10.Return: ¢;...0x .

The considered approach follows [14] with a difference that the input to the
state prediction function is not necessarily a single state-action pair, but a chunk,
or an entire sub-trajectory. Although excessive due to the assumed Markovianess
of the MDP, this allows to incorporate correlations between earlier states and de-
cisions made by an agent, such the resulting neural network ensemble shall dis-
agree when there are longer-term non-immediate anomalies in entire sub-
trajectories and not only a single state-action pair.

In other words, single state-action version computes Uggp(s,a), while the

VX N U AW

proposed one computes U gsp (S, 4) .

In this study a simple MLP (multi-layered perceptron) architecture is used
for a single state-action version, and a CNN (convolutional neural network) is
used for the proposed sub-trajectory version.

Adapting anomaly detection methods based on normalizing flows.
A promising approach in unsupervised anomaly detection is normalizing flows.

In this paper, a method named MVT Flow [18] is considered. MVT Flow is
designed for unsupervised anomaly detection in time series in a robotics domain.
Using a convolutional neural network as a backbone, it is trained to estimate the
likelihood of normal data. The anomaly score is then computed as a loss function
of a test data w.r.t. the trained model.

MVT Flow can’t be successfully applied to the presented problem out of
box. Although [18] provides a method for credit assignment of elements of the
series, it still requires a network to process the entire time series first. Thus, to
adapt MVT Flow to early anomaly detection setting the following modification is
proposed.

90 ISSN 1681-6048 System Research & Information Technologies, 2024, Ne 4



Detecting unsafe behavior in neural network imitation policies for caregiving robotics

Masking augmentation and sample weighting. The anomaly detection
method MVT-Flow is (i) unsupervised and (ii) assigns an anomaly score to the
entire input sequence. Therefore, applying it to a not finished sequence may be
problematic. The neural net directly maximizes the likelihood of training data, so
a previously unseen sequence will get a low likelihood score and will be
considered anomaly.

First, unfinished sequences are added to the training data, by randomly
choosing a sub-episode length and removing all following elements from the
episode. The problem, however, is that the actual abnormal trajectory may start as
a normal one with only minor differences. Resulting model does not distinguish
between a beginning of a normal trajectory and a fully normal trajectory, where
clearly the likelihood should be different.

So, second, a sample weighting is introduced to compensate for that effect:

wemax| |K=Kmin |
Kmax _Kmin

where K, K., K,.x are respectively a sub-episode length, a minimum sub-

episode length and a full episode length.

Intuitively, the ratio under the square root is a value which is 0 when the
sub-episode is minimal and 1 when the sub-episode is full. The square root is
applied to smooth the weights, making the difference between the full episode and
minimal one smaller.

Full algorithm. Pseudocode 2. Training an early-detection MVT-Flow model.

1. Input: Dataset D, -

2. Initialize hyperparameters y, Nz, K in> Kmax»> Wo-

3. For N epochs:

4. Sample S,, 4, ~Djmon -

5. Sample random sub-episode length K ~ {K i1 o» Kinax | -
6.

Compute masked data S, 4 :
S =1 _g,i=1..|S|, A" =I_g,i=1..|A]|
7. Compute the MVT-Flow loss L;;7(S,4,6).

. K—-K_.
8. Compute the sample weight: w = max f—m‘“,wo .
Kmax - Kmin

9. Update weights: 0:=0—ywV 4L, (S,4,0).
10.End for.

11.End for.

12.Return: weights 0.

EXPERIMENTAL VALIDATION

In this section the results of the study on several benchmarks of Caregiving Ro-
botics are provided. All benchmarks are conducted using environments from the
modified version of the AssistiveGym suit, available via GitHub [19].

A simulated Jaco robotic arm is used, the following assistive tasks are
considered: Assistive Feeding (250 teleoperation deomnstrations), Assistive Bed
Bathing (1000, PPO), Arm Manipulation (1000, PPO), and Scratch Itch (1000, PPO).
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First, a policy network is trained using a diffusion policy algorithm on each
collected dataset with trajectories.

Next, on each dataset, the models of weighted-masked (WM) MVT-Flow,
original MVT-Flow, ensemble state predictors (single state-action and sub-
trajectory based), Variational Autoencoder (VAE) and Tran-AD.

Weighted-masked MVT-Flow is trained with K. ;, =1, K. =200,

wp =0.1, y=8- 1074, Ny =85. Other hyperparameters are kept in sync with [18].
Ensemble state predictors with K =5. For single state-action version take
T, =T,, =1, and for sub-trajectory based, take 7;, =¢, T,, =1. Here ¢t means

out in out
that all observations and actions observed up to a moment ¢ are considered.
Single state-action predictor is applied sequentially, and a maximum uncertainty
score is taken as a resulting anomaly score.

Variational Autoencoder has a small CNN backbone and KL penalty is set to 1.
The anomaly score is set to the value of reconstruction loss of the input sub-episode.

For Tran-AD the window size is set to 20. For evaluation, a Tran-AD
network is inferred on all windows contained within the sub-episode and the
resulting anomaly score is set to maximum anomaly score of every window.

Every other hyperparameter remains unchanged from the original papers.

To evaluate the quality of the proposed models, two kinds of metrics are
reported: AUROC and FPR@TPRO5. The former one is defined as an area under
the Receiver Operating Characteristic curve. The later one is defined as the False
Positive Rate on a threshold corresponding to 0.95 True Positive Rate. Both are
common metrics in anomaly detection literature [24].

However, since the goal is to evaluate the early anomaly detection property,
the metrics are reported for partial trajectories of various maximum lengths,
namely 10%, 20%, 30%, 50%, 75%, and 100% of the maximum episode length.
Better metrics on smaller percentages correspond to better earlier detection ability
of an evaluated method.

Tables 1-5 contain metrics reported when evaluated of each assistive
environment datasets. Note, that for AUROC larger is better, while for
FPR@TPROS5 lower is better.

Table 1. Evaluation on Assistive Feeding

Method Metric 10% | 20% | 30% | 50% | 75% | 100%

FPR@TPRY95 | 0.81 | 0.73 | 0.77 | 0.76 | 0.58 0.34

Single SP AUROC 079 | 080 | 0.79 | 0.81 | 0.90 | 092
VAE FPR@TPRY5 | 070 | 0.76 | 0.73 | 0.45 | 0.18 | 0.001
AUROC 070 | 071 | 0.77 | 0.86 | 096 | 1.00

FPR@TPRY5 | 072 | 037 | 055 | 023 | 0.06 | 0.02

MVT-Flow AUROC 070 | 0.80 | 0.80 | 0.94 & 0.98 | 0.99
TranAD FPR@TPRYS | 0.74 | 0.74 | 073 | 0.63 | 0.64 | 0.40

AUROC 0.65 | 0.70 | 0.69 | 0.79 | 0.89 | 0.92

FPR@TPRY5 | 0.51 | 0.63 | 0.60 | 0.33 | 0.07 | 0.001

- 1 *
Sub-trajectory SP AUROC | 079 | 0.83 | 0.83 | 0.92 | 0.97 | 1.00

FPR@TPRY95 | 0.64 | 0.61 | 0.50 | 0.21 | 0.06 | 0.001

_ *
WM MVT-Flow AUROC | 0.77 | 0.83 | 0.84 | 0.94 | 098 | 1.00

Assistive feeding is a simpler task, so most normal trajectories have a rela-
tively short length. Therefore, it is expected that a good method gets maximum
score on 100% of the environment length.
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Table 2. Evaluation on Arm Manipulation

Method Metric 10% | 20% | 30% | 50% | 75% |100%
. FPR@TPR95 | 0.82 | 0.80 | 0.77 | 0.82 | 040 | 0.20
Single SP
AUROC 073 | 072 | 079 | 0.78 | 089 | 0.95
VAE FPR@TPR9S | 0.82 | 0.80 | 0.73 | 037 | 026 | 0.02
AUROC 082 | 080 | 0.77 | 0.87 | 092 | 0.99
FPR@TPRYS | 084 | 0.76 | 0.43 | 0.16 | 0.08 | 0.01
MVT-Flow AUROC 072 | 075 | 0.88 | 0.95 | 0.97 | 0.99
TranAD FPR@TPR9S | 097 | 096 | 097 | 090 | 0.83 | 0.78
AUROC 043 | 043 | 045 | 051 | 057 | 0.65
. FPR@TPR9S | 0.84 | 0.80 | 0.85 | 0.41 | 0.10 | 0.02
_ *
Sub-trajectory SP AUROC 072 | 074 | 068 | 088 | 0.96 | 0.99
FPR@TPRY5 | 0.72 | 071 | 0.67 | 0.16 | 0.07 | 0.03
_ ES
WM MVT-Flow AUROC 0.88 | 0.88 @ 0.89 | 0.96 | 0.98 | 0.99
Table 3. Evaluation Assistive Bed Bathing
Method Metric 10% | 20% | 30% | 50% | 75% |100%
. FPR@TPR9S | 0.88 | 091 | 0.94 | 095 | 090 | 0.87
Single SP
AUROC 079 | 065 | 066 | 0.64 | 0.66 | 0.67
VAE FPR@TPR9S | 0.84 | 079 | 079 | 0.76 | 0.54 | 0.85
AUROC 068 | 063 | 063 | 070 | 081 | 0.97
FPR@TPR9S | 1.00 | 0.83 | 0.83 | 0.55 | 044 | 028
MVT-Flow AUROC 040 | 066 | 071 | 077 | 082 | 0.82
FPR@TPRYS | 1.00 | 0.88 | 1.00 | 094 | 089 | 0.89
Tran-AD AUROC 050 | 053 | 051 | 051 | 052 | 054
. FPR@TPR9S | 0.88 | 0.87 | 0.80 | 0.82 | 0.72 | 0.001
_ %
Sub-trajectory SP AUROC 0.77 | 074 | 074 | 066 | 071 | 1.00
FPR@TPR9S | 0.87 | 0.69 | 0.67 | 0.50 | 0.40 | 022
WM MVT-Flow*
ow AUROC 072 | 077 | 077 | 0.81 | 0.86 | 0.94

Bed bathing dataset is challenging due to the low success rate of the
demonstration policy. Therefore, the distribution of input trajectories may not
cover most scenarios, limiting an imitation learning policy’s performance.

Table 4. Scratch Itch

Method Metric 10% | 20% | 30% | 50% | 75% |100%
. FPR@TPR95 0.84 0.89 0.79 0.73 0.70 0.56
Single SP
AUROC 0.60 0.63 0.66 0.69 0.80 0.82
VAE FPR@TPR95 0.95 0.89 0.84 0.77 0.29 0.17
AUROC 0.60 0.61 0.66 0.75 0.88 0.92
FPR@TPR95 0.85 0.89 0.84 0.67 0.45 0.30
MVT-Flow AUROC 0.56 0.65 0.70 0.75 0.84 0.90
Tran-AD FPR@TPRY95 0.72 0.60 0.70 0.81 0.67 0.55
AUROC 0.77 0.79 0.75 0.71 0.79 0.83
. FPR@TPRI9S 0.88 0.84 0.82 0.68 0.38 0.07
_ *
Sub-trajectory SP AUROC 0.56 | 0.60 | 077 | 0.80 | 0.87 | 0.93
FPR@TPR95 0.81 0.83 0.84 0.65 0.41 0.30
WM MVT-Flow*
oW AUROC 0.74 0.78 0.79 0.79 0.86 0.91
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From Tables 1-4, on can make the following observations.

First, Weighted-Masked MVT-Flow consistently outperforms raw MVT-
Flow. For higher % of maximum length the raw version usually performs on par
with the proposed modification, which is expected. This is because anomalous
episodes take 100% of maximum length time, while most normal episodes are up
to 50-75% of time.

Second, Sub-trajectory SP performs on par with WM MVT-Flow on simpler
environments, such as Feeding. It also outperforms single step predictors, espe-
cially on larger time periods.

Tran-AD models perform the worst on most datasets due to its windowed
inputs. The only exception is Scratch Itch (Table 4). It is hypothesized that the
reason for this is the smaller-scale nature of anomalies in the test trajectories.

Now, a demonstration of a system with a diffusion policy deployed with a
safety model is provided (see Fig. 2). In practice, a set of thresholds for each time
period is selected, since the anomaly score for applied methods is non-decreasing.

anomaly
detected

—_—

o +— 1 - /safety_model/wm_mvt_flow e

Fig. 2. Demonstration of the proposed approach on the Assistive Feeding environment

The lower part of the diagram shows a plot of the anomaly score (normal-
ized), and arrows matching the upper images with corresponding time steps. Most
of the time, the score is low, since the arm performs usual moves. The end of the
plot shows a spike in anomaly score, resulting in the system halt. The anomaly is
that the arm drops food and spins itself in unusual way. In the remaining of this
episode, the arm would twist itself dangerously, potentially damaging hardware.

CONCLUSION

In this paper a challenging “Policy Stopping problem” is introduced and studied.
This problem is important for improving safety of imitation learning-based neural
network policies, specifically diffusion policies.

The solutions specific to the introduced problem are proposed: ensemble of
sub-trajectory-based state predictors and a modification of a recent MVT-Flow
algorithm for early anomaly detection.

The algorithms are evaluated and compared against ablated original unmodi-
fied versions and known anomaly detection approaches, such as VAE and Tran-
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AD. The proposed solutions are shown to be more suitable for the introduced
problem and tend to outperform other methods on assistive robotics benchmarks.
For the evaluation of early-detection capabilities the usual metrics have been
adapted. Lastly, a system with a safety model and an imitation policy is developed
and demonstrated.

The interesting future work directions include integration of the proposed
safety models to training of imitation policies (e.g. [21]), safe data collection for
model finetuning, and adaptation of safety models to vision-based tasks. This may
bring the safe and robust deployment of neural network policies, so important for
caregiving robotics domain.
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BUSABJIEHHA HEBE3NEYHOI TOBEJAIHKA B TMOJITHKAX IMITAIII
HEHUPOMEPEXKI JJIS1 POBOTOTEXHIKHU JJISI AOTJIAAY / A.M. Tutaperko

AHoTamist. J[ociKeHo 3aCTOCYBaHHsI HAaBYAHHSI 32 IMITAIli€l0 B 3a/1a4aXx poOOTOTe-
XHIKH JUTsl IOTJIsiLY, CIPSIMOBAHE Ha BHPILICHHS 3pOCTAIOYOr0 MOMUTY Ha aBTOMATH-
30BaHy JOMOMOTY B OOCIyroByBaHHI JITHIX Jirongedl i jrogedt 3 imBamimaictio. Ha
MiJICTaBi IOCATHEHD Y TIIMOOKOMY HaBYaHHI Ta KePyBaHHI JOCIIHKEHHS 30CepeKe-
HO Ha HaBYAHHI CTpaTerii, MpeiCcTaBIeHNX HEHPOHHUMH MEPEXaMH 3a JOMIOMOT 00
MOTIEPeIHBO 3i0paHux JeMoHcTpamii. OnHie 3 KIF0YoBUX Mpo0ieM, Ky BHPILIy-
€ThCS, € IPOOJIEMa «3YIIMHKU CTPATErii», 110 € BAYKIMBOIO ISl [ JBUILCHHS Oe3MeKn
B CTpaTerisix, 3aCHOBAaHMX Ha HABYAHHI IMiTalli€lo, Takux sK Audy3iiiHi cTparerii.
IMpornoHyIoTECs pimeHHs npobiieMn Ha 6a3i aHcaMOJIiB IPOTHO3IB CTaHy Ta aJarnTa-
1il aNropuTMy Ha OCHOBI HOpPMai3alliHHOTO MOTOKY Ul BUSBJICHHS aHOMalid Ha
paHHiX cranisix BukoHaHHs. [[OpIBHSJIBHHUI aHANi3 3 METOAaMH BHUSIBJICHHS aHOMa-
niii, Takumu sik VAE ta Tran-AD, nemMoHCTpye nepeBary B epeKTHBHOCTI METO/IIB y
3a7adax POOOTOTEXHIKH U IOTIAAY. 3alpOIIOHOBAHO MOAAIBIII HANPSIMU JOCIHi-
IDKEHB 3 iHTerpamnii Mojenell 0e3nekn B HaBUaHHA HEHPOMEPEKEBHUX CTpATerii, mio
€ BaXJIMBUM [T HAJIIHHOTO BIPOBA/PKCHHSI HEHPOMEPEIKEBHUX PIllIeHb Y pobOTOTE-
XHIKY JUISL ZOTJISIY 32 JIFOJbMH.

KawouoBi cioBa: nonomixkHa poOOTOTEXHIKA, HABYAHHS 3 IiJKPIIUICHHIM, ITUQY-
31iiH1 MOIelIl, HaBYaHHS IMITAIl€0, BUSBICHHS aHOMAJIIi.
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APPLICATION OF NEURAL NETWORK TECHNOLOGY
FOR PUBLIC OPINION ANALYSIS

K.M. PEREVOZNIK, Y.V. PARZHYN

Abstract. The research is devoted to studying and using neural network technolo-
gies, in particular algorithms and methods of natural language processing, to in-
crease the efficiency of studying and analyzing public opinion of Ukraine’s partner
countries regarding the war in Ukraine. The research involved analyzing and proc-
essing databases consisting of messages about the war in Ukraine on the social net-
work Twitter. The resulting datasets were used to train several neural network mod-
els. The best classification results were obtained with the GPT-3.5-turbo model. For
a deeper understanding of the results of the public opinion analysis, we created their
visualization. The results of the study have shown the high efficiency of the selected
solutions. They may be of great practical importance for improving methods of ana-
lyzing public opinion and making informed decisions based on a deep understanding
of global feedback.

Keywords: public opinion, neural networks, natural language processing, large lan-
guage models, social networks, classification.

INTRODUCTION

In the context of war, the Ukrainian government has to make prompt decisions on
how to interact with the governments of partner countries. These decisions should
take into account the public opinion of partner countries in the course of the war
in Ukraine. Therefore, monitoring changes in public opinion and the attitudes of
people in different countries towards this war is a key aspect for further analysis
of the prospects of these countries' assistance to our country, because public opin-
ion can influence both the official positions of partner countries and their leaders.
Of course, public opinion is reflected in social media, which can be used as an
information base for this analysis.

To improve the efficiency of public opinion analysis, artificial neural net-
works can be used, so the purpose of this paper is to study the use of algorithms
and methods of natural language processing based on artificial neural network
models to improve the efficiency of studying and analyzing public opinion in
Ukraine's partner countries.

To achieve this goal, the following tasks were solved: search, analysis, and
preparation of datasets; determination of the dependence of the target variable on
the input data for dataset annotation; dataset markup, cleaning, and verification;
tokenization and vectorization of text; creation of training and test samples; de-
termination of the effectiveness of solving the text classification problem using a
Gaussian naive Bayesian classifier model and a multilayer perceptron to deter-
mine further the effectiveness of using large language models.

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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The peculiarity of solving the classification problem in this paper is to iden-
tify the types of classes and data that most affect the classification process. That
is, it is necessary to analyze not the mood of people in its classical psychological
sense based on the color of the message, but to determine which posts and mes-
sages on social media can be classified as useful or not useful for helping
Ukraine. For example, messages about support, assistance, and texts about the
success of our troops will be classified as positive, while posts approving of the
Russian government's statements, which often turn out to be fake news and disin-
formation, and texts supporting the war or Russia will be labeled negative. The
issues and problems of combating disinformation in social networks and news are
discussed in Bergstrom C.T., West J.D. [1].

LITERATURE REVIEW

Literature analysis and selection of technological solutions. Many scientific
works are devoted to the problem of using neural networks for analyzing public
opinion. Thus, the work of Wordliczek L. [2] points out the need to use neural
networks for sociological research. The works [3—5] discuss the technical aspects
of using neural networks for analyzing public opinion. Gong M. [3] proposes a
deep neural network (DNN) model for text sentiment classification, which, ac-
cording to the author, makes it possible to better extract local and contextual in-
formation from the text. The article by Yang S. [4] proposes to use of a genetic
algorithm to train a multilayer perceptron to increase the sensitivity of public
opinion forecasting. The article by Chen X. et al [5] proposes the use of hybrid
fuzzy neural networks. It should be said that the use of large language models is
limited by their high computational complexity, which is a common disadvantage
of connectionist neural networks [6].

The software model was developed in Python. All parts of the project,
namely data aggregation, processing, analysis, model development, training, and
testing, were carried out in Jupyter Notebook. The most common Python libraries
were used in the work, such as Tensorflow, Keras, Pandas, Sklearn, RegEx,
NumPy, Matplotlib, Seaborn, WordCloud, as well as the Gensim package for text
processing and topic modeling. In this work, we used the Word2Vec model,
which is one of the most popular models for vectorization and contextual word
association.

We also conducted an experiment using the GPT-3.5-turbo model for text
annotation and classification [7]. The choice of these technological solutions is
due to their popularity, wide functionality, convenient interface, availability of
multifunctional libraries, and support of the developer community. To work with
this model we used the API of the OpenAl platform [8—10]. The use of OpenAl's
GPT models is governed by license agreements, which may differ depending on
whether the intended use is commercial or non-commercial. Users must also
abide by certain terms of use and ethical considerations, such as avoiding harmful
or malicious content and complying with privacy laws. However, these
restrictions do not, in our opinion, prevent this task from being accomplished. It is
likely that using a commercial version of GPT-4 would improve the quality of
content analysis but would incur additional financial costs. There are also open-
source models, such as LLaMA, whose use for this task also requires further
research.
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Data selection. Open datasets were chosen to analyze public opinion on the
war in Ukraine: Unveiling Global Narratives: A Multilingual Twitter Dataset of
News Media on the Russo—Ukrainian Conflict (in the future — Zenodo) [11],
which contains 1.5 million tweets in 60 languages, and the dataset from the Kag-
gle platform — Ukraine Conflict Twitter Dataset (in the future — Tweets) [12],
which contains 44 million tweets until June 2023 related to the war between
Ukraine and Russia.

The Zenodo dataset was selected due to the presence of columns generated
using the ROBERTa model [13]. These columns reflect the essence of the text and
indicate its tendency towards being “in support” or “against” Ukraine, Russia, and
the war in general. Each record in this dataset is represented in JSONL format. It
was decided to use the Tweets dataset for data analysis and classification for the
last two months using the GPT-3 model.

MATERIALS AND METHODS

Project structure and implementation. The project consists of three program
code files. The purpose of each of the development files is shown in detail in Table.

Purpose of development files

File File purpose
PartnerSentiment.ipynb Data preparation and data analysis.
. . . Processing text data and creating a process
ClassifySentiment.ipynb for using the OpenAl AP

ModelingSentiment.ipynb Text data processing, text vectorization, and modeling.

Data preparation. The project implementation begins with the creation of
the PartnerSentiment.ipnb file, the main parts of which are provided on the
GitHub platform [20]. All the necessary modules were imported and the function-
ality that iteratively transforms Zenodo data from JSONL to dataframe was im-
plemented. Tweets data was also processed, a data frame was created using Pan-
das, and functionality was developed to concatenate certain columns, filter only
English texts, and extract hashtags from the text using a Regex pattern.

Exploratory Data Analysis. After the data preparation was completed, we
started analyzing it. To do this, we created a new column with a shortened date to
the year-month format and grouped the data by this criterion to see how many
unique text messages there were in each month from the beginning of the war un-
til June 2023. The resulting distribution is shown in Fig. 1.

The next step was to analyze the number of tweets from each country per
month. To do this, we used Regex to reduce all the locations of tweet authors to
the country name, and the rest of the records were removed. The processing re-
sults are shown in Fig. 2.

Next, we analyzed the hashtags that users added to their messages. Using the
WordCloud library, we created word distribution graphs for each month.

The analysis of the information shows that in the first months of the war, the
country received significant support and the war in Ukraine became the most
relevant topic of communication on the world's largest online platforms. It is
worth noting that all war crimes were also noticed and brought to the public.
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A more complete picture of the history of changes in the most popular topics of
discussion can be obtained by creating a hashtag timeline. We also analyzed the
hashtags of users with more than 500 thousand followers. This was done to see
what topics are discussed by popular figures and whether they are in favor of
Ukraine.

Number of tweets by month
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Fig. 1. Number of tweets per month
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Fig. 2. Number of tweets from each country per month

EXPERIMENTS

Preparation of datasets. To experiment, we prepared the Zenodo dataset for
training. The entire algorithm was implemented in the ModelingSentiment.ipynb
file, the contents of which are available on GitHub [14]. To determine the target
variables in the datasets that are necessary to solve the classification problem, the
following rules were empirically derived:
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IF (A1+A,) > 2,5(B1+B;) — CI (True);

IF 1,7(A1+A,) < (B;+B;) —»C2 (False);

Else — C3 (Unknown).

Where: Al is the column "This statement is against russia" in the Zenodo
dataset; B1 is the opposite column in terms of content; A2 — is the column "This
statement is in favor of Ukraine" in the Zenodo dataset; B2 — is the opposite col-
umn in terms of content; C1 is a positive class; C2 — negative class; C3 — neu-
tral (undefined) class.

Using the identified class labels, we checked the dataset markup. The
markup results are shown in Fig. 3. Next, we created a function to clean the text
from unwanted characters, and links,
and convert it to lowercase. The text
processing function is shown in Fig. 4.

The text was vectorized using the

ra.

[8]:
df .mySentiment.value_counts()

mySentiment Word2Vec model, which was trained
Meutral 1194233

Positive 157985 on the full corpus of words after
Megative 132614 processing. Before converting the data
Name: count, dtype: inté4 to a numerical form, it is worth

looking at the distribution of text
lengths. To do this, we created a
process for counting the number of tokens in a message. The process itself and the
graph showing the distribution of text lengths are shown in Fig. 5.

Fig. 3. Distribution of class labels

def preprocess(text):
text = str(text).lower()
text = re.sub(r"< user_mention_1 =|< url_1 =","", text)
text = re.sub(r"\n|\r|nd", "7, text)
text = re.sub( https:[/a-z8-9.]+|&[a-z;]+|€[a-z]+", " ", text)
return text

Fig. 4. Function for text processing

It was found that almost 900 entries were less than 5 in length and did not
contain much meaning, so they were excluded from the dataset.

13 df['len_text'] = df[ 'clean_text'].apply(lambda x: len(x.split{)))
df.len_text.value_counts().sort_index().plot()

13 «<Axes: xlabel="len_text'>
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Fig. 5. Distribution of text lengths
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The next step was to create a Word2Vec model by splitting all the values of
the processed text into tokens and feeding them to the model for training. As a
result, the model has a vocabulary of 44351 unique tokens and each vector has
100 values. The training result is shown in Fig. 6.

model = Word2Vec(sentences=sentences.values,
sg=1,
workers=4)

model . wv.vector_size, len(model.wv.index_to_key)

(18a, 44351)

Fig. 6. Word2vec model

The resulting dataset was divided into training and validation samples. The
validation data accounted for 20% of the entire corpus. It was also foreseen that
words not contained in the model's dictionary would appear. In such cases, in-
stead of these words, a hundred-dimensional vector filled with values of 0.5 is
added to the sum of vectors. The code for this function is shown in Fig. 7.

import numpy as np

def text_to_vector(text):
words = text.split()
vectors = []
for word in words:
try:
vector = model.wv.get_vector(word)
vectors.append(vector)
except KeyError:
vectors.append([8.5 for i in range(188)])
if not vectors:
return None
return np.mean(vectors, axis=8)

Fig. 7. The function of converting texts to vectors

Modeling. We first solved the classification problem using a Gaussian naive
Bayesian classifier to evaluate the effectiveness of using large language models.
The classification results are shown in Fig. 8.

In multiclass classification, accuracy is calculated by summing up the num-
ber of correct predictions for each class and dividing it by the total number of
predictions made across all the classes. It is a commonly used metric to evaluate
the performance of models in multiclass problems. In this study, the model's
overall accuracy was calculated using this metric, and it was found to be 45%.
The confusion matrix was also analyzed to understand the model's performance
for each class. It was observed that the model performed well for the positive
class, but it had a high false positive rate for the neutral and negative classes. A
new model with four layers of neurons was developed, which improved the accu-
racy to 57%. However, even with this improvement, the model's accuracy was
still not sufficient for practical applications.
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Fig. 8. Confusion matrix of Gaussian naive Bayesian classifier

Use of large language models for annotation. To work with large language
models, we created the ClassifySentiment.ipynb file [14]. For the experiment, we
chose the GPT-3.5-turbo model developed by OpenAl. It can be used using the
API. The following restrictions were also used: data were taken only for May and
June of 2023; duplicates were removed; location values were processed and
tweets from Ukraine were removed.

Next, we created a dictionary called mySentiment and the functionality of
working with the OpenAl API, the implementation of which is also given in [14].
The next step was to create functionality for sending queries to the GPT-3.5-turbo
model, as well as the process of updating the dictionary. As a result, we obtained
a dictionary with 59470 entries annotated with a large language model. They were
saved and compared with the results of the multilayer perceptron. The results of
the comparisons are presented in the file “ModelingSentiment.ipynb” on
GitHub [14].

The GPT-3.5-turbo model demonstrates the best result of all the models
studied. This is an expected result, but it demonstrates that the large language
model GPT-3.5-turbo can effectively solve many problems with a fairly simple
functionality using the OpenAl API.

RESULTS

The final stage of the experiment was the analysis of the results of public opinion
classification based on the GPT-3.5-turbo model. First, the change in the distribu-
tion of forecasts for May and June 2023 was demonstrated. The results are shown
in Fig. 9.

The public opinion score for Ukraine has both positive and negative ratings.
The positive assessments are shown in Fig. 10. The negative, neutral, and positive
grades are labeled as 0, 1, and 2, respectively. Thus, the average score from a
country can range from 0 to 2.
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Fig. 9. Classification results

To improve the overall sentiment towards Ukraine, we need to analyze the
factors contributing to negative public opinion and eliminate them. We can also
highlight the positive aspects of the country, such as its rich culture, history, pic-
turesque nature, and tourist attractions. By promoting these aspects, we can create
a positive image of the country and improve its sentiment.

1.4

1.2

0.8 1

0.6 1

0.4

0.24

Estonia Iceland  Latvia Czech  Finland Romania Luxembourg Poland Georgia Switzerland

Fig. 10. Countries with the most positive attitude toward Ukraine

DISCUSSION

The results of classification using fairly simple models - Gaussian naive Bayesian
classifier and multilayer perceptron - do not allow us to conclude that they can be
practically used to process large data sets required for public opinion analysis. At
the same time, the results of our work show that large language models with an
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open API can be effectively used both for analyzing public opinion and for solv-
ing other applied problems. To obtain qualitative results, an important step was
taken in collecting and preparing a large amount of data, which amounted to an
impressive 44 million tweets from the social network Twitter (X). This amount of
data was one of the key indicators for determining an objective assessment of
public opinion in many partner countries regarding the war in Ukraine.

As part of this work, a visualization of the results of the analysis of public
opinion and sentiment regarding the war in Ukraine was created for a better and
deeper understanding.

CONCLUSIONS

The results of the work show that its goal of studying the effectiveness of using
algorithms and methods of natural language processing based on artificial neural
network models to improve the efficiency of studying and analyzing public opin-
ion in Ukraine's partner countries has been achieved. All the research and devel-
opment tasks were solved, namely: a large amount of data was collected and pre-
pared, which amounted to 44 million messages from the social network Twitter
(X); two models were used to analyze the data: a Gaussian naive Bayesian classi-
fier and a multilayer perceptron, and their comparative analysis was conducted,
which made it possible to find out the advantages and features of each model; an
experiment was conducted using a large language model GPT-3.5-turbo, which
demonstrated the high efficiency of its extraction. In addition, to improve the
evaluation of the analysis results, we created their visualization.
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3ACTOCYBAHHS TEXHOJIOT'TT HEWPOHHUX MEPEX [JIsA AHAJI3Y
CYCHUIBbHOI AYMKM / K.M. IlepeBo3nuxk, FO.B. ITapxun

106

AHorauisi. [TpucBsYeHO AOCHTIKCHHIO Ta BUKOPUCTAHHIO TEXHOJOTIH HEHPOHHHX
Mepex, 30KpeMa alrOPUTMIB Ta METOMIB 0OPOOICHHs IPUPOIHOT MOBH, [UIS MiIBH-
nieHHS e()eKTUBHOCTI BHBUEHHS Ta aHANi3y CYCHUIBHOI OYMKH KpaiH-IapTHEPiB
Ykpainu mono BiitHM B YKpaiHi. Y X0 BUKOHAHHSA JOCIIIKEHb IPOaHaIi30BaHO 1
OIparboBaHO 6a3u JaHMX, L0 CKJIAIAINCS 3 TIOBIIOMIICHb CTOCOBHO BiifHU B YKpai-
Hi y comianeHii Mepexi Twitter. OTpuMaHi aTaceTd BUKOPHUCTAHO JUIsi HABYAHHS
JIEKIIbKOX MoJieneii HelpoHHuX Mepex. Halikpamii pe3ynbraty kiacugikanii oTpu-
MmaHo Ha Mozeni GPT-3.5-turbo. st 6inbin rimGOKOro po3yMiHHS pe3ysbTaTiB aHa-
73y CycCHiIbHOI yMKH CTBOPEHO iX Bidyaii3amiro. PesynbraTu JOCIiHKEHHS MOKa-
3aJId BUCOKY €()eKTHUBHICTh OOpaHMX PillleHb i MOXYTh MaTH Ba)XJIHUBY MPAKTUYHY
3HAYYIIICTh JUIS NONIMIICHHS METOIB aHaNi3y CYCHUIbHOI IyMKH Ta IPUHHATTI 00-
TPYHTOBAHHUX PILlIEHb Ha OCHOBI IITMOOKOTO PO3yMiHHS TTTOOABHUX BiATYKIB.

KurodoBi ciioBa: cycninbHa gyMka, HEHpPOHHI Mepesxi, 00poOIJICHHS IPUPOIHOT MO-
BH, BEJIMKI MOBHI MOJIei, COLiaibHI Mepexi, Knacudikaris.
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NEW APPROACH TO FINDING EIGENVECTORS
FOR REPEATED EIGENVALUES OF A MATRIX

A.L. PETRENKO

Abstract. An efficient method of calculating eigenvectors for multiple eigenvalues
of a matrix is proposed. This method is based on a formalized transformation of the
problem of solving degenerate systems of equations into a regular problem by “re-
pairing” their matrices and correspondingly correcting the right-hand sides of the
equations, as well as “exclusion” during calculations from the spectrum eigenvalues
of the matrix of one of the multiple values. In the case of non-defective multiples of
the matrix, orthogonal eigenvectors are formed in contrast to the results obtained us-
ing the Mathematica program.

Keywords: cigenvectors, multiples of eigenvalues, algebraic and geometric multi-
plicity, solutions of degenerate systems, change of spectrum of a matrix, defective
and non-defective multiples of a matrix.

INTRODUCTION

Finding the eigenvectors x, for multiple eigenvalues A; of the matrix A is the
least formalized task of modern Linear Algebra, as it is related to the solution of

homogeneous (degenerate) systems of equations that have an infinite number of
solutions:

Bix; =(A-\E)x; =0 for i=1,...,n, (1)

since by definition the eigenvectors cannot be zero even for zero eigenvalues. An
eigenvector corresponding to an eigenvalue creates an eigenspace associated with
it. The set of all eigenvectors for different eigenvalues forms the vector space of
the matrix.

It is well known that equation (1) has nonzero solutions for the vector x, if

and only if the matrix (4—A;E) has a zero determinant, which determines the

characteristic polynomial of the matrix [1-3]. It can be used to find the eigenval-
ues of the matrix (for small order tasks) together with a more powerful QR algo-
rithm with orthogonal Householder or Givens rotation matrices, which reduce the
original matrix to a triangular matrix, on the diagonal of which there are real ei-
genvalues or 2 x 2 blocks of eigenvalues (for large-scale tasks).

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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The article attempts to formalize the procedure for solving equation (1), ex-
cluding the traditional manual selection of individual components of the solution
vector X; in order to eliminate the degeneracy of the problem. Special attention is
paid to the case of multiple eigenvalues, for which equation (1) has the same
form, but there can be both different and coincident solutions. In the latter case,
the rank of the matrix, which is determined by the number of independent eigen-
vectors, is lower than its order, so such multiples of eigenvalues are called “defec-
tive” [4-6].

The analysis of publications showed that there is great uncertainty in the is-
sue of finding eigenvectors for multiples of the matrix, the Internet is full of re-
quests from specialists of different countries for help and consultations [7—11] and
educational materials [12—-14]. This motivated the conduct of own research, the
results of which formed the basis of this article.

STATE OF AFFAIRS

The existing method of solving the problem of finding eigenvectors x, for multi-

ple eigenvalues A of the matrix A is best considered using some examples, say,
the matrix
542
4 5 2|, 2)
222
which has a spectrum of eigenvalues A; =10 and A, =A;=1.
When choosing an eigenvalue A, =1, the degenerate system of equations (1)
is reduced to the form that demonstrates the relationship of all three equations:
4 4 2|y 0
Byx, =14 4 2||v,|=|0]. 3)
2 2 1|ln 0

The system of equations (2) is transformed into the following form by the
“row-reduction” procedure (i.e., reduction to a normal trapezoidal form):

11 05]vw] [0
00 0 |v|[=]0], 4)
00 01v| [0

from which the following expression is formed

Vl _VZ _05V3 —1 _05
V2 = V2 = V2 1 + V3 0
V3 V3 0 1

Then the eigenvectors corresponding to the eigenvalues A, =A3; =1 have the
form:

-1 [-05
xy=o| 1 [+B] 0 |, |o|+[p[#0. (5)
0 1
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The condition |oc|+|[3| #0 excludes the selection of a zero eigenvector. At
the same time, o and B can take any values, since the degenerate equations (3)
have many solutions. By choosing different o and [, using (5), different values
of x, are obtained and checked whether they satisfy the basic equation

A, = hx. (©)
For example, choosing, say, o.=0 and f=1, we get an eigenvector
x, ={-0.5,0,1}, @)
which satisfies (6). On the contrary, choosing ao=1 and =0, we get a solution
x; ={-1,1,0}, 8)

which also satisfies the basic equation (6).
It is interesting that when choosing oo =1 and =1, we get according to (5),
an eigenvector
x,={-15,11},
which also satisfies equation (6) and is independent with respect to vectors Xx,
and x;. But they are not all orthogonal because x,x; =0.5, x3x4,=2.5 and
Xyx4 =1.75.

In the case of multiple eigenvalues of the matrix, two of them are chosen
from the set of independent solutions obtainable from (5) (eg, x, and x3) as the

corresponding eigenvectors for the multiple eigenvalues. It is clear that when the
selected eigenvectors are multiplied by an arbitrary scale coefficient m, the basic
equation (6) continues to be fulfilled.

For the completeness of the picture, one more method should be mentioned,
which recommends, in the case of repeated eigenvalues, to use instead of equation
(1) its modification [1, 2]

Bfx; =(A-NE)*x; =0,

where k is an indicator of the algebraic multiplicity of an eigenvalue, and the set
of solutions x; for k>1 corresponds to the so-called root eigenvectors. But,

based on equation (3), it can be shown that this is rather a delusion. Indeed, for
k =2 we get instead of (3) the expression:

36 36 18][v, ] [0
Bix, =|36 36 18|[v, |=|0],
18 18 9 |[vy| |0

which is transformed by the “row-reduction” procedure to the already known
equation (4)

1 1 05(v 0

00 0 (wv|=0],

0 0 0 | 0

what indicates that the eigenvectors for multiple eigenvalues can be chosen from
the set of solutions of equation (4), as was done above. A similar result is main-
tained if the multiplicity index & is increased.
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Most likely, the considered selection of solutions is implemented in the well-
known Mathematica program (the algorithmic support of which, unfortunately, is
not described in detail in its documentation), because with its help (Fig. 1) for
multiples of A, =A;=1 of the matrix (2) eigenvectors x, ={-1,0,2},
x3 ={-1,1,0} can be obtained, which coincide with the accuracy of the coeffi-

cient with the values (7) and (8), which were previously manually selected when
solving the system (4).

A={{5,4,2},{4,5,2},{2,2,2}};
{vals, vecs} = Eigensystem[A]

{{10' 1! 1}' {{2' 2! 1}1 {'11 0; 2}! {'11 1; 0}}

Fig. 1. A fragment of the Mathematica code

It is interesting to compare the results of calculations obtained with the help
of the Mathematica for two matrices that have the same spectrum of eigenvalues,
but the multiples of the second one are defective (Fig. 2).

A1={{3,0,1},{0,3,2},{0,0,1}}; A2={{3,1,1},{0 3,2}, {0,0,1}};
{vals, vecs} = Eigensystem[A1] {vals, vecs} = Eigensystem[A2]
{13,3, 1}, {{0,1,0, {1,0,03, {-1,-2,2}}} | | {{3,3,1}, {{1,0,0}, {0,0,0, {0,-1, 1}}}
a b

Fig. 2. Eigenvectors of two matrices with the same eigenvalues

The defect of a multiple eigenvalues matrix A2 is reflected in the Mathe-
matica results by generation of a zero eigenvector (Fig. 2, b), what can mislead
beginners who suspect an error in the program’s operation.

But the Mathematica, unfortunately, sometimes contradicts itself, because it
is enough to use the another its operator JordanDecomposition[A], related also to
the calculation of eigenvectors and eigenvalues, and to find out with surprise that
the same matrix A2 now has different eigenvectors x, ={1,0,0} and

x; ={0,1,0} for the same multiple A, =A; =3 (Fig. 3).

A2={{3,1,1},{0,3,2}, {0,0,1} };
JordanDecomposition [A2]
{{{0, 1, 0}, {-1, 0, 1}, {1,0,0}}, {{1, 0,0}, {0, 3,1}, {0,0,3}}}
-1

0 1 1 00
/MatrixForm = 1 0 0 031
0 1 O 01 3

Fig. 3. The Jordanian normal form of the matrix A2

But the obtained value of x, does not satisfy the basic equation (6). In addi-
tion, the eigenvector x; ={0,1,0} for A, =1 differs from its value x; ={0,-1,1}
shown before in Fig. 2, and also does not satisfy equation (6).
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Since the algorithmic core of the Mathematica is also used in other well-
known calculation programs (Matlab, Mathcad, Maple), the results of their appli-
cation to calculating eigenvectors for multiple eigenvalues will be similar.

THE PROPOSED METHOD

The paper contains a procedure for generating orthogonal vectors for multiple
non-defective eigenvalues, what does not interfere with Mathematica, and two
depended vectors for defective multiples. In this case, the solution of degenerate
systems of type (3) is formalized by diagonal correction of the systems matrix
after “row-reduction” (4) with a simultaneous correction of the zero vector of the
right side of the system.

The system’s degeneration (4) is manifested by zero k-th diagonal elements
in its matrix. Similar to the method of diagonal correction [3], this matrix is “re-
paired” (so that degeneracy is eliminated) by replacing zero diagonal elements
with a number equal to one or by some constant g, which is chosen to be equal to
the middle value of the elements of the matrix B row. Then the solution is ongo-
ing with the already ingenerated matrix and the new right-hand side
b, ={0,...1,...0} , represented by a transposed vector of dimension 7, such that all
elements are zero and only 4£-th elements are equal to one.

However, if at the same time there is a zero column and row in the matrix of
equations (4), then only the position of the diagonal element of the column is ad-
justed in the vector of the right part.

Let us illustrate what has been said with the example of the degenerate sys-
tem of equations (4):

1 1 05w 0 1 1 05w 0
00 0 |v|[=|0]=]|0 1 0 |v|=1]. )

0 0 0 |n 0 0 0 I | 1
The zero second and third diagonal elements of the zero rows of the original
matrix are corrected by introducing the constant g, = g3 =1 and an additional
vector of the right part b, is formed. From the solution of the adjusted system, we

get
x, ={-0.5,0,1} (10)

or normalized value
X2 = Normalize[N[x,]]={-0.447214,0., 0.894427} . (11)

The eigenvector x; of the matrix for A; =10 is found quite similarly. In this
case, the system of equations (1) looks like:

~5 4 27w Jo
2 2 -8|w| |0

and by the “row-reduction” procedure it is transformed into the following form:
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1o 27w Jo
01 —2v,|=|0]. (12)
00 0 v |0

Unlike the matrix of the system of equations (4), the matrix of the system
(12) has only one zero row, so its correction is performed differently:

10 27w o] 1o 27w] [o
01 2w |=[0|=]0 1 2| v |=|0]. (13)
00 0 wvl| 0] [00 1w [1

As a result, we obtain the solution of the adjusted system (13)
x ={2,2,1} (14)
or normalized value

X1= Normalize[N[x,;]]={0.666667, 0.666667, 0.333333}. (15)

Let us now consider an innovative procedure for finding the eigenvector for
the second multiple of the eigenvalue A, =1 of the matrix. For this purpose, it is
proposed to apply the following transformation of the matrix 4, in which one of
its multiple roots is excluded (zeroed), and then the problem is reduced to the pre-
vious one, when all the eigenvalues of the new matrix Al are different. Such a
transformation is performed according to the formula [3]:

Al=A-%,X, ® X, = A— A, - KroneckerProduct[X,, X, ], (16)
where vector multiplication according to Kronecker, which results in a matrix,

and the normalized eigenvector X2 (11) are used.
According to the formula (16) taking into account (11), we build the matrix

48 4 24
Al=|4 5 2 |,
24 2 12

for which the spectrum of eigenvalues A ={10.,1., 3.8613110_16} does not con-
tain multiples.
According to (1), we obtain a homogeneous system of equations

3.8 4 24||v 0
24 2 02w 0
Using the “row-reduction” procedure, the system of equations (17) is trans-

formed and then is being “repaired” taking into account the fact that after the
“row-reduction” procedure, only one zero row is formed in the matrix:

Byxy =
38 4 24|y 0 1 0 =2|w 0 1 0 =2|w 0

=l 4 4 2 |v|=|0|=]0 1 25|v,|=[0|=]0 1 25|, |=|0].(18)
24 2 02w | (0] (00 0 v | |0] |00 1 |v]| |1
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As a result of the solution (18), we obtain the value of the second eigenvector
x;=1{2,-2.5,1} (19)
or in normalized form
X3 = Normalize[ N[x3]]={0.596285, - 0.745356,0.298142} (20)
Thus, for the matrix (2) the following Eigensystem[A] is obtained by the
proposed method
{vals,vecs} = {{10,1,1}, {{2,2,1},{-0.5,0,1},{2,-2.5,1} } 2n
which differs from the results of Mathematica
{vals,vecs} ={{10, 1,1}, {{2,2,1},{-1,0,2},{—1,1,0} } (22)
presented in Fig. 1, by the value of the eigenvector for the second multiple eigen-
value A; =1.
The obtained eigenvectors given (10), (14) and (19) are orthogonal, since
xx3=0, x;x, =0 and x,x3=0.

If in the Mathematica’s solution (22) we denote different components as
»=12,2,1}, y,={-1,0,2} and y; ={-11,0}, then we can make sure, what

1y3=0, y1y2 =0, but y,y;=1.
This means that these vectors y; although they satisfy the corresponding ba-

sic equations (6), are not orthogonal and therefore, unlike the set of eigenvectors
x; from (21), cannot ensure unmistakably the canonical JordanDecomposition[A]

operation for the matrix 4, when

A=TDT", (23)

where T is the orthogonal matrix of eigenvectors, and D is the diagonal matrix of
all eigenvalues, including multiples. Indeed, using the normalized values of the
obtained eigenvectors X1, X2 and X3 from the corresponding formulas (15), (11)
and (20), it is possible to build

0.666667 —0.447214  0.596285 10 0 O
T =|0.666667 0 -0.745356 |, D=|0 1 0
0.333333  0.894427 0.298142 0 0 1

and make sure that according to (23)
TDT' ={{5.00001,4.,2.},{4.,5.,2.,{2.,2.,2}} = 4.

For comparison, if you normalize the eigenvectors of the matrix 4 obtained
with the help of Mathematica (22), you can get:

Y1= Normalize[ N[y,]]= {0.666667, 0.666667,0.333333} ,
Y2 = Normalize[ N[ y,]] = {~0.447214,0.,0.894427},

Y3 = Normalize[ N[ y;]] = {~0.707107,0.707107,0.} .
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and instead of the orthogonal matrix 7 construct another matrix
0.666667 —0.447214 —0.707107
T, =| 0.666667 0 -0.707107 |,
0.333333  0.894427 0

with which we can check whether equation (23) is satisfied:
5.14445 3.94445 1.82222
A*=T\DT} =|3.94445 4.94445 222222 |# A, .
1.82222 2.22222 191111

while Det[7;]=Det[T;]=-0.948684 and Det[4*]=9.00001 instead of 10.

The same erroneous Mathematica’s result may be obtained by applying the
standard JordanDecomposition[A] operator.

The obtained result calls into question the existing lemma that orthogonal ei-
genvectors correspond only to different simple eigenvalues [14], which was for-
mulated, most likely, on the basis of practical results obtained with the help of the
traditional selection of solutions of a homogeneous system of equations, consid-
ered above using the example of the system (3). A new approach with the exclu-
sion of multiples and consideration of two homogeneous systems of equations
provides new opportunities.

It seems interesting, using the method described above, to find the eigenvec-
tors of the matrix A2 for its eigenvalue’s spectrum A ={3,3,1} for which the
Mathematica generates a solution with a zero eigenvector (Fig. 2).

For the first multiple eigenvalue A; =3, by analogy with the above example,

instead of equation (9), we obtain the following expression
01 0w 0 1 1 0|w 1
0 0 1{v[=|0]=]0 0 1}|vy,|=|0],
0 0 Offvs 0 0 0 1]v, 0

from which we find x; ={1,0,0} .

Using the obtained value of x;, which coincides with its normalized value of

X1, to exclude, according to (16), one of the multiples of the matrix A2, we find
the matrix A3

0 1 1
A3=|0 3 2|,
0 0 1

which has a modified spectrum of eigenvalues A ={0,3,1} and for which, by
analogy with (18), we construct an equation for finding the eigenvector of the
second multiple A, =3 of the matrix A2:

I -1/3 0y 0 1 -1/3 0w 1

0 0 1fv|=|0]=]|0 1 1|v|=|0],

0 0 Ofw 0 0 0 1w 0
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from which we get x, ={1,0,0} .
As you can see, the values of x; and x, are linearly dependent (they just co-
incide), which indicates a defect in the multiple eigenvalues of the matrix.

CONCLUSIONS

One of the most important tasks of computational mathematics is the creation of
effective and stable algorithms for finding the eigenvalues and vectors of a matrix
[1]. They are a powerful tool that provides a deep understanding of matrix proper-
ties and opens wide perspectives for its application. Possession of this tool opens
up opportunities for research and innovation in various fields of science and tech-
nology (for example, for identifying the main components and clustering of data
during their analysis, for filtering signals and extracting a useful signal, for clus-
tering and pattern recognition, etc.).

The state of affairs with the formalization of finding the eigenvectors of a
matrix in general and for multiple eigenvalues in particular requires better. The
article takes a certain step in this direction and proposes an innovative method of
calculating eigenvectors for multiple eigenvalues of a matrix, which is based on
the formalized transformation of the problem of solving degenerate systems of
equations into a regular problem by “repairing” their matrices and by correspond-
ingly correcting the right-hand sides of the equations, as well as “exclusion” of
one of the multiple values from the spectrum of eigenvalues of the matrix during
calculations of eigenvectors for multiples eigenvalues. In the case of non-
defective multiples eigenvalues of the matrix, this method allows you to form or-
thogonal eigenvectors in contrast to the results obtained using the Mathematica.
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HOBHMI NUIXIJ A0 MOIIYKY BJACHHMX BEKTOPIB JIJI1 KPATHUX
BJIACHUX YU CEJ MATPHUINI / A.L Tletpenko
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AHoTauis1. 3aMpONOHOBaHO e(PEKTUBHHUI METO OOUYNCIICHHS BJIACHUX BEKTOPIB ISt
KpaTHHUX BIACHUX YHCENl MATPHLI, KU 0a3yeThcsi Ha (HOPMaTi30BaHOMY IEpPETBO-
PEHHIO 3aJadi po3B’sI3aHHS BUPOIXKEHHUX CHCTEM PiBHSAHb y 3BUYAlHY 3a1ady M-
XOM «PEMOHTY» 1X MaTpHLb i BiJIIOBIJHOTO KOPETYBaHHs IPABUX YaCTUH PiBHSHb,
a TaKOX «BUIIYYCHHSD) IiJ] yac OOUYKCIICHD 31 CIIEKTPa BIACHUX YHCEI MaTPHUL OJJHO-
ro 3 KpaTHUX 3Ha4eHb. Y BHUIMAAKY HeIe(PEKTHHUX KPATHHX YUCET MaTpULi Gpopmy-
IOTBCSI OPTOTOHAIBHI BJIACHI BEKTOPW HA BIIMIHY BiJ pe3yibTaTiB, OTPUMAaHUX 3a
noroMororo nporpamu Mathematica.

KurouoBi ciioBa: BiacHi BEKTOpH, KpaTHi BIacHi 4Mcia, aareOpuyHa i reoMeTpruyHa
KpaTHICTh, PO3B’SI3aHHS BUPODKEHUX CHCTEM, 3MiHA CIIEKTpa MaTpumi, AedeKTHi i
HeseeKTHI KpaTHi Yrciaa MaTpHIIi.
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CLASSICAL SPECIAL FUNCTIONS OF MATRIX ARGUMENTS

D.O. SHUTIAK, G.B. PODKOLZIN, V.G. BONDARENKO, Y.A. CHAPOVSKY

Abstract. This article focuses on a few of the most commonly used special func-
tions and their key properties and defines an analytical approach to building their
matrix-variate counterparts. To achieve this, we refrain from using any numerical
approximation algorithms and instead rely on properties of matrices, the matrix ex-
ponential, and the Jordan normal form for matrix representation. We focus on the
following functions: the Gamma function as an example of a univariate function
with a large number of properties and applications; the Beta function to highlight the
similarities and differences from adding a second variable to a matrix-variate func-
tion; and the Jacobi Theta function. We construct explicit function views and prove
a few key properties for these functions. In the comparison section, we highlight and
contrast other approaches that have been used in the past to tackle this problem.

Keywords: matrix, special function, matrix function, gamma function, beta func-
tion, Jacobi theta function, Jordan normal form.

INTRODUCTION

Data with matrix responses for each experiment are increasingly common in
modern statistical problems. For example, observations over a time period can be
viewed holistically as a matrix variable, labeling the rows and columns as time
and actual measurements respectively. Temporal and spatial data, multivariate
growth curve data, imaging data, and data from cross-sectional designs also gen-
erate matrix-valued responses. On the other hand, many of these phenomena are
still often built on generalized cases of classical problems, many of which are
solved, or at least interpreted or simplified, by special functions. Therefore, the
motivation of the study was to combine these two parts and to do so as generally
as possible analytically, without relying on a specific problem or purely numerical
methods. There were earlier studies on this topic, but they were aimed at either
generalizing a specific concept (Mitra S. 1970 [1]), or calculating values for cer-
tain classes of matrices needed for further calculations (Kishka Z., Saleem M.
2019 [2]). In this article, based on the theory of matrices, matrix exponents and
using the Jordanian canonical form of matrices, we formulate a basic toolkit of
definitions and key properties of special matrix-variate functions. These proper-
ties are applicable to the widest range of matrices and have an explicit form, that
is, they can be used for further research with minimal changes.

First, the definition and key properties for the matrix Gamma function will
be given, as an example of a univariate special function, followed by a series of
two-variable special functions such as the Beta function and the Jacobi Theta
function. A comparison of the obtained results with the existing methods men-
tioned above will also be made

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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UNIVARIATE SPECIAL FUNCTIONS

1 GAMMA FUNCTION
1.1 the definition and the general form of the matrix-variate gamma function

For the Gamma function and all subsequent special functions, the integral defini-
tion of functions was taken as the basis of the study. Specifically for the Gamma
function and the Beta function, the following shift was also made to simplify the
calculations:
Definition. For an arbitrary matrix 4, we define
< to simplify further 2
I'(A)= ijilefxdxz ) PHLY =J.xBe7xdx. (2.1)
0 calculations replace A -1 =8
From this definition using the matrix, we get the following form for the ma-
trix-variate Gamma function:

kxk)

For an arbitrary matrix 4 e R! , which has the Jordanian canonical form

J=U""AU its’ Gamma function will have the form:

I(A)=UrJHu,

I'(J,, (M)
I'(J, (A
I (J)z ( rz( 2)) . — block matrix,
r'(J, (A))
where
L, ;)=
T +1) T +1) 2o+ 0+
F(?L-l-l) J J J J
J 1 2! (r; =2)! (r; =1)!
’ (rj=2)
' +1 r A+l
0 T, +1) e, +b r’ o+
/ ! (r; =2)!
= 0 0 T(,+1) .. F122)
(L, +1) I"(L; +1))
1t 2!
I'n; +1
0 0 0 ... L, +1) %
0 0 0 - 0 T(h;+1)

The blocks of the resulting matrix correspond to the blocks of each of the ei-
genvalues of the Jordan matrix J of the matrix 4 and have the corresponding

dimensions (7;x# ). It should also be noted that these matrices are upper-

triangular, that is, they have zero-values below the main diagonal. This fact will
also be important for the subsequent special functions.
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1.2 Main functional equation

One of the most important and used properties of the Gamma function is the func-

tional equation, as several other properti

es of the Gamma function are based on it.

Also, this property allows you to recursively find the values of the function,
thereby significantly simplifying calculations.
For a scalar argument, the identity has the following form:

T(A+1)=

To prove this statement in the ma
auxiliary equality:

A¥T(M). (2.3)

trix case, we first consider the following

el 10 0
0 A+l 1 :

=l o 0 |=J, (L+1). (2.4)
: oA+l 1
0 0 A+l

Let us now use this and definition (2.2) to generalize identity (2.3):

1o, 00+ n=""5 = (s, 0, +1)=""8 -
(A @4 VT2
' " (rj=2) (rj=1)
'O+ T'0v; +1) I+ T 0 +2)
T(h;+2)
J I 2! (r; =2)! (r; =D!
: (r-2)
I'h:+2 - +1
0 F(hj+2) # #)
1! (r; —2)!
= 0 0 T(h;+2) .. :
T'(h; +2) "\ +2))
I 2!
'L +2)
0 0 0 T(L;+2) —
0 0 0 - 0 T, +2)

Using the properties of the derivati
ties of the Gamma function itself:

ve of the Gamma function and the proper-

Cucmemni docniodicenns ma ingpopmayivini mexronoeii, 2024, Ne 4

'L +1) T, +1 2o+ TV 0 +2

o, +2) S TR D
! ! . -2)! Y

0 T(.,;+2) r'e,;+2) r 2@, +1
1! (rj_z)!

0 0 T(h,+2) s : =

' +2)  T'0+2)
T 2

'L +2)

0 0 0 T(h; +2) —

0 0 0 0 T, +2)
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A +DI' A+ D+ TR + 1)

A, +DI(R; +1)

1!
_ 0 (A, + DT (A, +1)
0 0 0

O +DT DO + )+ (s = DRV (0, +1)
(r =D!
Oy + D' + 1)+ T +1)

1t
0 (b, + DI, +1)

Now we split the obtained matrix into two separate matrices, grouping all
terms with the coefficient (A; +1) into the first, all others into the second:

(O + DI (L, +1) O+ Do, +1)

A +DI(A; +1)

1t (r, =1)!
0 A, + DI +1) : +
. . A +DI'(N; +1)
1t
0 0 0 (+DI(h+1)
(A +1) ;=D (0, +1)
1! (r; = 1)!
40 0 : :
. . F((ki +1))
1
0 0 0 0

subtract (A; +1) from the first term as a matrix and reduce the factorial and coef-
ficient in the second:

'O +1) o, +1)

I\ +1) ! Y

(,+1) O (A, +1) : N
. . I'(h; +1)
1!
0 0 0 I'(h+1)
L +1)  I((h;+1) r2am, +1
1! 2! (r =2)!
0 0 E :
e . I +1) IOy +1) |
1t 2!
0 r((x{.‘ﬂ))
0 0 0 0
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= + DI, )+ (T, (M), (0).
That is, we get the following identity:
I'(J, )+ D=0y + DI, )+ T, (1)), (0).

Generalizing for the matrix 4=U J,. AU -1

F(A+D)=\; +DI(A)+ (AU J, (U™ (2.5)
As we can see, it was possible to prove a property similar to (2.3), but to
which the correcting term ["(A)U I ()14 ! is added. Indeed, if we take the di-

mension of the matrix 4 as (1x1), i.e. return to a scalar variable, then the second
term of the identity will be equal to 0 and we will return to the widely-known

identity (2.3).
1.3 Euler’s reflection formula

Before moving on to the generalization of the reflection formula, we give an addi-
tional auxiliary property:

emx,hlx (m lnx)r}*lemk,-lnx
o o (r.=D!
rmt,() =[e e ax=[| 1 : e dx =
0 0 0 emh,lnx
"o (=D
T, +1) I''(mk; +1) I (mk; +1)
I ;=1
_ 0 (A, +1) : (3.9
. . I'(mk; +1)
1!
0 0 0 I'(mhk +1)
Now let's return to Euler's reflection formula:
r'J,aNrd, -J.(,)) =
I-» -1 0 .. 0
0 1-x -1 .
=\l -J,(A)=| o . 0 :—J,l_(?»,»—l):
: : T e
0 .. .. 01—k
' +1) ro%no. +1)
rog+y —~x=2 L ST
1! (r, =D
6I1. .
=I(J, ON(=J, Oy +1) =] 0 I+ : «
U G ))(3-9) : : I'(A; +1)
1!
0 0 0 I'(k; +1)
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Ui, +2)

r,+2) 2t
: 1 (r, —1)
g0 a2 : _
. (-3, +2)
I
0 0 0 I(-A+2)

= I, (T, (1=2)

Derivation of Euler's reflection formula:
Consider the following product:

r(%z,i +J, (x,.))rezri -J, (x,.)j;

—+A, 1 0 0
0 l+ki 1
1 2 . 1
~I1,+J,(0) = L0 =L
27 1 2
—+A,
2
0 0 —+A,
l—ki -1 0 0
2
0 l—ki -1
1 2 . 1
=1, —-J,(h)= 0 . 0 |=—J M5
2 ) 1 2
—=A, -1
2
0 0 l—ki
2
1 1 1 1
2 i 1 2 i I 2 2
3 F’(ki +;j F(’i_l)(ki +2)
F(ki+—)
2 I (r; = 1)!
3 .
0 F(ki+—j
2 X
F’(ki+3)
. 2
' 1!
3
0 0 0 F(kﬁ—)
2
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S e
2 1! (r =1
0 F(_ A +1j
» ? W FrOeare,a-) -
F’(— A +j
L 2)
1t
1
0 0 O F(_ 7\’1 +]
2

3 k 3\ r-1-ik 1
F(X,-+2)X Tt >(xi+2jr( ) —x,.+5

0
W(r—1—7— !
F(_kj'i'lj Py K(r—-1-i=k)!
_ 2
F(ki—ks]x
2
F(—kﬁlj
2
F[Ki+3j><
2
0 0
1

2 BETA FUNCTION

2.1 Definition of the matrix-variate beta function

Similarly to the previous subsection, let's start with the definition of the matrix-
variate Beta function, using the integral definition of the Beta function:

1
B(x,y) = [t (1t} "at.
0

(kexk)

For two matrices X,Y eR with Jordan canonical forms X =U,J,U; '

Y =U,J,U;" we consider the function of two matrix variables. We will first per-

form the following calculations for their Jordan matrices, respectively:
1
B(J,(M),J, (M) = jeln(f)fr () pln(=0)7 ;- (2) gy
r Y

0
Now we present and analyze the integral product separately:
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IO (-0 M(l,m)
07 (1) Jn (=0T, (h2) _

0 () o In(i-1)

where M ; ,,)is an arbitrary product of the /-th row and m-th column of the initial

matrices, and m >/ :

m—[
Mg,y=2/0 ... 0 e}”lln(”e}”zln(l_’)M .. 0 ... 0]
’ (m-1)!

The number of zeros at the beginning and at the end of the product is / and
k—m—1, respectively, so the resulting sum will consist of the middle part of the
vector:

& (In(@) (An(L=)"""7 5 1)y -1

M =
(- ]ZO Mm=1)- ))!

Then, returning to the integral, we get the following:

1
J‘ekl I h2 (=0 gr — (A, +1,1, +1)— elements on the main diagonal;
0

Jl"”z‘:l (In(?))’ (In(1 =)D~ PMIn() Ao In(i=r) _
020 J((m=1)=j)!

m—1 (m-1)
=0/ J) o=ty y=h, +1
0 B((m—-1)— j)

It should be noted that the resulting matrix, namely an arbitrary element in
the form of the sum M, ,,, and the corresponding resulting sums of derivatives
depend only on the difference of indices (/,m) , and not on each of them separately.

This, in turn, means that these elements are equal to each other for m and / on the
corresponding diagonals, which significantly reduces the number of necessary
calculations for finding the explicit form of the matrix B(,) for specific values.

Now let us return to the initial general definition for arbitrary matrices X,Y :

BX.Y) = ieln(l)XeI“(l_’)Ydt _ using the Jordan _
’ o decomposition

1
:.[Uleln(z)JlUf1Uzeln(1—t)J2U£1dt;
0
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Compared to the situation with functions of one variable (e.g. Gamma func-
tion), when we start working with functions of several matrix variables, we have
two different Jordan transformations, and that is, two different matrices U, U,,

which greatly complicates the task and makes it impossible to establish a direct
relationship between B(X,Y) and B(J;,J,) to obtain a clear analytical view of

the resulting matrix. In this regard, it is advisable to further consider the matrices
X, Y as a pair of commuting matrices, which will give us the opportunity to find

a common Jordan basis for them, i.e. U; =U,. Also, in several points, it will al-

low the use of properties of the matrix exponent only for commuting matrices.
Therefore, taking this into account, we get the following result:

1 1
B(X,Y)= IUeln(t).llU—erln(l—t)./2U—ldt __ Ujeln(t)./leln(l—t)sztU—l _
0 0

=UB(J,,J,)U"".
2.2 Certain properties of the Beta function

1) Symmetry: B(x,y)=B(y,x)

Since commuting matrices were chosen for research from the previous point,
symmetry for matrix arguments is also preserved.

2) Partial case of the function B(1,x)=1/x.

For the matrix-variate function, let's start with J,.(&,) :

1
B(1,J,) = ["=07 00 gy
0
In this case, we have a single matrix of the form:

f— _
oM n(i=0) (1n(1 - z)) LohIn(-1)
N (k—1)!
(=07, () _ . ; ;
0 67»1 In(1-¢)

Then, with the absence of a product, we go directly to the integral:

(k-1) ~1
By +1) ... O By X
k=D gF 1 y=r+1
B(1,J,(\))= : : -
0 B(LA, +1)
(k-1)
B(L,A, +1) I 0% B0y
(k=10 ar 1t |y=2i+1
0 B(,A +1)
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=
Ml G =DI0y +D property of the
= " : =", =S D),
0 1 jordan matrix
A +1
1
where f(x)=—.
X
So, we see a complete analogy with the property of the scalar Beta function.
Summarizing:

B(I,X)=UB(I,J)U".

2.3 Pascal’s rule or the Beta function recurrence relation

Pascal's rule is one of the key identities in combinatorics and given the relation-
ship between the Beta function and binomial coefficients, as well as its use for the
recurrent computation of the Beta function, it will be appropriate to try to general-
ize it for two arbitrary commuting matrices.

1
B(X + 1Y)+ B(X,Y +1)= "X D=0 gy
0
1 1
+J'eln(t)Xeln(lft)(Y+1)dt _ J‘(eln(t)celn(lft)Y +eln(z)Xeln(lft)(Y+[))d[ _

0 0

1
j (U O 1O 0 1=0T2 171 | 701 =1 (=021 (=01 y gy
0

= accordingto properties of commuting matrices and exponent =

1
J‘(Ueln(t)Jleln(l—t)JzU—leln(t)l + UMD eln(l—t)JZU—leln(l—t)I)dt _

0

1
J‘(Ueln(l).ll eln(l—t)J2 U—l (eln(t)l + eln(l—t)[ ))dt )
0
According to the property of the matrix exponent, the two terms obtained are
found as exponents of the diagonal matrix:

eln(t) . 0 eln(l—t) . 0
B T 1 e A
0 ... O 0 ... (D

So, the end result is as follows:

1
B(X + 1Y)+ B(X,Y + 1) = [(Ue" 1" 02y 1) dr =
0
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1
=U [" 0100y = UB(J),J,)U T = B(XLY).
0

Similarly to the scalar Beta function, Pascal's rule holds and has the same
form, unlike many other properties that have additional constructions when work-
ing with matrix variables.

3 JACOBI THETA FUNCTION

3.1 Definition of the main Jacobi Theta function in the form of an infinite sum

9, O, 00 = Y 0" H",

n=-—0o0

where O =e™/r*2) H = 2™/r (A1)

As in the previous section, let's start with each of the factors separately and
then move on to the general form of the product:

an _ enmzj,(xz) _

.2 ~ 9 ' ) L
wint, T A2 (rin®) 2™ 2 (min?)Flemn R
e
! (k-2)! (k—1)!
2
. 2\k-2 min“A
0 eninzkz (ﬂjm ) e 2
- (k-2)!
0 0 . . E
2
. 2 min“A
nin’Ly nin“e™" "2
e
1!
Ttinz}\,z
0 0 0 e

H" = o2mind (M) _

ercinkl Tcinem’nk] (Ttil’l)k_z eﬂ:inkl (Ttil’l)k_l eﬂ:ink]
1! (k—2)! (k—-1)!
0 G M
- (k=2)!
0 0 :
. Ttl'rﬂ\.l
em'”zkz mine
1!
0 0 o O eﬁl‘nzkz
Then the product of these matrices will be:
2m'n7»1 Ttin27\.2
5 e e ces M(l,m)
(Qn Hnj — : ‘. .
0 e2m'n kleninzkz
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where M, ,,y is the product of the /-th row and the m -th column of the initial

matrices for m>1.

. 210 N N . \0
M(l ) :Z 0..'0621:[11%161:[1127»2 (TClI’Z ) (271:1”) ”'(TCZI’Z ) (ZTU}’Z) 0..0 ,
’ 0! (m—1)! (m—1)! o!
while the number of zeros at the beginning and end will be equal to / and
k —m —1 respectively. Then as a result we get the sum:

TN N R
M(l m) = mzl (TCll’l )j (27‘Eln)m ! eZninklenilﬂKZ.

o i m—1- )

Thus, similar to the product for the Beta function, we get a matrix element that
depends only on the difference in the indices of the initial row and column, i.e. all the
elements of the resulting matrix will be equal on the corresponding diagonals.

The next step is to return to the initial form of the function, namely to the sum:

- 1 8"7'9(z,1

S(A,hy) & m—1- )5 m—l—(j8 j) z=M
J:OJ‘ J)-oz T TZ)\,Z

8(']r (?\’1):'];’ (7\‘2)) = . . 5
0 S(Ai,00)
forZ,T 1
S(Z,T) = . =U8(J1,J2)U
commuting

3.2 The period of the Jacobi theta function

The scalar Jacobi theta function is periodic with a period of 1 in =z:
9(z £1,7) = 9(z,1), and by completing the square, T — quasiperiodic in z:

9(z+1,1) = TFEG(z, 7).

In the case of matrix variables, the 1-periodicity of the first variable is trans-
formed into the periodicity of the unit matrix 7 :

S, M)+ 1, (hy)) =T, (M) + 1=, (g + 1) =8, (A +1),J,. (X)) =

m
80 +L2y) . Y

- m—I[
BRI 0| NP
o J\(m—=1—= """ 51/

J 'C:}\/z

0 9k +1,09)
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ml 1 §"19(z,7)
‘ ;) Jlm—1— ) 6z g/ 2=h
/= T= 7\.2
= : ZS(JV()\‘I)’J;”(AQ))'

0o .. 900 0)

(M hy) ..

Then for two arbitrary commuting matrices Z, T :

© . .2 > . . .2
S(Z-I-I,T) — Z e2mn(Z+1)e2mn T _ Z e2ngeZmnle2mn T _

n=—owo n=—ow

s . . .2 0 . . )
— Z UeZanlU 1621'chUe2mn JZU 1_ Z Ue2anle2mn[e2mn J2U 1 _

n=—oo n=-ow
i : 2
— Z Ue21‘cm(J1+[)e2mn .]2U71 — US(J,.(}LI)JF],JF(}\.Z))U71 —
n=—0

=US(J,,J,)U ™ =9(Z,T).

4 COMPARISON OF THE OBTAINED RESULTS WITH EXISTING METHODS
OF WORKING WITH MATRIX-VARIATE FUNCTIONS

4.1 Comparison of obtaining the matrix Gamma function using the Lanczos
approximation method and the obtained method

Computing the matrix Gamma function by the Lanczos method [3] is performed
on the basis of the following formula:

r(4)= M[A + (a + %m“;] e_[“(“;)’ ] <

k=1

x[co(a)l +3 (o) (A+ k-1 + ea’m(A)}
where ¢; (o) are the Lanczos coefficients that depend on the parameter o .

Typically, pre-logarithmization is used to optimize calculations and avoid
overflow problems during calculations:

In(7°(4)) :%ln(zn)+(A+%Ijln(A+(a+%)Ij—(/l+(oc+%}]}+

+ ln[cocl + i oA+ (k- +e,, (A)J .
k=1
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It is also important to note that the set of coefficients ¢, (o) is found empiri-
cally [3] and for the example for the pair =9, m =10 the following values are
used:

¢ (9)
1.000000000000000174663
5716.400188274341379136
— 14815.30426768413909044
14291.49277657478554025

—6348.160217641458813289
1301.608286058321874105
—108.1767053514369634679
2.605696505611755827729

—0.742345251020141615x107>
0.538413643250956406 x107
—0.402353314126823637x107>

Olw|(w|a|lubh|lwivw|—|o|

—_
(=]

Now let's compare the actual algorithms for finding matrices by these two
methods:

Algorithm for finding the function Algorithm for finding the function
using the Lanczos method using the Jordan form
1.Set a=9; m=10; S=c¢y/ +c1A_1 ; 1. Eigenvalues A; of matrix 4;
2. for k=2:10 2. Eigen and adjoint vectors Xx; ;
3.8=8S+c (A+ (k=17 3. Jordan form J ;
4. I'(J) and transitional matrix U
4. end
based on x; ;
5.L= ;ln(Zn)1+(A—;1]1n(A+127[)—
- 5. [(A)=Ur(Hu.
—(A+Ij+ln(S) ;
2
6. I'(A)~e". -

So, as we can see, the proposed algorithm is much more convenient for actu-
ally finding the values of the matrix Gamma function /'(4) in comparison with

some existing numerical methods. It is also in addition to the above that our
method has the advantage of being able to use the obtained function and its prop-
erties in further research. Similar results were obtained for Spouge’s approxima-
tion method [3], since both of them have similar algorithms.

4.2 Research using the Schur decomposition

The Schur decomposition method [4] is based on the decomposition of the input
matrix and its representation through unitary and upper triangular:

VA,BeC(nxn):A*B=B* A4, 3U, R,R,:A=0RQ"; B=0R,0".
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Thanks to this, in their work L. Jodar, J. CCortés [5] for two commuting ma-
trices proved several properties of the matrix-variate Beta function, namely the
symmetry of the variables and the connection with the matrix Gamma function:

B(P,O)=I'(P)Y[(QI'=1(P+ Q).

It should be noted that the last property was proved only for diagonalizable,
commuting matrces P and . Compared to the obtained results, we coan sii that
the main advantage of using the Jordan canonical form is the presence of an ex-
plicit form of the resulting matrix. This, in turn, gives us the following advantages
compared to the Shur Schedule:

o Ability to derive properties associated with certain partial cases and spe-
cific function values;

e From the point of view of computational complexity, although histori-
cally the calculation of the Jordan canonical form was usually considered a very
difficult task, the properties of the matrix function from the Jordan matrix allow
us to bypass this step, and so the need remains only to find the eigenvalues and
the corresponding vectors to form a basis. Then, comparing to the Schur decom-

position, which has a computational complexity of 0(n3) , our method will have

an approximate complexity of O(n®), 2<®<2.376.

4.3 The zonal polynomials method

The method of zonal polynomials [6] is one of the methods for studying such
functions using integrals and the difference in approach will be illustrated on its
example.

In this method, the studied function differs from others, namely, it has the
following form:

Iy a—(mH) b—(mH)

B,(a,b)= [det(X) 2 det(l,-X) 2 dX.
0

Additional results and generalizations of this function were found using
zonal polynomials and evaluating the resulting integral for them. The main use
case of it and its generalized forms is the matrix beta distribution:

For U ~BIIJ (a,b), the distribution density of the positive definite square

matrix U :
(0= g™ s, -0
=———det et - .
B, (a,b) P
As we can see, this function and similar functions of this type contain only
matrix determinants and, in some cases, trace. This means that these functions are
limited to uses only in problems in which the input signal has a matrix form, and
the output signal is already scalar. This has a number of disadvantages in solving
some statistical problems in which it is important to leave connections between
certain vectors or blocks of vectors, like the problems that were mentioned in the
introductory section.
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KJACHYHI CHOEIIAJBHI ®YHKIIIi 3 MATPUYHUMHU 3MIHHUMH /
J.0. Uyrsxk, I'.b. [Toakomsin, B.I'. Bornapenko, F0.A. Yanoscekuit

AHoTauisi. PO3rIsHYTO JeKijbKa HAMOIBII YaCTO BUKOPUCTOBYBAHHX CIICHiaIbHUX
(GyHKIH Ta X KJIIOYOBI BIaCTUBOCTI, @ TAKOXK 3alIPOMIOHOBAHO aHATITHYHUIT MMiAXiz
10 T00Y10BH iX aHaJIOTiB i3 MeTpuuHUMHU 3MiHHUMU. 11106 nocsrTu nporo, Mu yHu-
KaJI1 BUKOPUCTAHHS OyIb-SIKHX alTOPUTMIB YUCEIHHOTO HAOIIKEHHS Ta HATOMICTh
HOKJIaJaIuCh Ha BIACTHBOCTI MaTpPHIlb, MATPUYHOI €KCIIOHEHTH Ta JKopaaHoBy HO-
pManbHy GopMy ISl IPEACTABICHHS MaTpUllb. MU 30CEpPEANINCh Ha TaKUX (yHK-
LisIX: raMMa-QyHKIIA K Tpukiaj (QyHKII] ogHiel 3MIHHOI 3 BEIHMKOIO KUIBKICTIO
BJIACTHUBOCTEH 1 3aCTOCYBaHb; OeTa-(YyHKIIA, MO0 MiAKPECTUTH MOAIOHOCTI Ta Bil-
MIHHOCTI BiJ JOJaBaHHs JPYrol 3MiHHOI 10 (GYHKIII MaTpUYHOI 3MIHHOI, TeTa-
¢yukuis SAko6i. [ToOynoBano siBHI mpeacTaBieHHs (QYHKIH i JOBEIGHO NEKijIbKa
KJIFOYOBHX BIIACTUBOCTEH JUIsl UX (YHKI[H; BUCBITIICHO Ta MOPIBHSHO iHIII MiIX0-
M, SIKi BUKOPHCTOBYBAJIKCS B MHHYJIOMY [UIs BUPIIICHHS LIUX 3371ay.

KonrodoBi cioBa: matpunys, crenianbHa (yHKIiSA, raMma-QyHKis, O6era-QyHKis,
teta-dyHkuii Jxo6i, XKopranosa HopmaibHa popMma.
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AN ADVANCED METHOD OF INTERPOLATION OF SHORT-
FOCUS ELECTRON BEAMS BOUNDARY TRAJECTORIES
USING HIGHER-ORDER ROOT-POLYNOMIAL FUNCTIONS
AND ITS COMPARATIVE STUDY

I. MELNYK, A. POCHYNOK, M. SKRYPKA

Abstract. The comparison of three advanced novel methods for estimating the
boundary trajectory of electron beams propagated in ionized gas, including lower-
order interpolation, self-connected interpolation, and extrapolation, as well as
higher-order interpolation, is considered and discussed in the article. All estimations
of the corresponding errors have been provided relative to numerically solving the
set of algebra-differential equations that describe the boundary trajectory of the elec-
tron beam. By providing analysis, it is shown and proven that lower-order interpola-
tion usually gives the minimal value of average error, using the method of self-
connected interpolation and extrapolation gives the minimal error for estimation of
focal beam parameters, and higher-order interpolation is suitable to obtain a uniform
error value over the entire interpolation interval. All results of error estimation were
obtained using original computer software written in Python.

Keywords: interpolation, extrapolation, lower-order interpolation, higher-order in-
terpolation, root-polynomial function, ravine function, average error, electron beam,
boundary trajectory, high voltage glow discharge, electron beam technologies.

INTRODUCTION

Interpolation of boundary trajectories of electron beams is very important task
today, taking into account the high level of development electron beam technolo-
gies and its applying in modern industry [1-9].

Really, industrial electron-beam technologies have been developed and
widely applied in industry since 60—70-th years of XX century [6-9], but its
application in modern industry is also continued. Therefore, adaptation of
traditional electron-beam technologies to corresponded advanced technological
processes is successfully provided today [1-5; 10-13].

Today main branches of industry, where electron beam technologies find
high level of application, are follows: metallurgy, mechanical engineering,
electrical engineering, instrument making, microelectronic production,
automotive, aircraft, and space industries [1-5].

For example, in microelectronic production point-focus electron beams with
focal beam radius can be successfully applied for making contacts in precision
cryogenic devices [14; 15]. Corresponded estimation of diameter of welding seam
in electron-beam technologies have been provided recently in the paper [16; 17].
Other advanced application of electron-beam technologies in microelectronic
production is refining of silicon [10-13] and obtaining of chemically-complex

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2024
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ceramic films for high quality capacitors and for microwave transmitters and
receivers in advanced communication systems [18-20]. Generally, advanced
possibility of using electron beam technologies in modern microelectronic
production are described in manual book [5].

In metallurgy advanced electron-beam technologies are widely used, since
60-years of XX century, for refining of refractory metals [21-23] and other re-
fractory materials, in particular silicon for the microelectronics industry [11-13].
Among other, advanced application of electron beam heating in metallurgy,
which have been developed in last few years, three-dimensional printing by the
metals, including forming of details with complex spatial shape for aircraft and
space industry, have to be mentioned and considered [24-26].

In energetic industry and electric vehicle production electron beam tech-
nologies are widely used for deposition high-quality ceramic insulator films [27—
30]. Other advanced application of high-quality chemically-complex ceramic
films in automotive, aircraft and space industry is obtaining heat-resistant and
heat-protective thick films for details of engines, which operated under conditions
of high temperature. For deposition such kind of films advanced method of physi-
cal vapor deposition by electron-beam heating is usually applied [27-30].

Special issue is applying of high-energy intensive electron beams, obtained
in the accelerators, for changing the properties of treated materials. Corresponded
technologies are described in the works [4; 31-33].

The advantages of electron beams, which caused its wide application in
modern industrial technologies, are as follows [1-5].

1. High total power and power density in beam focus.

2. High energetic efficiency of electron beam sources.

3. Simplicity of fast control of beam power and spatial position of beam fo-
cus using electric and magnetic fields.

4. Wide range of different technological operations, which can be realized by
electron beam heating and chemical treatment.

Taking into account pointed out advantages of electron beam technologies,
elaboration of advanced improving industrial constructions of electron beam
sources, which are called electron guns, is important scientific and engineering
task today. Usually, this task solving using two different ways, which are, gener-
ally, follows.

1. Improving the constructions of electron guns with heated cathode, oper-
ated in conditions of high vacuum. Such kind of electron guns are traditional and
widely use since 60—70-th years of XX century [6-9].

2. Elaboration of novel types of electron guns, based on auto-electronic
emission of electrons in the string electric fields, photoemission, as well as on
emission in gas discharges. Among this types of guns special place occupied
high-voltage glow discharge electron guns, which particularities of operation will
be considered in next part of this paper.

HIGH VOLTAGE GLOW DISCHARGE ELECTRON GUNS AND
ADVANTAGES ITS APPLYING IN ELECTRON BEAM TECHNOLOGIES

In the last few decades, in some technological processes that are implemented in a
soft vacuum in an environment of air or active gases, instead of the traditionally
used guns with a heated cathode, alternative guns have been successfully applied,
the operation of which is based on the use of a high-voltage glow discharge
(HVGD). From a physical point of view, HVGD is considered a kind of dis-
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charge, taking place under voltage between electrodes 5—40 kV and pressure in
the discharge volume range of 0.1-10 Pa [34-36]. In the work [34-36] the basic
principles of simulation HVGD electron guns have been considered, and corre-
sponding mathematical relations were also given and analyzed. In the papers [37;
38] main advantages of applying HVGD electron guns for welding, melting proc-
esses, as well as for deposition of ceramic films have been pointed out. These ad-
vantages are as follows [37; 38].

1. High stability of operation in conditions of soft vacuum.

2. Relative simplicity of gun construction.

3. Relative simplicity of evacuation equipment for obtaining soft vacuum.

4. Since the current density from the cold cathode in HVGD conditions is
not so large, range of 0.01 A/cm?, using of enlarges cathode surface and suitable
self-maintained electron-ion optics allows forming profile electron beams with
linear and ring-like focus [37; 38].

5. Simplicity of control of gun current, both by relatively slow aerodynamic
method using electromagnetic valve [39], and by fast electric method with
lighting of low-voltage additional discharge in anode plasma region [40].

6. Possibility of providing operation of HVGD electron guns in impulse regime
with obtaining advanced technological possibilities of pulsed electron beams [41-43].

The regulation time for slow electrodynamic control systems was estimated
in the paper [39], and for fast electric control systems correspondently, in papers
[41;43].

However, simulation of HVGD electron guns is realized today mostly by
solving of complex algebra-differential equations, described forming and
interaction of charged particles flows in the soft vacuum conditions. The main
problem in this task is defining of anode plasma boundary form and position. It
caused by the fact, that in HVGD anode plasma is considered as the source of
ions and as electrode with fixed potential, which is transparent to beam electrons
[34-36]. Simplified analytical models for defining of focal beam parameters in
HVGD aren’t existed [34]. But namely such approximative estimations are very
important for defining the technological possibilities of electron beams, especially
on the first stage of gun designing [16; 17]. Absence of such simple approach of
analytical calculations of focal beam parameters significantly hinders
development and implementation in industry of HVGD electron guns, which
advantages have been described above. Also using of sophisticated numerical
calculation methods is lead to increasing the complexity of solving simulation
problems in case of implementing cloud computing. Corresponded estimations
have been given in works [44-46]. Therefore, finding the corresponding
analytical relations for estimation focal parameters of electron beams, formed by
HVGD electron guns, is very important scientific and engineering task today.
This task will be considered in the next section of the article.

GENERAL STATEMENT OF PROBLEM OF INTERPOLATION BOUNDARY
TRAJECTORY OF ELECTRON BEAM, PROPAGATED IN IONIZED GAS,
AND ESTIMATION OF ERRORS

Firstly, the basic approach to interpolation the boundary trajectories of electron
beams have been proposed in the years 2019-2020 in the papers [17; 47—49].
Generally, this approach is based on the following presumptions.
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1. Numerical solving of basic set of algebra-differential equations for the
boundary trajectory of short-focus electron beam, propagated in the soft vacuum
conditions in the medium of ionized gas, which is, in general form, written as fol-
lows [1-6; 34; 49]:

n _ (=B d’y _C o _dy o

f: € > C= ’ - -, s
Mo =N 4ms, /26 Uls dz* 1, dz °
2eU,, M ;ggn,
n,= 1, n =1, B;pn, 1/ 0 ( } (1
TU"b 807’[ l"b

-4 ~4/3 3/2
y = 1_[32; tan[emmj 10 Z ; tan[emaszza .

2 2¢p 2 ) 2p*
2
52 :87'C(rbZa) dz ln(emin J’ ﬁzv_e’
n, 6max

where U, is the voltage of HVGD lighting; /, is the current of electron beam; p

is the residual gas pressure in the volume of HVGD lighting; z is the longitudinal
coordinate; 7, is the radius of the boundary trajectory of the electron beam; dz is

the length of the electron path in the longitudinal direction at the current iteration;
n;, 1is the concentration of residual gas ions on the beam symmetry axis; n, is the

concentration of beam electrons’; v

and 0,

beam electrons, corresponding to Rutherford model [1-6]; 6 0., .. is the av-

is the average velocity of the beam

electrons; 0, are the minimum and maximum scattering angles of the

n ax

erage scattering angle of the beam electrons; f is the residual level of gas ioniza-
tion; B; is the gas ionization level; m, is the electron mass; g, is the dielectric
constant; ¢ is the light velocity; y is the relativistic factor; M; is the molecular
mass of residual gas atoms, and Z, is its’ nuclear charge.

2. Choosing of k basic points (7,,z) on the calculated boundary trajectory.

3. Interpolation of defined function 7,(z) using ravine root-polynomial func-
tion [47—49]:

i (2)=4Cz" +C 2" 4 1z Gy 2)
where n = k — 1 is the degree of the polynomial and the order of the root-
polynomial function, and C,,...,C, are the polynomial coefficients.

4. Defining of interpolation error using relation [47—49]:

o(z) = om0y @), ”Sm() 100%, (3)

bVlqu

where 1, (z) is numerical and Vi (z) is interpolated values of beam radius 7, .
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Generally, described above method of interpolation of electron beam bound-
ary trajectory is based on the presumption, that dependence Boum (z) is considered

as ravine one with one global minimum and quasilinear dependence outside the
region of minimum. This presumption is fully corresponded to the conception of
physics of the flows of charged particles, have been described in [1-6]. Provided
theoretical researches shown, that main particularities of root-polynomial function
(2) are usually generally suitable to this presumption. Therefore, the interpolation
error, defined by relation (3), is always very small, range of few percent, and in
_ some cases is even smaller [47—-49]. Typi-
Relative Error, % cal dependence of obtained relative error of

: | E interpolation on z coordinate for different
order of polynomial function (2) is pre-
sented in Fig. 1 [49]. In this figure the solid
line corresponded to a second-order func-
tion, the dotted line — to a third-order func-
tion, the dashed line — to a fourth-order
function, and the dash-dotted line — to a
fifth-order function. Model parameters for
Fig. 1. Errors of interpolation of the the numerical data, presented at Fig. 1, are

boundary trajectory of the electron follows: — Ug =10 kV, [, =0.5A,
beam depend on z coordinate [49] p=0.1Pa.

0.7

0.5

0.3

01

.

0.16 0.18 0.2

Also provided researches shown, that the interpolation error is strongly de-
pend on position of interpolation points Pz'(”b,- ,z;) on the interpolated interval. It

has been proven, that the minimum error of interpolation is provided to symmetric
interval of ravine data with location minimum in the medium point. And if the
ravine data is asymmetric, the value of error is significantly increased. Namely
this established rule constituted a theoretical basis for further research, which will
be described later in this article.

By the reason of results of this researches the method of interpolation by
higher-order root-polynomial functions is proposed, which will be considered in
next section of the article.

In the paper [50] was described the method of approximation of the trajecto-
ries of electron beams, propagated in ionized gas, using third-order root-
polynomial function (2). Another approach to simulation of focal beam parame-
ters of HVGD electron guns was given in the paper [51].

ASYMMETRIC RAVINE NUMERICAL DATA AND STATEMENT
THE PROBLEM OF ITS INTERPOLATION AND EXTRAPOLATION

Let’s considering left-hand and right-hand asymmetric ravine root-polynomial
functions, which in general form presented in Fig. 2. Here given the basic pa-
rameters of these functions, such as radiuses of electron beam in the Start Point

SP r,,, and End Point EP r, ,, location of this points z,,,, and z,,,, and posi-

tion of beam focus z Iz

It is clear from Fig. 2, that, corresponding to the theory of interpolation, ba-
sic principles of numerical methods, and probability theory [52—58], for interpola-
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tion ravine dependences using root-polynomial functions (2) the additional refer-
ence point with coordinate z,, is considered, and its location is defined by fol-
. I"(i) < Tstart V(l) 2 Tstart .
zp i) =\1,,0 > 7, . -z(i)+ ’ ~Zp i —=1) |+
| Bl O (el B
r(i)<r d . r(i)Zr )
+(rstart 2 end)‘(( “ ]‘Z(Z)—F( .. end 'pr(l+1) 5 4)

iy=Npii=i—1 i=i—1

lowing arithmetic-logic relation:

where N, is the whole number of points in numerical calculation of beam trajec-

tories, which is usually in range Np >10*. On the contrary, the value of the basic

points Npp for solving interpolation tasks is significantly smaller: Nzp =n+1.

Base ,
r(z) _ : 1(2) A Base !
Points | NSR | @ sp Points

Al
1.9P —E
Istart Fend|
Zi  Zp ;
z ° Z . 7 z
start IR ER Zend start ER IR end
a b

Fig. 2. Right-hand (@) and left-hand (b) asymmetric ravine functions: IR — Interpolation
Region; ER — Extrapolation Region; SP — Start Point; EP — End Point; BP — Bound-
ary Point; NSR — numerical simulation result; [ — interpolation result; E — extrapola-
tion result

The basic principles of forming arithmetic-logic relations have been consid-
ered in the book chapter [45].

After using iterative relation (4), finding of location of basic points BP on in-
terval [zy,,.,z,] for right-hand asymmetric function or in interval [z;,,z,,4]

for left-hand one is defined by following relations:
Npp()=(z;2z,) N;(I+kp () +(z; <z,)N,(A=k;())), (5)

where k (/) is the coefficient, which depend on the order of root-polynomial

function and provided the minimal error of interpolation for symmetric ravine
numerical data. For functions of even order usually one basis point is located at
the focus position z, and other symmetrically on the interval of interpolation

(Zstares Zop] OF [2hpsZenq]- For example, for fifth-order root polynomial function:

kf(2)=% and kf(3)=%. For six-order function: kf(2)=% and kf(3)=%.

Correspondent approach to calculation the coefficients k,(/) is related with the

theory of numerical methods [52; 53; 55; 56] and was considered in the paper
[49]. Really, for symmetric ravine function:
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a5

For asymmetric ravine function problem of minimizing error of interpolation
can be solved by to following ways.

1. Using interpolation method with defining position of basic points by
relations (4)—(6). In this case the points are located evenly on interval

. , ) .
[ZstarsZena]» and the focus position z, can’t be considered as a region of

minimal error, because the coefficients & rare calculated for ravine function.

2. Using interpolation method with defining position of basic points by
relations (4)—(6) only for the symmetric region IR (see Fig. 2), and for region ER
solving extrapolation task [53; 54]. In this case the additional basic boundary
point BP is defined by relation (4) and used. Therefore, corresponding to Fig. 2,
for right-hand asymmetric ravine data interpolation provided on the interval
[Zstare»Zpp ], and extrapolation on the interval [z,,z,,,]. In contrary, for left-

hand asymmetric ravine data interval of extrapolation is [z,,,,z;,] and interval
of interpolation is [z;,,z,,,] . For such self-connected interpolation-extrapolation
task maximal error is always observed on the region ER, but in the region of
focus position it is minimized.

Other method of interpolation, which give the average value of error on the
whole interpolation interval, will be considered in the next section of the article.

INTERPOLATION OF ASYMMETRIC RAVINE NUMERICAL DATA USING
ROOT-POLYNOMIAL FUNCTION OF HIGHER ORDER

The main distinguishing feature of proposed method of interpolation is solving of
interpolation task on the whole interval of asymmetric ravine function
[Zart Zena ] but with including into consideration the boundary point BP, which

coordinate, corresponding to Fig. 2, is z;,,. In such conditions other basic point

are located in the IR region, but in ER region used interpolation by root-
polynomial function (2) with the same polynomial coefficients. The order of this
function is Npp, where Npp is number of basic points, located in the IR region.
Therefore, all basic points are located evenly in interpolation interval IE using
relations (4)—(6). The arithmetic-logic relation for defining set of coefficients
{C,,...Cy} of the root-polynomial function of higher order f, (z)by correspond-

ing set of basic points Q(F,,,, b, Fppq) 1 Written as follows:

Q(P'tart’Pbp’Pend) =

N

= (rstart < rstart) ' ({Zstart Fstart } > {ZBEi > rBPj } 5’ {pr >Top } > {Zend >Vend }) +

Jj=l...n

+(rstart 2 rend)'({Zstartﬂrstart}ﬂ{pr’rbp}’{ZBPj ’rBPj} 72’{Zend’rend}) s (7)

Jj=l..n
J=n+ly _ j=n+l Jj=n+l
Q(C =0 )—F(Zj‘j:o J.f‘j:o ).

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4 139



1. Melnyk, A. Pochynok, M. Skrypka

Analytical relations for defining the set of coefficients of the root-polynomial

Jj=n+l

: j=n+1 : Jj=n+l
function Q(C; =0 ) through vector-function F(z j‘j=0

T ‘ J=0
from second to sixth order have been given and analyzed in the paper [49].

Some examples of using relations (4)—(7) for defining the coefficient of root-
polynomial function (2), as well as comparing the error of interpolation using
high-order, low-order functions and combined interpolation-extrapolation
method, will be presented in the next part of the article.

) for function

OBTAINED RESULTS OF INTERPOLATION AND EXTRAPOLATION OF
ASYMMETRIC RAVINE NUMERICAL DATA USING ROOT-POLYNOMIAL
FUNCTION OF LOW AND HIGHER ORDER

Comparing study of applying interpolation and combined interpolation-
extrapolation methods, described above, has been provided by comparing such

types of errors: maximal error €., , average error €,,, error of estimation the

focus position &, and error of estimation focal beam radius ¢, .

Average error is defined by the well-known method of optimization tech-
nique [53; 54] and of mathematical statistics [57; 58] as follows:

NP
Z|rest - Kvim|
_i=l

av
NP

where 7, is the radius of the electron beam, calculated numerically by the set of

; @®)

€

equations (1) using the fourth-order Runge-Kutt method [55; 56], and 7, is the
value of the beam radius, estimated using relation (2). Local error of interpolation
and extrapolation at considered point z has been defined, using relation (3).

All errors have been estimated for different order of root-polynomial func-
tions 72 and length of extrapolation region L,;,; . Task parameter L, is given in
the tables of obtained testing results in absolute value, in meters, and relatively to
the length of the interpolation region IR, in percents.

Task 1. U, =15kV,
I, =55A, p=45Pa, ry,, =
=8.5mm, 0=10.5", :z

0.0050

0.0085

=0.1m.
End  points: l.z,,; =0.16m;
2.2, =0.165m; 3.2z,,=0.17m;
4. 2,0 =0.175m; 5. z,,; =0.18.

Additional boundary basic point:
zp, =0.156822 m.

0.10 011 0.12 013 0.14 015 018 For this example, the depel’ld—

Z,m ence r(z), defined by numerical
Fig. 3. Dependence r(z) for U, =15kV,

I, =55A, P=45Pa, end point
Zgng =0.16 m (screen copy)

00080 start

~ D007

0.0070

0.0085

0.0060

solving the set of equations (1), is
presented in Fig. 3.
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It is clear that the dependence presented in Fig. 3, corresponding to classifica-
tion, given at Fig. 2, is a right-hand asymmetric ravine function. Errors in solving in-
terpolation and self-connected interpolation-extrapolation tasks for this example are
presented in Table 1. Corresponded polynomial coefficients are given in Table 2.

It is clear that the dependence presented in Fig. 3, corresponding to classifica-
tion, given at Fig. 2, is a right-hand asymmetric ravine function. Errors in solving in-
terpolation and self-connected interpolation-extrapolation tasks for this example are
presented in Table 1. Corresponded polynomial coefficients are given in Table 2.

Table 1. Errors of estimation for Task 1

Estimation methods

Type of Interpolation Extrapolation Orders m, of Higher-|  Laas
Error Function Order, n Function Order, n Order Method m /%
4 5 6 4 5 6 5 6

€max> Y0 | 0.51 0.865 0.118 1.355 | 2.26 0.76 32 0.26

€% | 0.1586 | 0.377 | 310° 0.19 |0.338 | 610> | 0.926 | 0.11 [3.17-10°
er, % | 373107 19.3-10°1.87-102%| 0 0 0 0.129 0 /56

5% | 14510* | 0.1536 |4.07-10°|4.33-10 %6810 %/7.12:10"| 0.014 | 510°
Emas% | 098 | 1.434 | 0.281 | 1355 | 226 | 076 | 335 | 03

€% | 0275 | 0.595 | 6.6:10°| 0.19 | 0.338 | 0.059 | 0.96 | 0.16 |3.82:10°/

er, % | 0.1367 | 2:107° | 7.1-107° 0 0 0 0.82 0 14388

&% | 2:10° | 025 |5.3-10* (43310 0.068 |7.12:10™°| 0.069 | 0.0533
Eman % | 1.615 | 2263 | 0537 | 2.65 | 445 | 12 | 4.616 | 088

6% | 047 | 09 | 01376 | 0323 | 055 | 0147 | 14 | 031 1'1301,3/5'
er.% | 0294 | 6102 | 0.17445| 0 0 0 036 | 0 | g3

£,% | 8810° | 0.394 | 3410° |1.32:10"0.0544 | 1.2510°|0.0136 | 0.2478
Ema %0 | 24 | 3447 | 089 | 413 | 692 | 29 |2.7845] 0.563

€, %0 | 07465 | 1.33 0.256 0.53 09 10.2925| 0908 | 0.24 | 1.8175

gr, % | 05257 | 0.1577 | 0345 | 58410° | 0 0 1.0 0o |107%/32

£4% | 2810° | 0.6 | 1.3910° | 3.8910" | 0.0454 | 3-10"" | 0.1147 | 0.0563
Ema 0 | 1219 | 5.11 132 5.8 9.6 | 4367 | 3.13 | 0977

€, %0 | 3385 1.87 0432 | 08166 | 1.379 | 0.51725|1.1168 | 0.37 | 2.1375:

€r, % | 3.078 | 0.6541 | 0.6168 0 0 0 1.05 0 [10%/408

£:% | 14 108752 | 46710° | 9.7610%0.0389 | 42810°| 0.13 | 0.06

Table 2. Coefficients of root-polynomial function (2) for Task 1, z,,;, = 0.16 m

Estimation Coefficients of root-polynomial function (2)
methods Cs Cs Cy G G C Co

>

4.84-10* |2.744-10*|6.07410°| 6474104 -3245107| -5.810°

Higher-order —
26310*| 2.0310* | 65310° |-122210°| 1.1-10°° | -5.63-10% | 1.22:10°

interpolation

4 - - 3.1410° | -1.610° | 3.1310* | -2.7210° | 8.96107
Lower-order [=5 1 000 105 | 99710° | 13310°| 3140° | 26107 | 9.910°
interpolation

6 | 2210 | -1.7-10* | 5487-10° | 9.4510° |9.184107| 477810% | 1.0410°
Interpolation | 4 | — - 3.0610° | -1.57-10° | 3.0510* | -2.66:10° | 8774107

and 5 - 896107 | 3.9810° | 2.0310°| 3.910° | -337107 | 1.110*

extrapolation | ¢ | 2.1110* | -1.626107 | 5239107 | -9036:10°|8.798-107| 45810°|  10°

5

6

Cucmemni docnioxcenna ma ingpopmayivini mexnonoeii, 2024, Ne 4 141



1. Melnyk, A. Pochynok, M. Skrypka

Results of estimations in graphic form for the point z,,; = 0.16 m are pre-

sented at Fig. 4.

ooos

0DOE
S
~

noo7
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Q.11

013 014 Q.16

0.100
£ 0075
E poso
w

0.025

0000

010 .11

012

013 0.14 015 016

0.010
0.00%
:\" 0008
0.007

0.006

0.10 o1l 012

013 014 015 0.16

06

0.4

Erm, %

0z

.0

0.10 011 012

013 0.14 0.15 0.16

0.010 4

0.009 1
Eﬁ 0.008 4
~

0.007 1

0.006

0.10 o1l 01z

0.25 |
0.20 |
#0151
i 0.10
0.05 4
0,00 4

010 011 0.1z

O.‘l3
c  z,m

0.14 015 0.16

Fig. 4. Lower-order interpolation (a), extrapolation (b) and higher-order interpolation (c)

for the Task 1, n =6

In the upper graphs straight line correspond to numerical solving the set
of equation (1) and dash line to estimation of numerical solution in depend-
ences on length of propagation of electron beam. On the lower graphs shown
the error of estimation in dependences on length of propagation of electron

beam (screen copy).
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Dependence of error of estimation for extrapolation and higher-order inter-
polation tasks on the length of extrapolation region L, for different orders of
root-polynomial function presented at Fig. 5.

e
o e

125

| —————— Ll

£ 100

=
= 0rs
E

U psg

625

L_az:d.%
Fig. 5. Dependences of errors of higher-order interpolation (upper) and extrapolation
(lower) tasks on the relative length of extrapolation region L, ,; and order of root-
polynomial function n for Task 1 (screen copy)

Task 2. U, =15kV; I, =55A, p=45Pa, r

srart

=8.5mm, 0=10.5°,

Zyye =0.1m. End points: z,,=0.155m, z,,;=0.153m, z,,=0.15m,

e

Zopg =0.147m, and z,,; =0.145m.

For this example, the dependence 7(z), defined by numerical solving the set
of equations (1), is presented in Fig 6.

It is clear that the de-
pendence presented in Fig. 6,
corresponding to classifica-
tion, given at Fig. 2, is a left-
hand asymmetric ravine func-
tion. The position of boundary
point for left-hand asymmetric
are always different. Corre-
sponded values for this task
are presented at Table 3. Er-
rors in solving interpolation

o on ok o om o and self-connected interpola-

tion-extrapolation tasks for
Fig. 6. Dependence }’(Z) for Uac =15kV, Ib =5.5A, this example are presented in
P =4,5Pa, end point z,,, = 0.155m (screen copy) Table 4. Obtained polynomial
coefficients for different esti-

0.0085 4

0.0080 4

0.0075 4

0.0070 -

0.0065 -

0.0060

mation methods are given in Table 5.

Table 3. Position of boundary points z, in depend on position of end point
z,,q for left-hand asymmetric ravine function, given in Task 2

Zend, M 0.155 0.153 0.15 0.147 0.145
Zpp, M 0.102 0.1038 0.1044 0.1074 0.10942
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Table 4. Errors of estimation for Task 2

Type Estimation methods

of Interpolation Function Extrapolation Function |Orders 7, of Higher-| Laus m/
Error Order, n Order, n Order Method %

4 5 6 4 5 6 5 6

Emax, %0| 0344 | 0.5224 | 6.6:107% | 0.2357 | 0.38 | 00735 | 1.347 | 0.145

€% | 0.1 024 | 1.7-107 [9.1471070.1887 | 0.01455 | 0.4 |5.65107[183107/
er % | 3107 43107 43:10° | 0 0 0 0.6425 0 344
£5,% | 86210°| 0.09 3.89-10°[12410"0.0634 | 1.91-10° | 442610°| 0.0297

Emas %0| 0.344 | 0.44 [7.54-102(0.38143] 0.63 | 0.164 1.03 | 0.084

€% | 97107 | 0.202 |1.58:107%| 0.0736 | 0.134 | 0.0137 | 0.3 |0.0343 [3.810°
er, % | 3107 14.1-107°(8.26:10°| 0 0 0 0.425 0 1779
&5% [8.621077.07-10° 1.05:10°|1.3410 " 0.0336 | 1.1410° | 1.9410° |1.5:102
Emax, %0| 0.3725 ] 0.3685 [8.97-10%| 0.66 | 1.17 03 0.6386 | 0.034

€ % | 0.096 | 0.1628 [1.69-10%| 0.069 | 0.12 | 0.019 | 0.172 |0.0185 |441510°
er, % | 43107 3893107 1.16:10%| 0 0 0 0.214 0 |/9685
£5% | 1791071487107 1.3-107 | 1.310" | 0.012 | 34410 | 510° |5410°
Emax, %0| 03224 [ 0.5224 [ 6.6:107% [ 0.2357 | 0.38 | 735107 | 1.347 | 0.145

€% | 0.1054 | 024 | 1.7-107%|9.15102]0.1887 | 1.4510% | 0.4 |56510°|74210°
er % | 0017 [43:10°]4310° | 0 0 0 0.6425 0 |/1875
€% [2.5210°|8.9-10 |3.89-10 *[1.24'10 6.34-107 19110 | 4.4-10° |297-10°
Emao%| 04 | 0.398 [0.112361| 1.107 | 2.073 | 0.58 022 [7.66:107
€% | 011 | 0.129 [2.2:107%| 0.11 |0.2065|4.81102 | 0.084 [1.66:10%94102/
er % | 0042 [35:10°(1.05-10% 0 0 0 0.06 0 265
&% [19510*| 0.024 [1.31-107° 9.110 |1.54-107 9.7610™ | 4.08-10* 7.3-10*

Table 5. Coefficients of root-polynomial function (2) for Task 2, z,,; = 0.15 m

Estimation Coefficients of root-polynomial function (2)
n
methods Cs Cs Cs C; G G o
4| - - 29510° | -151210° | 295610 * |-2.58210 °| 853810
Lower-order =0 310570 066.10 | 3473410 ° | 5647510 | 440810 7| 13410
interpolation - — — — — - -
6| 2:10™ | -1.54910 510 86410° | 843107 | 4404610°]9.62810
-3 —3 —4 -5 =7
Interpolation | 4|~ — 2.810 1435107 | 2792107* | -2.43107 | 8.06110
and 5 — 185335107 32510° | -1655107° | 3.19810°[-2.766:10 7| 903210
extrapolation [ ¢ 118410 % -141710* | 45710° | -7910° | 7710 | 40310° [8.82110 ™
Higher-order | 5| — | 403107 | 2.9-10% | 8210 | 11510~ |-801810"'| 222710°°
interpolation | 6 [2.2210*| -1.7110* | 5.5110° | -949510°923510| 4.8110° | 1.046:10”°

Results of estimations in graphic form for the point z,,; =0.15m are pre-

sented at Fig. 7. Dependence of error of estimation for extrapolation and higher-
order interpolation tasks on the length of extrapolation region L,;; for different

orders of root-polynomial function presented at Fig. 8.
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Fig. 7. Lower-order interpolation (a), extrapolation (b) and higher-order interpolation (c)
for the Task 2, n = 6. In the upper graphs straight line correspond to numerical solving
the set of equation (1) and dash line to estimation of numerical solution in dependences
on length of propagation of electron beam. On the lower graphs shown the error of esti-
mation in dependences on length of propagation of electron beam (screen copy)
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Fig. 8. Dependences of errors of higher-order interpolation (upper) and extrapolation
(lower) tasks on the relative length of extrapolation region L, and order of root-
polynomial function n for Task 1 (screen copy)

PARTICULARITIES OF ELABORATED COMPUTER SOFTWARE

All simulation results presented in this paper have been obtained using original
software, which has been elaborated for simulation and numerical estimation of
the boundary trajectory of an electron beam propagated in ionized gas. The source
program code has been written using the means of programing language Python,
including advanced mathematic and graphic libraries such as tkinter, nympy, and
matplotlib [59; 60]. The distinguishing feature of elaborated software from the
point of view of the means of programming is including additional advanced li-
braries for creating scientific plots from module matplotlib into traditional ele-
ments of the interface window created using the function of module tkinter
[59; 60]. For the correct solution of this sophisticated programming task, specific
system tools have been used, including the definition of virtual variables and cre-
ating on its base the virtual environment for forming a virtual disk in the operative
memory of a local computer [59; 60]. Corresponding graphic interface windows
of elaborated software for the bookmarks “Interpolation” and “Extrapolation” are
presented in Fig. 9. For saving and further analyzing the obtained graphic infor-
mation, the bottom “Save Graph” has been provided in both interface windows.

For automatic creation of root-polynomial functions on both bookmarks, the
bottoms “Import from SDE Task” have been provided. Using this program’s
functionality is possible only after solving the simulation task for the established
electron beam parameters in the corresponded bookmark “Solving of Differential
Equation of Beam Boundary Trajectory”. But the manual creation of the root-
polynomial function by the » and z coordinates, which have to be input in the corre-
sponded textboxes, is also possible by pressing the bottom “Calculate Manually”.

Errors of estimation, presented in Tables 1 and 4, as well as coefficients of
root-polynomial functions, presented in Tables 2 and 5, are written out in the es-
tablished output text windows on the corresponded bookmarks. All described
elements of the graphic user interface are shown in the copy of these bookmarks,
presented in Fig. 9.
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Fig. 9. Interface windows for bookmarking “Interpolation” (@) and “Extrapolation” () in
elaborated computer software (screen copy)

ANALYSIS OF OBTINED RESULTS AND DISCUSSION

The computer simulation results described in this paper showed that higher-order
interpolation for asymmetric ravine functions gives an average error value. No
minimum error value was detected for this novel estimation method. In general,
from a theoretical point of view, this is due to the location of the reference points
for root-polynomial functions of the appropriate order. Indeed, the &y values de-
termined by relations (5), (6) were chosen correctly only for the corresponded
lower-order of the odd or even root polynomial function (2).

For example, for higher-order interpolation with order of function n, = 5, the
basic points are located as for forth order symmetric function, and additional point,
located at the start of interpolated interval for left-hand asymmetric function or on the
end of this interval for right-hand asymmetric function, is artificially added.

Generally, corresponding to Tables 1 and 4, minimal values of maximal and
average interpolation error are corresponded to standard low-order interpolation,
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but self-connected interpolation-extrapolation task usually given the minimal er-
rors in estimation of focal parameters of electron beam. The same conclusion are
follows from graphic dependences, presented at Fig. 4 and Fig. 7.

But, in any case, average integral error of estimation the beam trajectory by
the higher-order root-polynomial function in the whole segment of interpolation
isn’t so large, therefore such estimation can be preferable in some solutions for
practice application. For simplifying the further corresponded analysis in the
digital presentation all estimation errors for the end point z,,; =0.15 are
rewritten from extended Table 4 to smaller Table 6.

Table 6. Errors of estimation for Task 2 for end point z.,;,= 0.15 m

Methods and . Interpolation and Higher-Order
function order Standard Interpolation Extrapolation Interpolation
N 4 5 6 4 5 6 5 6

Ema %0 | 0.3725 [ 0.3685 [ 897107 | 0.66 | 1.17 03 0.6386 | 0.034

Eas% | 0.096 | 0.1628 | 1.6910°| 0.069 | 0.12 | 0.019 | 0.172 | 0.0185
er, % | 43107 |389310°| 116107 | 0 0 0 0.214 0
g% | 179107487107 1.310° [13-10"] 0.012 | 34410"°| 510° | 5410°

Errors

From the calculation results, presented in Table 6, it is clear, that for higher-
order interpolation the for n = 6 average error (g, =0.0185 %) isn’t so small,
than for standard interpolation by the function of same order (&, =0.0169 %),
but the difference of these errors isn’t so large. Also, and it is very significant and
important that the estimation using higher-order interpolation for n =6 gives the
minimal value of the maximal error, €, =0.034 %.

It is clear also from numerical data, presented in Table 6, that the best results
for estimation of focal radius of electron beam giving the method of interpolation
and extrapolation by forth and six order functions, the level of error ¢,, is range

of from 10" % to 10 %. But such precision estimation of focal beam
parameters usually isn’t necessary for the practical applications. Estimation using
higher-order interpolation method give the value of error ¢,, = 5.4-107> %, which,
certainly, isn’t so small, but usually is suitable for the most of practical applications
[16]. It is also interesting and important, that for self-connected interpolation and
extrapolation method the error of estimation focus position is € = 0 %, but the same
result is observed for higher-order interpolation function in the case of n=6.

As it is clear from Tables 1 and 4, the particularities of the different methods
of interpolation and extrapolation described above are similar for all positions of
the end point, including left-hand and right-hand ravine functions. But, in any
case, the error in the estimation of electron beam boundary trajectories by using
the root-polynomial function (2) is very small, in the range of a fraction of a per-
cent. This result is confirming the pervious preliminary theoretical estimations,
have been provided in the works [47—49].

All research work described in this paper has been provided in the Scientific
and Educational Laboratory of Electron Beam Technological Devices of the National
Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnical Institute”.

CONCLUSION

Generally, provided research has shown that usually the minimal average error g,,
of estimation of the boundary electron beam trajectory using the root-polynomial
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function (2) corresponds to the lower-order interpolation method. The best orders
of these functions are even values, such as n=2, n=4, and n=6. The best es-
timations of electron beam focal parameters have been obtained using the self-
connected interpolation-extrapolation method. The level of error in the estimation
of the focal beam radius ¢,, for this method has been significantly small, ranging
from 107" % to 10'° %, and the estimation by the focus position has been exactly
precise without error. The best results for this method also give the even values of
the order of the root-polynomial function, such as n =4 and n=06. It can be gen-
erally explained by the suitable choice of base points position for the symmetric
part of the ravine function, which is evaluated. The proposed method of higher-
order root-polynomial interpolation gives an average value of error both in the focal
region and at the start and end basic points. The larger values of the average error in
this case are explained by the location of the basic points. Unfortunately, solving the
optimization task of defining the basic points position in this case is impossible.

All simulation results presented in this paper have been obtained using origi-
nal computer software elaborated and developed by applying the advanced
mathematical and graphic means of the Python programming language.

Obtained scientific results and practical recommendations can be interesting
to a wide range of experts in the fields of the physics of electron beams and ad-
vanced electron beam technologies, as well as in the computational mathematics
and methods of interpolation and extrapolation of ravine functions.
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YIOCKOHAJEHHUN METO/I IHTEPIIOJISIIIT TPAHAYHUX TPAEKTOPII
KOPOTKO®OKYCHHUX EJEKTPOHHHUX IMYYKIB 3A JOIIOMOI'OIO
KOPEHEBHX IMOJIHOMIAJBHUX ®YHKIIN BUIIOTO TOPSJIKY TA
HOro MNOPIBHSUIBHE JOCJIJKEHHS / 1.B. Memsank, A.B. IlounHok,
M.IO. Ckpunka

AHoTamisi. Po3riisiHyTO Ta 00rOBOpEHO y3arajbHEHe IOPIBHSHHS TPhOX CyYacHHX,
HOBHUX METO/IiB OL[IHIOBaHHS IPAHUYHOI TPAEKTOPI] €JICKTPOHHUX MY4KiB, 1[0 MOIIH-
PIOIOTBCS B 10HI30BAaHOMY rasi, BKJIIOYAIOYM IHTEPIOJILII0 HIXKYOTO MOPSIKY, ca-
MOY3TO/KCHY 1HTEPHOJIALII0 Ta €KCTPANOJALII0, a TAaKOXK IHTEPIOJIII0 BHIIOTO
MOPSIKY. YCi OIIHKK BiATIOBITHUX MOXHOOK OYyJIM MPOBEACHI BiTHOCHO YHCIIOBOTO
PO3B’s3yBaHHs CHCTEMH ajreOpa-audepeHiialbHuX PiBHSHb, 10 OMHCYIOTh IPaHHU-
YHYy TPAEKTOPIIO €IEKTPOHHOTrO Mydka. Uepe3 BUKOHAHUH aHaII3 MOKA3aHO Ta JIOBe-
JICHO, 10 IHTEPHOJIALiS HUKYOTO MOPSIAKY 3a3BHYail ac MiHIManbHe 3HA4YEHHS Ce-
penHboi NOXMOKM, BUKOPHUCTAHHS METOLY CaMOYy3TODKEHOI iHTepHosiii Ta
EKCTPanoJLii Jae MiHIMalIbHy OXHOKY 1100 OL[HKU (POKAIBHUX HapaMeTpiB elie-
KTPOHHOT'O TIPOMEHS, a IHTEPNOJALsA BUIOTO NMOPSAAKY MOXe OyTH BHKOpHCTaHA
IUTE OTPUMAaHHS PIBHOMIPHOTO 3HAYCHHS MOXMOKH Ha BCHOMY IHTEpPBaNi 1HTEPIIONS-
mii. Yci pe3yabpTaTH OLiHIOBaHHS MOXHOOK OTPUMAHO 3 BUKOPUCTAHHAM OpPHUTiHAIIb-
HOTO KOMIT IOTEPHOTO IPOTPaMHOr0 3a0e3IeYeHHs, CTBOPEHOro 3acobaMy MOBH
nporpamyBanHs Python.

KurouoBi ciioBa: iHTeprossiiisi, eKCTPAOIALIs, IHTSPIIONALSI HH)KIOTO MOPSAKY,
IHTEPIOJIALIS BUIIOTO MOPAIKY, KOPEHEBO-TIOMIIHOMIanbHa (QYHKIIS, SApyKHA (YHK-
Lis, cepenHs MOXHOKa, CICKTPOHHHUH ITy4OK, TPAHUYHA TPAEKTOPisl, BUCOKOBOJBT-
HUH TIII0YXI PO3PSK, €IEKTPOHHO-IIPOMEHEB] TEXHOJIOTII.
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