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THE HYBRID SEQUENTIAL RECOMMENDER SYSTEM
SYNTHESIS METHOD BASED ON ATTENTION MECHANISM
WITH AUTOMATIC KNOWLEDGE GRAPH CONSTRUCTION

D.V. ANDROSOV, N.I. NEDASHKOVSKAYA

Abstract. Sequential personalized recommendations, such as next best offer predic-
tion or modeling demand evolution for next basket prediction, remain a key chal-
lenge for businesses. In recent years, deep learning models have been applied to
solve these problems and demonstrated high feasibility. With the introduction of
graph-based deep learning, it has become easier to perform collaborative filtering
and link prediction tasks. The current paper proposes a new method of building a re-
commender system using a graph representation learning framework in combination
with deep neural networks for sequence-to-sequence modeling and statistical learn-
ing for sequence-to-graph mapping. Benchmarking model performance on an online
retail store visits dataset provides evidence of the method’s ranking capabilities.

Keywords: recommender system, graph neural network, graph embeddings.

INTRODUCTION

First, it is necessary to coin the term “recommender system” to reach a common
understanding of this notion throughout the following work. A recommendation
should reflect the strong relationship between user activities and item relations
[1]. As an example, a user’s preference for a historical documentary is highly cor-
related with dedicating more time to watch another documentary or other educa-
tional program, rather than an action film [1]. These types of relations can be set
explicitly by the group of experts on a level of high granularity or determined in a
data-driven way on an item level.

A recommender system (RS) is a set of statistical models that considers the
certain user’s interaction history, knowledge about this user and each item from
the available interactions, and provides relevant content (recommendation) [2].
Relevancy means an ordering relation of the user’s likelihood to interact with the
set of available items. Hence there exists a broad range of recommender ap-
proaches, such as non-personalized, semi-personalized, and personalized [2]. In
the scope of current work, we focus on the development of the personalized RS,
thus terms “recommender system” and “personalized recommender system” along
with their abbreviations are interchangeable.

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2025

Cucmemni docniodcenns ma ingopmayiiini mexunonozii, 2025, Ne 1 7



D.V. Androsov, N.I. Nedashkovskaya

In recent years, personalized RS have achieved significant success across
various real-world applications, including e-commerce platforms, streaming me-
dia, and online retail industries. A particularly notable area of RS application is
the next best offer (NBO) recommendation task, which involves predicting which
item a user will view or purchase after interacting with the platform.

NBO, also known as next best action (NBA) [3], or generalized as next-
basket recommendation (NBR) [4], is a prevalent use case for any enterprise en-
gaged in business-to-consumer (B2C) operations. Marketing teams in such enter-
prises have been implementing NBO/NBA projects for many years. However,
many of these projects fail to deliver the expected returns [3]. This lack of per-
formance can be caused by several factors: the use of traditional methods, failure
to retrain NBO models with new sets of features (resulting in underutilization of
both breadth and depth of available data), lack of effective campaign validation
methods, technological deficiencies, etc.

The advent of machine learning has provided a renewed perspective on
NBO/NBR. There is now an opportunity to utilize these technologies, along with
comprehensive data, to enhance and optimize basket recommendations more ef-
fectively than before.

As an example, by leveraging deep learning approaches, the delivery of per-
sonalized offers and recommendations was significantly enhanced, overall dem-
onstrating improvements in customer engagement. These enhancements can lead
to increased customer satisfaction and loyalty, which ultimately drive higher sales
and revenue for the business [4; 5].

RELATED WORK

The sequential recommendation task and the next best action task aim to produce
such a recommended item set that satisfies the condition of relevance given the

most recent user interactions. More strictly, given user # € U , user session vector
se€S, where S is the collection of subsets of item set S, candidate item set
I el,, and the content-dependent relevancy function R:UxSx1; —[0,1],

d €N, one can formulate the sequential recommendation task as:
= argmaxR(u,s,Id) ,
where R could be any real-valued function, but usually the likelihood function

R(u,s,1%) = p(u,s | 1°(0))
is applied [6].

Since user sessions could be of arbitrary length, the objective of capturing
long-term dependencies between session items and candidate ones is a key one.
To accomplish this task, models based on high-order Markov chains were proposed,
such as context tree models (CT) [6; 7] and Markov chain similarity models [§].

Context trees construct a partition tree for each user session and then define
a high-order Markov chain by traversing this tree [7].

As an alternative, the combination of high-order Markov chains with similar-
ity-based methods, such as sparse linear methods (SLIM) and factored item simi-
larity models (FISM) allows capturing short-term and long-term user-item and
item-item relations simultaneously [8].
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Besides Markov chain models, deep learning models are widely used for
solving sequential recommendation tasks. Among all deep learning architectures,
recurrent neural networks (RNN) are most widely chosen for accomplishing the
sequential recommendation problem, especially long short-term memory net-
works (LSTM), and their modifications, such as bi-directional LSTM [9; 10].
Similarly to Markov chain-based hybrid approaches, LSTM networks are often
used to capture session-level patterns. Thus, to enrich the proposed recommenda-
tions with learned long-term behavioural patterns, rule-based recommender de-
sign is applied [9]. Alternatively, bidirectional LSTM model was leveraged to
infer recommendation rules based on current and previous user sessions [10].

Recently, a relatively new family of neural networks was applied for this
task, called attention networks [11]. Attention networks are ubiquitously applied
in recommendation retrieval tasks, e.g. hierarchical attention networks, that con-
siders inputs of user-item and item-item interactions to predict further user ac-
tions [12] or stochastic self-attention networks to produce next recommendation
candidates [13].

MATERIALS AND METHODOLOGY

For solving the sequential recommendation retrieval task, it is proposed to rely on
graph neural network (GNN) framework.

GNNs are a family of deep neural networks capable to perform inference on
data structured as graphs [14; 15; 17]. During the training process each vertex
vel of graph G(V, E) updates its representation by aggregating features from

its neighbors. This process can be formalized as:

D c{ AR +b(k)J,

ueN(v)
where hv(k) is the feature vector of vertex v at layer k, N(v) represents the neigh-

bors of v, W and »® are the layer-specific weights and biases, and o is a non-
linear activation function.

After choosing the framework, it is necessary to somehow interpret the input
sequences for the network in form of a graph.

It is intuitively understood, that user-item, user-user and item-item relations
could be naturally represented as a graph G =G(V,E,w, f), where V = <U v > is
a set of users and items (i.e. vertices of a graph), £ =((u,i)|lueU,iel) is an
edge set, and f: E — w is a mapping from edge set to edge weights we R .
Thus, geometrical deep learning frameworks, such as graph neural networks
(GNN) are applied to solve recommendation retrieval tasks [16].

Embedding of such graph, i.e. dense vector collection of node relations
could be obtained by processing G through graph convolution network (GCN)
[15] and attention network [14]. As an example, [14] combines attention mecha-
nism with graph convolutional networks [15] to capture embeddings of user-item
graph and produce next item recommendation for a given user.

GCN updates node features by aggregating features from neighboring nodes,
using the following formula [15]:

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2025, Ne 1 9
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k) _ 5(5_%25_%%")%")) ,

where A=A+1 is the adjacency matrix 4 with added self-loops (identity matrix 7 );

(k)

D is the degree matrix corresponding to A4; h""’ represents the node features at

layer £; WM is the weight matrix at layer k; ¢ is an activation function.

By further considering the assumption that user preferences are non-static in
long-term perspective, it is proposed to add to graph G (continuous) time dimen-

sion 1 €R and obtain in such way dynamic graph G(t)(V(t), E® O, f). In

such case, every user session at time ¢ is generated by traversing the graph G\,

However, synthesis of such graph at a step ¢ = 0 is required based on previous
interactions.

For solving the task above, it is proposed to use rule mining algorithms, such
as computing pointwise mutual information (PMI) [18] between each pair of
bought/seen items, FP-Growth trees [19] and TF-IDF metric [20] for selecting the
most relevant item combinations in the context of each session.

Pointwise mutual information for knowledge graph synthesis

Consider a set of user sessions/transactions D = {s;,5,,...,5,,} , where each trans-

action s; is a set of items {ij,,,....; } from a larger set of items 7.

Let p(i) denote the probability of item i occurring in a transaction, and

p(i, j) denote the joint probability of items i and j co-occurring in the same trans-
action. These probabilities can be estimated as follows:
p(l)=H; P(Z,J)=‘|D| ‘

where | D;| is the number of transactions containing item i, and |D; ;| is the

number of transactions containing both 7 and ;.
The PMI between two items i and j is calculated using the formula:

p(i,J) .
p(Dp(j)

Then by introducing the threshold ¢ and indicator function 1py(; ;). , One

PMI(i, j)=log

can construct a knowledge graph G = GV, Edpyy i jyser S ) -

FP-Growth algorithm for rule mining and knowledge graph synthesis

The FP-Growth (Frequent Pattern Growth) algorithm is a widely used method for
mining frequent itemsets in large datasets, particularly in the context of associa-
tion rule learning. The FP-Growth algorithm is more efficient and scalable com-
pared to other rule mining algorithms like Apriori, since it does not explicitly
generate itemsets, but builds FP-Growth tree for this purpose [19].

Consider a set of user sessions D = {s,5,,...,5,,} , the FP-tree G is defined as:

G ={g| g =(Name(g),Supp(g),Child(g))},
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where each node g is a structure storing the node’s name (Name(g)), its support
value (Supp(g)), and a set of references to its child nodes (Child(g)). Items i €
are vertices of the FP-tree. The path from the root gy to a vertex g represents a set
ofitems Fc/.Let G(i)={geG|g =i} be the set of vertices corresponding to

item 7 € [ . The support of item i is calculated as follows:
Supp (i)=Y Supp(g)-

2eG (i)

To construct the FP-tree, items 7 € [ are ordered in descending order of their
support Supp(i). Items with support below the minimum threshold Supp,,, are
excluded from further consideration. For each element in each sorted transaction
in the initial session/transaction database (TDB), the FP-tree nodes are con-
structed as follows:

e [f a descendant of the current node exists that contains the current ele-
ment, no new node is created, and the support of this descendant is incremented
by one.

e Otherwise, a new descendant node is created with support initialized to one.

o The newly found or created node becomes the current node.

Thus, the levels of the FP-tree correspond to items ordered by descending
support values Supp(i), resulting in a specific order for the set of items.

For FP-Growth trees, it is proposed to clip the maximum height of tree at 2,

thus limiting the maximum frequent pattern length to be 2. Then, the graph G
is directly obtained from the frequent patterns of lengths 1 and 2, and the weight
mapping is defined as follows:

w:e— Supp(e).

Leveraging TF-IDF for knowledge graph construction

Term Frequency-Inverse Document Frequency (TF-IDF) is a metric that is com-
monly used to evaluate the importance of a word in a document from a collection
of documents, called corpus. It is widely used in text mining and information re-
trieval to identify significant words in documents [20]. The term frequency
TF(¢,d) is the number of times a term ¢ appears in a document d. It is often nor-
malized to prevent bias towards longer documents:

[it:1ed)|

A A

T d) =177 ed’

where |{t:ted}| is the number of times term ¢ appears in document d, and
‘{f ited }‘ is the total number of terms in document d. The inverse document fre-

quency IDF(# D) measures how important a term is across the corpus:

D
IDF(t,D) = logm .

where |{d eD:ted }| is the quantity of documents that contain the term ¢. Note
that for the IDF (¢, D) it is encouraged to use logarithm of inverse-document fre-
quency, hence rare items will not receive too big values of TF-IDF score.
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After obtaining the latter measures, the TF-IDF score for a term ¢ in a docu-
ment d is retrieved by multiplying the latter quantities:

TF —IDF (t,d,D)=TF(t,d)x IDF(t,D) .
It is proposed to apply the TF-IDF metric to each pair of user sessions items
(i, j) € s and by interpreting the tuple (7, j) as a single term in document u. After
the following operation, by introducing the threshold ¢ and indicator function

lTFleF(i,j)Zg , one can construct a knowledge graph GO = G(V,E,IPMI(Z-’j)ZE,f) .

Graph Neural Network training algorithm

After obtaining such graph G'*', it is proposed to create a deep neural network,
which algorithm of fitting is shown on Fig. 1.

Algorithm 1 Recommendation retrieval network fitting algorithm (single forward and update pass)

Require: u - user vector, S, - set of sessions, s* - next best offer item for session s, Adj (G[U]) - adjacency matrix of a
knowledge graph G'%), T - discrete time, € [0, 1] - neighbor decay factor, E; - item embedding matrix, Ey - users
embedding matrix;

1 Adj, = Adj (G[‘”)
2 ey := Ey (u)

3 fort=0,...,T
4: forallse S,

5 irue = E (8%)

6 A=0

T: for allics

& calculate sum of embeddings of all neighbors of the item i from the graph G'*) and call it X;;
9: i = (1-a)E (i) + aXy;
10: calculate self-attention over E; and call it as;
11: A +— a;
12: pass the obtained matrix A to the multilayer perceptron and obtain the vector epredicted;
13 Calculate the loss between €predicted and €srue

14:  Update Adj,, Er and Ev according to backpropagation algorithm

Fig. 1. GNN training algorithm

The loss function in the context of the proposed algorithm is the cross-
entropy function:

H (epredicted > etrue) = Ee (etrue) ’

predicted
where E,(¢q) is the expected value of random variable g with respect to the ran-
dom variable p.

For the top-k retrieval phase for the given user u and its session s, it is pro-
posed to calculate affinity scores between embedding each item i€/ and re-
trieved embedding representation of the pair <u,s>. In the scope of the current

approach, it is proposed to use the cosine similarity function:
T .
c0s i, /) = -
-1
Warm embedding initialization
Since the proposed GNN operates with the adjacency matrix of a knowledge

graph G and user and item properties’ embeddings E;; an E;, respectively, it
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is crucial to initialize such embedding matrices in a way to preserve the relation-
ship between embeddings, depicted in the original graph. Thus, it is recom-
mended to leverage warm embedding initialization technique before starting
model training.

Warm embedding initialization is the practice of initializing the embeddings
with pre-trained values rather than random values. This technique leverages prior
knowledge to potentially enhance the model’s performance, particularly during
the initial stages of training.

One can pre-compute embeddings by using such natural language processing
(NLP) models as Word2Vec [21], GloVe [22], and FastText [23].

Since it is necessary to depict the relationships formulated in knowledge
graph G, it is proposed to pre-compute embeddings for G using Node2Vec
algorithm [24].

The main idea is to generate random walks on the graph and treat these
walks as sentences, where each node corresponds to a lexeme, e.g. a word or item
identifier.

Node2Vec generates biased random walks starting from each node to ex-
plore the graph. The algorithm introduces two parameters, p and g:

e p is a return parameter, which controls the likelihood of revisiting a node
in the walk. A higher value makes it less likely to revisit the previous node, pro-
moting exploration.

e ¢ is an in-out parameter, which controls whether the likelihood of visiting
nodes is close or far from the starting node. A higher value biases the walk towards
breadth-first search, while a lower value biases it towards depth-first search.

Once the random walks are generated, Node2Vec utilizes the same Skip-
Gram approach of learning lexeme embedding, as in the original Word2Vec ar-
chitecture [24]. The objective is to maximize the following probability of observ-
ing a node’s neighborhood given its embedding:

max » Y logp(v|u),

uelV veN(u)

where V' is the set of nodes, N(u) is the neighborhood of node u, and p(v|u) is
the probability of node v being a neighbor of node #, modeled using the embeddings.

EXPERIMENTS AND RESULTS

Dataset description

For the experiment purposes, the dataset was selected from an e-commerce con-
sumer electronics retail platform. The schema of the data is presented in the Table 1.

Table 1. Dataset fields description

Column name Column type Column description
user_id unsigned bigint user identifier
product_id unsigned bigint product identifier
category_id unsigned bigint item category identifier
event_type string interaction type (view, purchase)
user_session base64 user session identifier

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2025, Ne 1 13
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The dataset for evaluation of proposed method is a two-month snapshot from
an anonymous e-commerce store database and has approximately 69 million re-
cords and 6.5 million sessions (9 GB of raw data).

Models’ configurations

For the sake of qualitative assessment of experiment results, i.e. understanding the
potential benefits of leveraging the proposed approach, it was decided to use
a LSTM-based deep neural network as a baseline model for sequential recom-
mendation.

For the experiment purposes, the following models’ configuration was se-
lected after performing hyperparameters tuning:

e embedding dimension size — 64;

e number of multi-layer perceptron layers — 2;

e prediction per session — 1 item, i.e. next best offer prediction;

e neighbor decay parameter o — 0.5;

e training step — 0.01;

e number of epochs — 20.

For Node2Vec algorithm, the following configuration was set:

e embedding dimension size — 64;

e number of random walk stages — 3;

e window size for skip-grams generation — 10;

e number of negative samples per skip-gram sequence — 5;

e training step — 0.01;

e number of epochs — 5.

For automated knowledge graph generation for different approaches, the
given thresholds for minimum values were selected:

e for FP-Growth algorithm, the minimum support rate was set at 0.05%
(which roughly correspond to be 1 in 3450 sessions);

o for TF-IDF filtering, the threshold for TF-IDF score for each item was set
at 0.3;

o for PMI-based algorithm, the minimum PMI was set at the value of 12.

In order to evaluate the quality of recommendation retrieval, the most popular
ranking metrics Mean Average Precision@k and Negative Discounted Cumulative
Gain@k were chosen along with average training time per epoch in seconds.

Results and discussions
The results of model evaluation over the dataset are shown in Table 2.

Table 2.Model evaluation

Model Avfbf)‘c“l‘le;’er MAP@1 MAP@10 NDCG@1NDCG@10
baseline LSTM 0.2670 0.0389 | 0.0937 | 0.0388 | 0.1217
proposed GNN w. PMI 610.02 0.1442 | 02551 | 0.1444 | 0.2988
proposed GNN w. TF-IDF | 115.08 0.0844 | 0.1622 | 0.0845 | 0.1960
proposed GNN w.
PP Growth 53.920 0.0399 | 0.0887 | 0.0378 | 0.1150
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Overall, GNNs performs significantly better than baseline LSTM, despite
their training time being slower more than 200 times. Such slowdown is caused
by traversing each time the synthesized knowledge graph G. From the compari-
son above one can decide to stick either with TF-IDF option which provides the
compromise in terms of both accuracy and learning time, or experimenting with
PMI clipping for achieving the 4x increase in recommendation retrieval accuracy
in the scope of next best action prediction. Using FP-Growth algorithm for auto-
matic knowledge graph construction wasn’t beneficial nor in accuracy of predic-
tions, offering the same results as the baseline LSTM model, but yet being much

slower.

The evolution of the MAP@1 metric for all models is depicted on Fig. 2.
The evolution of the MAP@10 metric for all models is depicted on Fig. 3.

’
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On the other hand, the evolution of the NDCG@1 and NDCG@10 metric
for all models are depicted on Fig. 4 and Fig. 5, respectively.
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By examining the results one can conclude that the proposed approach is
feasible to use in the context of the next-best-offer recommendation.

CONCLUSIONS

In the current research the problem of personalized sequential recommendations
was addressed. By conducting a literature review on a given topic, it was discovered
that by leveraging hybrid approaches, including Context Trees and high-order
Markov chains, the problem of sequential recommendation was solved, but with a
severe limitation — order of items to consider depends on order of Markov chain.

By introduction of deep learning and leveraging the ability of (artificial) neu-
ral networks to be a universal approximators, to solve the given problem, deep
recurrent neural networks, namely LSTMs were used, since of their ability of cap-
turing temporal dependencies of arbitrary lengths.

However, RNNs are requiring the data to be only in the form of a sequence,
thus discarding the ability to naturally represent user-user, item-item and user-
item relations as a network. Such a way of representing these relations and captur-
ing them as a knowledge graph, using data mining algorithms, is a key idea of the
proposed research.
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It was also proposed by the current paper to slightly change the mechanics of
an Attention mechanism, to allow capture not only the studied sequence, but examine
associations, presented in a knowledge graph, for each item in the sequence.

By examining different techniques to capture associative similarities be-
tween sets of items, namely TF-IDF, FP-Growth trees and PMI metric, construct-
ing a deep graph neural network with proposed modification of Attention mecha-
nism, and leveraging Node2Vec algorithm to retrieve the embedding matrix of a
knowledge graph, new method for hybrid sequential recommender system design
was introduced.

By benchmarking the models on an anonymous retailer dataset, the evidence
of high precision of GNN models in terms of MAP@#k and NDCG@k for next-
best offer recommendation was obtained.
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T'BPUIHAN METO/{ HO}SY)I[OBI/I CEKBEHIIAJIBHUX PEKOMEHI[AHIfIHHX
CHUCTEM, 3ACHOBAHUU HA ABTOMATUYHOMY CHUHTE3I I'PA®IB 3HAHb
TA MEXAHI3MI YBAT'U / ]I.B. Aunpocos, H.I. Henamkischka

18

Amnoramnisi. [TociioBHI epcoHaNi3oBaHi peKOMeHaNil, Taki sk IPOTrHO3yBaHHs Ha-
CTYITHOI HailKpaloi nmpono3uiii abo MOJENIOBAHHS E€BOJIIOLIT MOMUTY IS IPOTHO-
3yBaHHS HANlOBHEHHS KOIIMKA MOKYIOK, 3aJIMIIAIOTECS KIOYOBUM 3aBIAHHIM IS
6i3necy. OcTaHHIM 4acoM, 3aJIsl BUDIIIGHHS IIMX MPOOJIEM 3aCTOCOBYBAINCS JIaH-
mrorn MapkoBa Ta MoJeni NIHOOKOT0 HaBYaHHS, 10 [IPOrHO3YBAJIX MOCIiJOBHOCTI
B3a€MOJI{ KOPUCTYBAaUiB 13 TOBapaMu, JEMOHCTPYBAJIH BUCOKY €()eKTHBHICTB. [IpoTe
KJIFOYOBHM HEJOJIIKOM TakuxX Mopeneil Oyjo HeyHidikoBaHe mogaHHs HaOOpiB a-
HHX IS OBFOCTPOKOBOTO Ta KOPOTKOCTPOKOBOI'O MPOrHO3YBaHHHS BMOA00aHb. 3
HOSIBOIO apXiTeKTyp IIHOOKOro HaBYaHHS Ha rpadax Ta MOMKIHMBOCTI iX 3aCTOCYBaH-
Hsl OJIHOYACHO B 3aJavax KonabopaTHBHOI (ijbTpauii Ta MpOrHO3yBaHHS 3B’sI3KiB
Mi 00’ €KTaMH, PO3BUTOK PEKOMEH/IAI[IHIUX CHCTEM OTPUMAaB HOBHIA MOIITOBX. [1po-
[OHOBAHO HOBHil METOJ PO3pOOJICHHS TiOPHIHUX PEKOMEHIALIHHUX CHCTEM, SKHI
MO€IHY€ HaBUAHHS MOJaHb TpadiB 3 MIMOOKMMH HEHPOHHHMH MepeKaMH Ui MO-
JICIOBaHHS Ta MPOTHO3YBAHHS IIOCHIZOBHOCTEH, 3 METOI0 PO3B’s3aHHA 3a/ayl BU-
a4yl TOCIHIJOBHUX IIEPCOHANI30BaHMX peKoMeHpaliH. OTpuMaHi pe3yNbTaTH
OLIHIOBAaHHS MPOIYKTUBHOCTI MOJIETi Ha OCHOBI HabOpy JaHWX BiABiIyBaHb Ta Ky-
niBeJb B iHTEPHET-MarasuHi J0BOIATh MOXIIMBICTh PaH)XKYBaHHs Ta MOTEHLIaN s
BITPOBADKCHHSI Oi3HEcaMK y cdepi po3apiOHOT TOPTriBIIi.

KurouoBi cioBa: pexomennauiiina cucrema, rpadoBa HeHpOHHA Mepexka, MOAaHHS
rpadis.
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STUDYING THE RELATIONSHIP BETWEEN TUBERCULOSIS
AND SOCIOECONOMIC, MEDICAL,
AND DEMOGRAPHIC FACTORS IN UKRAINE

D.V. NEVINSKYI, D.I. MARTJANOYV, 1.0. SEMIANIYV, Y.I. VYKLYUK

Abstract. Ukraine is currently experiencing a new, ongoing tuberculosis offensive.
Our study analyzes the impact of various socioeconomic and medical factors, in-
cluding the number of specialized hospitals, fluoroscopic examinations of the popu-
lation, the number of healthcare workers, the level of alcohol and drug abuse, and
others, on the prevalence of tuberculosis among different demographic groups in
Ukraine. Artificial intelligence methods made it possible to identify key factors con-
tributing to the growth or decline in tuberculosis incidence. The results of the SHAP
(SHapley Additive exPlanations) analysis, which offers a methodology for interpret-
ing complex machine learning models, shows the most important factors that influ-
ence the incidence of tuberculosis in Ukraine. The sensitivity analysis provided
more important and detailed information, which confirmed the results of the SHAP
analysis.

Keywords: artificial intelligence, tuberculosis, incidence, socio-demographic fac-
tors, medical factors, demographic factors.

RELEVANCE OF THE WORK

Currently, Ukraine is experiencing a new, regular offensive of tuberculosis. In the
current conditions of development of Ukrainian society, one of the important
problems that needs to be addressed is the spread of tuberculosis, a disease that is
closely related to socioeconomic, medical and demographic factors [1]. The fact
is that tuberculosis, as a social disease, is a mirror of socioeconomic well-being in
the country [2].

The analysis of the ways of spreading, negative consequences for public
health and other aspects of the spread of tuberculosis has long been the focus of
research [3]. At the same time, the study of socioeconomic, medical and
demographic reasons that influence the spread of tuberculosis in Ukrainian
society remains an unexplored area of research.

Only a medical approach to the analysis of socio-economic, medical and
demographic factors that affect the incidence of tuberculosis in Ukraine is insuffi-
cient in timely forecasting the prospects for the development of the tuberculosis
epidemic and developing an appropriate plan to counter its challenges, as a result
of which the incidence of tuberculosis remains extremely threatening not only to
the life and health of our citizens, but also gives reason to consider this situation
as a threat to the WHO European region [4].

Therefore, we used mathematical analysis with the use of artificial intelli-
gence to establish the relationship between tuberculosis and socioeconomic, med-
ical, and demographic factors in Ukraine.

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2025

Cucmemni docniodcenns ma ingopmayiiini mexunonozii, 2025, Ne 1 19



D.V. Nevinskyi, D.I. Martjanov, 1.O. Semianiv, Y. I. Vyklyuk

ANALYSIS OF RESEARCH

Today, scientists are conducting research and modeling of the spread of tubercu-
losis [5]. Another study highlights how socioeconomic conditions contribute to
the spread of tuberculosis [6]. In [7], the authors analyze how access to health
care affects the effectiveness of tuberculosis control. They also consider how de-
mographic changes affect the incidence of tuberculosis [8]. An overview of pro-
gress in the use of artificial intelligence (Al) in medicine [9]

The use of artificial intelligence in tuberculosis research is becoming in-
creasingly popular due to its ability to analyze large data sets, identify complex
relationships, and predict epidemiological trends. In particular, [10] uses various
machine learning algorithms to predict the incidence of tuberculosis, which al-
lows for high accuracy predictions and identification of regions at high risk of
disease spread [11]. The authors have developed a deep learning-based system to
automatically detect major chest diseases, including tuberculosis, in X-rays [12].
Although this study focuses on COVID-19, the methodologies and technologies
they use can be adapted to monitor and predict the spread of tuberculosis, demon-
strating the potential of Al in global epidemic management [13]. In this review,
the authors discuss the possibilities of machine learning in the medical field, in-
cluding its ability to integrate and analyze large amounts of data on socioeco-
nomic factors to better understand their impact on the spread of tuberculosis.

However, there are currently no studies that examine the complex impact of
various factors on the spread of tuberculosis based on artificial intelligence tech-
nology.

Therefore, the purpose of our work is to analyze the impact of various so-
cioeconomic, medical, and demographic factors on the incidence of tuberculosis
among the urban and rural population of Ukraine, in order to identify key factors
that can contribute to the development of more effective strategies for controlling
and preventing the disease.

MATERIALS AND METHODS

Description of the dataset. The dataset for analyzing the impact of various so-
cioeconomic, medical, and demographic factors on tuberculosis incidence con-
sists of the above fields and contains 400 records. The data was collected over the
last 16 years and covers all regions of Ukraine. This dataset includes information
on the number of specialized hospitals, the number of fluoroscopic examinations
per 100.000 population, vaccination data, the number of bacterial isolators, the
incidence among urban and rural residents, and the percentage of different demo-
graphic groups (workers, employees, healthcare workers, students, pupils, pen-
sioners, unemployed, persons returned from prison, persons without permanent
residence, private workers).

The dataset also includes indicators reflecting the level of alcohol abuse and
drug use, the incidence of doctors in specialized hospitals per 10 thousand health
care workers, HIV/TB rates per 100 thousand people, cases of resistant TB,
treatment failure, interrupted treatment, patients dropped out of follow-up, treat-
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ment outcomes for relapses and multidrug-resistant tuberculosis (MDR-TB), and
the number of surgical interventions (lung and extrapulmonary TB surgeries).

Research methodology. The research consists of the following steps:

1. Correlation analysis. At the first stage of the study, correlation analysis
is used to identify statistical relationships between various factors (e.g., number of
hospitals, healthcare workers, vaccination rates) and TB incidence. This allows us
to determine which variables have a potential impact on the prevalence of the dis-
ease. The use of Pearson correlation coefficient helps to assess the strength and
direction of the interaction between variables.

2. Testing different models with cross-validation. The next step is to test
different machine learning models, such as linear regression, decision trees, ran-
dom forest, kNN, support vector machine (SVM), adaptive boosting (AdaBoost),
stochastic gradient descent, back propagation neural networks. Cross-validation is
used to check the stability of models, in our case through 5-fold cross-validation,
where the data is divided into 5 subsets and the model is tested 5 times, each time
using one subset as a test set and the others as training data. The consistency of
the cross-validation results served as an indicator of the presence of overfitting in
these machine learning models and the selection of their hyperparameters. The
following hyperparameters were selected: Linear Regression — Elastic Net regu-
larization L1/L2=50/50, Decision Trees and Random Forest — maximum
depth d =5, Nearest Neighbors Method — selecting the optimal value of the
nearest neighbors — k& =5, Support Vector Machine (SVM) — selecting the pa-
rameters C =0.8 and y =0.1, Adaptive Boosting — Limiting the number of base

models: n_estimators = 50, Stochastic Gradient Descent (SGD) — Elastic Net
reegularozation L1/L2=50/50, Backpropagation — regularization=0.001 and
Dropout d =0.2.

3. Building an ensemble of models. Based on the obtained models, an en-
semble is built that combines the forecasts of the best models to improve the ac-
curacy and reliability of the results. The study used a stacking-based ensemble,
which allowed us to consider various aspects of the data and reduce the variability
of the forecast.

4. Analysis of an ensemble of models. This analysis evaluates the overall
performance of the model ensemble. It evaluates how the combination of models
performs compared to individual models, including an assessment of accuracy,
specificity, and other fit metrics.

5. Determining the importance of factors. Factor importance analysis is
conducted to identify the key variables that have the greatest impact on morbidity.
This may include the use of importance metrics provided by the algorithms that
are included in the ensemble model.

6. Sensitivity analysis. The final step of sensitivity analysis tests the robust-
ness of the model ensemble to changes in the data or in the model parameters.
This involves varying key parameters and assessing the impact of these changes
on the model results.

The study was conducted in the Orange environment. The data flow diagram
is shown in Fig. 1.
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Fig. 1. The scheme of information flows of the study

RESULTS OF THE STUDY

Correlation analysis. Table 1 shows the results of the correlation analysis, which
presents the values of the coefficients of determination R* for various factors that
may affect the incidence of tuberculosis. The coefficient of determination R’
measures the proportion of variation in a given variable that can be explained by
the independent variables in the model. The key conclusions from the table in-
clude:

e Bacterial excretion has the highest coefficient R* = 0.641, indicating a
strong relationship between the frequency of bacterial excretion in the population
and the incidence of tuberculosis.

e HIV/TB (the ratio of HIV and TB incidence per 100.000 population) also

has a significant coefficient of R? =0.542, which emphasizes the link between
these two diseases.

¢ Fluoroscopic examinations have a coefficient of R? =0.501, which in-
dicates the importance of regular medical examinations in detecting and control-
ling tuberculosis, especially in risk groups.

e Physician morbidity and surgical treatment also show relatively high
R’ values, which may reflect the impact of non-compliance with infection control
conditions and the importance of surgery in some cases as an additional treatment
method.

e The low R? coefficients for variables such as alcohol and drug abuse
and demographic groups (e.g., pensioners, students, workers) indicate a less
pronounced direct impact of these factors on morbidity compared to medical and
epidemiological factors.
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Table 1. Results of the correlation analysis

Factor R?

Bacterial excretion 0.641

HIV/TB (per 100 thousand) 0.542
Fluoroscopic examinations of the population (per 100 thousand) 0.501

Morbidity rate of doctors (per 10 thousand medical staff) 0.48
Surgical treatment (easy number of operations) 0.468
Resistant TB 0.466

Interrupted treatment 0.433

Unsuccessful treatment 0.387

Relapse rate (interrupted treatment) 0.379
Relapse rate (cured) 0.378

Expelled. 0.369

Non-operational (% of total) 0.364

MLS-TV (withdrawn) 0.335

Surgical treatment (total number of operations) 0.317
Relapse rate (unsuccessful treatment) 0.311
Recidivism rate (discharged) 0.308
Pensioners (% of total) -0.294

Number of hospitals 0.216

Vaccinations carried out 0.2

R-treatment of MDR-TB (interrupted treatment) 0.146
Drug use (% of total) 0.118

Without a permanent place of residence (% of total) -0.111
Alcohol abuse (% of total) -0.107

Employees (% of total) -0.091

MDR-TB treatment (failed treatment) 0.076
Private employees (% of total) -0.056

Students (% of total) 0.052
Employees (% of total) -0.047
People who returned from places of deprivation of liberty (% of the total) -0.019
Students (% of total) -0.01

Medical workers (% of total) 0.002

Testing different models by cross-validation. The next step was to analyze
the performance of the above machine learning models in the context of tubercu-
losis incidence prediction using the 5-fold cross-validation method. The main
parameters evaluated include the mean square error (MSE), root mean square
error (RMSE), mean absolute error (MAE), mean absolute percentage error
(MAPE), and coefficient of determination (R?). The results of the study are

presented in Table 2.
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Table 2. Results of testing different machine learning model

Machine Learning Model MSE RMSE MAE MAPE R’
Linear Regression 108.04 10.39 7.87 0.14 0.71
Neural Network 111.52 10.56 7.54 0.14 0.70
kNN 265.11 16.28 11.93 0.26 0.29
Decision Tree 191.64 13.84 9.42 0.18 0.49
Random Forest 80.92 9.00 6.64 0.13 0.78
SVM 255.39 15.98 11.69 0.25 0.32

AdaBoost 72.49 8.51 6.22 0.12 0.81
Stochastic Gradient Descent 132.32 11.50 8.52 0.16 0.65
Stacking 62.99 7.94 5.78 0.11 0.83

As can be seen from the table, the linear regression performed satisfactorily

with a coefficient of determination of R* =0.71, indicating that the model is
moderately adequate for this data set. Although the RMSE and MSE are relatively
high, this indicates potential deviations in predictions, especially when consider-
ing large and complex data. Neural networks are almost equal to linear regression
in terms of R?, but require more careful tuning and computational resources.
This model can be particularly sensitive to overfitting due to the complexity of the
model structure.

The KNN model showed the worst results with R? = 0.29, which indicates
low prediction accuracy. The high MSE and RMSE values emphasize that the
model does not work efficiently with the data, possibly due to insufficient data for
training or mismatched model parameters. Decision trees showed average results
(R? =0.49) . This model is sensitive to changes in the data, and can create com-
plex structures that lead to overfitting, especially in cases where tree pruning
techniques are not applied.

Random Forest showed one of the best results (R* =0.78), demonstrating

high accuracy and reliability of predictions. It efficiently manages overfitting and has
a high classification and regression capability, thanks to the ensemble approach.
The support vector machine (SVM) method showed low efficiency

(R? =0.32) with high MSE and RMSE, which may indicate the need to refine
and optimize the kernel parameters to improve prediction.

Adaptive boosting (AdaBoost) showed the highest performance (R 2 = 0.81)
among all the models considered, with the lowest MSE and RMSE, indicating
high accuracy and reliability. This model adapts well to different datasets, im-
proving accuracy by consistently reducing the weight of errors in the training data

Stochastic Gradient Descent performed moderately well (R 2= 0.65), show-

ing potential in situations where large datasets need to be optimized quickly.
However, the method can be sensitive to noise in the data and requires careful
tuning of the learning rate.

Building an ensemble of models. Based on the analysis of the performance
of various machine learning models, it is proposed to create an ensemble of mod-
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els using Stacking method, including the following estimators: linear regression,
neural network, adaptive boosting (AdaBoost), and random forest. These models
were chosen because of their high performance and complementarity in solving
forecasting problems.

Stacking technology has the following advantages:

1. Complementarity of models: Random Forest and AdaBoost have demon-
strated high accuracy in prediction, but they may tend to overlearn or bias in cer-
tain scenarios. Linear regression, while less accurate, offers stability and good
generalization. Neural networks work effectively with non-linear relationships in
data. Stacking allows you to combine their predictions, which can improve the
overall accuracy and reliability of forecasting.

2. Reduce variability and errors: Stacking uses a linear model to stack pre-
dictions from the underlying models. This not only preserves the strengths of each
model, but also effectively reduces the errors that can occur when using any sin-
gle model.

3. Improved generalization: Using the predictions of different models as in-
put to a “metamodel” in stacking allows the ensemble to generalize more effec-
tively on unseen data, which is critical for real-world forecasting tasks.

Analysis of an ensemble of models. As can be seen in Table 2, the Stacking
model shows the best performance among all the methods considered:

e R?% The highest among all models, 0.83, indicating that the Stacking
model explains approximately 83% of the variation in response across the dataset,
outperforming its closest competitor (AdaBoost) by 0.02 points.

e MSE and RMSE: Stacking has the lowest MSE (6299) and RMSE (794),
which indicates lower overall prediction errors compared to other models.

e MAE and MAPE: Also the lowest among all the models considered
(MAE =578 and MAPE = 0.011), which emphasizes the high accuracy of the
forecasts created by the Stacking model.

Compared to individual models such as AdaBoost and Random Forest,
which also showed high accuracy rates, Stacking provides an additional im-
provement in accuracy and stability. This demonstrates the power of a combined
approach that considers different aspects of the data and the problem, while re-
ducing the likelihood of overfitting that can occur with individual models.

Thus, stacking turned out to be the most efficient method among the ana-
lyzed ones, showing the highest performance across all evaluation criteria. This
makes it an ideal candidate for use in real-world environments where high accu-
racy and reliability of forecasts are important.

Determining the importance of factors. The analysis of the importance of
the factors, performed using a stacked model, allows us to identify the key
variables that have the greatest impact on the incidence of tuberculosis.
Assessment of the importance of each factor in the model allows us to better
understand the dynamics of morbidity and optimize intervention strategies. Table
3 show the results of the importance of factors based on the stacked model.

As we can see from the data, the rate of bacterial shedding differs
significantly from the others, which is fully supported by the literature [14]. It
seems somewhat unexpected that the surgical treatment rate was among the
factors with a significant impact. According to the current global TB treatment
protocols, surgical treatment is indicated only in certain cases and is no longer
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used as often as it used to be. All other factors undoubtedly have an impact on the
incidence of tuberculosis, which is confirmed by medical research data [1].

Table 3. Importance of factors in the stacking model

Feature Importance
Bacterial excretion 0.405
Fluoroscopic examinations of the population (per 100 thousand) 0.059
Surgical treatment (easy number of operations) 0.026
MDR-TB treatment (failed treatment) 0.020
Expelled 0.016
Morbidity rate of doctors (per 10 thousand medical staff) 0.015
Resistant TB 0.015
MLS-TV (withdrawn) 0.014
HIV/TB (per 100 thousand) 0.011
People who returned from places of deprivation of liberty (% of the total) 0.009
Non-operational (% of total) 0.008
Alcohol abuse (% of total) 0.007
Pensioners (% of total) 0.007
R-treatment of MDR-TB (interrupted treatment) 0.006
Unsuccessful treatment 0.006
Vaccinations carried out 0.006
Number of hospitals 0.005
Relapse rate (unsuccessful treatment) 0.005
Without a permanent place of residence (% of total) 0.005
Relapse rate (cured) 0.004
Surgical treatment (total number of operations) 0.004
Students (% of total) 0.004
Recidivism rate (discharged) 0.004
Relapse rate (interrupted treatment) 0.004
Employees (% of total) 0.004
Medical workers (% of total) 0.003
Private employees (% of total) 0.003
Interrupted treatment 0.003
Drug use (% of total) 0.003
Employees (% of total) 0.002
Students (% of total) 0.002

As one can see from the results:

e Bacterial shedding is the most important factor (0.405), indicating a high
level of influence on TB incidence. This emphasizes the need to focus on control-
ling the spread of bacterial shedding, as this indicator correlates with high inci-

dence rates.

o Fluoroscopic examinations have the second most important indicator
(0.059). This confirms the importance of regular medical examinations, especially
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for risk groups, in detecting and preventing the disease, which allows for early
identification of new cases of tuberculosis.

e Surgical treatment and outcomes for MDR-TB are also important vari-
ables. This reflects the importance of additional surgical interventions, in addition
to chemotherapy, and the importance of successful treatment in the context of
fighting resistant forms of TB and the need to improve and optimize treatment
strategies.

o The incidence of physician-associated and resistant TB is also relatively
high, which may indicate the risk of non-compliance with infection control measures in
healthcare facilities and challenges associated with the spread of resistant forms of TB.

e Less important, but still significant, variables include HIV/TB co-
morbidity, reentry from prison, and socioeconomic indicators such as alcohol
abuse. These variables indicate the complexity of the links between social condi-
tions and disease, which requires a comprehensive approach to community health.

Sensitivity analysis. Sensitivity analysis and SHAP analysis are important
tools for analyzing the spread of tuberculosis, which help to better understand the
mechanisms of the model and its response to changes in input data.

SHAP (SHapley Additive exPlanations) analysis offers a methodology for
interpreting complex machine learning models. It allows one to identify the con-
tribution of each factor to the model’s prediction, which is crucial for transpar-
ency and clarity in medical and policy decision-making. In the context of tubercu-
losis, SHAP analysis helps to identify which factors are most important for
disease incidence, which can help to develop targeted interventions.

Sensitivity analysis is used to assess the stability and reliability of predictive
models by determining how they respond to changes in input parameters. In the
context of this study, this analysis allows us to test how small changes in factors,
such as the number of medical examinations or demographic composition, can
affect the model’s conclusions. This is critical to ensure the accuracy and repro-
ducibility of the results, especially in settings where models may be used to sup-
port public health decisions.

Fig. 2 shows the SHAP analysis of the stacking model. The graph shows the
most important factors of the model. Each point on the graph corresponds to a
SHAP value for each factor. The SHAP value is a measure of how much each
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Fig. 2. SHAP analysis of the stacking model
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factor influences the model outcome. A higher SHAP value (greater deviation
from the center of the graph) means that the factor value has a greater impact on
the prediction for the selected class. Positive SHAP values (points to the right of
the center) are the values of features that influence prediction. The SHAP value
shows how much the feature value affects the predicted value from the average
prediction. The colors represent the value of each factor. Red represents a higher
texture value and blue represents a lower value. The color range is determined
based on all the values in the dataset for the object. As you can see from Fig. 2,
the results of the SHAP analysis fully confirm the importance of the factors.

Sensitivity analysis provides more important information. Figs. 3—5 show the
dependence of changes in tuberculosis incidence on changes in the most impor-
tant factors.

All graphs are individual sensitivity plots for each individual row in the da-
taset. The yellow graph shows the average value of all records.
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Fig. 3. The dependence of changes in tuberculosis incidence on bacterial shedding per
100 thousand people
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Fig. 4. The dependence of changes in tuberculosis incidence on bacterial shedding per
100 thousand people
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Fig. 5. Analysis of the sensitivity of tuberculosis incidence to the rate of surgical treatment
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The logarithmic growth of the incidence shows a rapid increase against the
background of an increase in bacterial shedding, but then a stable saturation level
is determined. From a medical point of view, this is explained by the fact that ac-
tive bacterial shedders quickly infect their contacts, and then the process of infec-
tion spread is suspended until new active patients start infecting others. This
points to the importance of the efforts of health care systems in developed coun-
tries, which are primarily aimed at identifying and starting treatment of patients
with bacterial excretion as soon as possible. Such patients pose a danger to others,
often without realizing it. One undetected patient can infect 10 to 15 people who
are in close daily contact with him or her. Thus, the result fully confirms the
WHO epidemiological studies.

The linear increase in morbidity against the background of the fluoroscopic
examination rate demonstrates a gradual, steady increase in the number of active
TB patients. The importance of fluoroscopic examinations is confirmed by the
latest WHO recommendations, especially the statement that fluoroscopic exami-
nations of the population should focus on high-quality screening of risk groups
rather than on random screening of everyone. Since Ukraine still has a quite high
incidence of tuberculosis, and the number of internally displaced persons reached
4.9 million during the war period, all these people can be considered a risk group.
The importance of regular fluoroscopic preventive examinations has been con-
firmed by numerous studies [15], and the fact that the sensitivity analysis ranked
this indicator second in terms of its impact on morbidity is logical and under-
standable for the medical community.

An analysis of the sensitivity of the active TB incidence rate to the pulmo-
nary tuberculosis surgical treatment rate shows a logarithmic increase at the be-
ginning and a rapid transition to a stable level. This is due to the achievement of
drug-free treatment of tuberculosis over a certain period. The number of surgical
treatments for pulmonary tuberculosis is decreasing every year, but there are no
large studies on the correlation of this indicator with the incidence of pulmonary

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2025, Ne 1 29



D.V. Nevinskyi, D.I. Martjanov, 1.O. Semianiv, Y. I. Vyklyuk

tuberculosis [16]. The sensitivity analysis demonstrated exactly these results the
surgical interventions rate, as we performed statistical processing of the data from
2007, and for most of this sixteen-year period, surgical treatment was performed
along with chemotherapy for tuberculosis.

CONCLUSIONS

The use of artificial intelligence to analyze socioeconomic, medical, and demo-
graphic data has helped to identify the main factors contributing to the incidence
of tuberculosis in Ukraine. In particular, the analysis confirmed the significant
impact of the number of specialized hospitals, fluoroscopic examinations of the
population, and the frequency of bacterial excretion on the incidence rate.

The development and validation of machine learning models, including lin-
ear regression, random forests, and adaptive boosting, allowed for accurate fore-
casting of tuberculosis incidence. The use of 5-fold cross-validation increased the
reliability of the predictions, ensuring stability and accuracy across different de-
mographic groups.

The results of the SHAP analysis, which offers a methodology for interpret-
ing complex machine learning models, show the most important factors that in-
fluence the incidence of tuberculosis in Ukraine, with the greatest impact shown
in bacterial excretion rates and fluoroscopic examinations of the population.

Interpretation of complex models through SHAP analysis and sensitivity
analysis provided a deep understanding of the impact of individual factors, allow-
ing for the formulation of targeted strategies for TB control and prevention. This
creates the basis for informed decision-making in the field of public health and
optimization of health care resources.
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BUBYEHHSA 3B’SAI3KY MIXK TYBEPKYJbO3OM TA COLIAJIBHO-
EKOHOMIYHUMH, MEJUYHUMH, NEMOI'PACIYHUMHN YUHHUKAMU
B YKPAIHI / 1.B. Hesiucekuid, JI.I. MaptesiaoB, .O. Cem’sHiB, S.1. Bukirok

AHotanisi. Harenep Ykpaina nepexuBae HOBUIl, YeproBHI HACTYIl TYOEpKYIbO3Y.
Lle mocmimkeHHs aHali3ye BIUIMB Pi3HUX COL[iaIbHO-€KOHOMIYHHMX Ta MEIHMYHUX
(hakTopiB, BKIIOYAIOYM: KUIBKICTh CHELIaNi30BaHUX JiKapeHb, Qirooporpadigai
OTJISIAN HACENCHHS, KUTbKICTh MEOUYHHX MPAIliBHUKIB, PIBEHb 3JOBXHUBAHHS aJKO-
TOJIeM Ta HapKOTHKAaMH Ta iHIII Ha IOMHMPEHICTh TyOepKyIb0o3y cepel] pi3HUX AeMO-
rpadiyHuX Ipyn HaceJIeHHS B YKpaiHi. BUKOpHCTaHHS METOMIB MTYyYHOTO iHTENIEK-
TY [aio 3MOry BHM3HAYUTH KIIFOYOBI YMHHHKH, IO CHPHSIOTH 3POCTAHHIO a0o
3HI)KEHHIO 3aXBOPIOBAHOCTI Ha TyOepKkyibo3. Pesynsratn SHAP (SHapley Additive
exPlanations) aHanizy, siKuif IPOMOHYE METOJONOTIIO ISl iHTeprpeTawii CKIaIHuX
MoOZeeil MalMHHOTO HaBYaHHs, MOKa3ye HalBaXJIMBIlIi (aKTOPH, sSKi BILIMBAIOTH
Ha 3aXBOPIOBaHICTh TyOepKyJIb030M B YKpaiHi. binbmn BaxmuBy iHpoOpMariro Hece
aHaJi3 Yy TIMBOCTI, SKU{ MiATBEPAUB OTpUMaHi moka3Huku B SHAP anamisi.

KurouoBi ciioBa: mTydHuil iHTEIEKT, TyOepKyJb03, 3aXBOPIOBaHICTh, COLIAIBHO-
neMorpadidHi YUHHUKU, MEIUYHI YHHHUKH, [eMorpadidHi YHHHUKH.
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EFFICIENCY COMPARISON OF MISSING DATA IMPUTATION
METHODS IN PREDICTIVE MODEL CREATION

A. POPOV

Abstract. Missing data is a common issue in data analysis and machine learning.
This article analyzes the impact of missing data imputation methods during the data
preprocessing stage on the quality of forecasting models. Selected methods are list-
wise deletion, mean imputation, and two implementations of the multiple imputation
method in Python and R languages. Selected classifiers are Logistic Regression,
Random Forest, Support Vector Machine, and Light Gradient Boosting Machine.
The performance quality of forecasting models is estimated using accuracy, preci-
sion, and recall metrics. Two datasets were used as binary classification problems
with different target metrics. The highest performance was achieved when the R im-
plementation of the multiple imputation method was combined with RF and LGBM
classifiers.

Keywords: missing data, imputation methods, forecasting models, machine learning.

INTRODUCTION

Today, every forecasting task involves processing large amounts of information.
One of the key aspects of preparing data for creating predictive models is han-
dling missing values, as machines learning algorithms mostly require complete
data. In real-world datasets, it is common to find gaps that can occur for a variety
of reasons, such as technical issues, human errors, the specifics of the research in
which the data was collected, and other factors. Missing information in a dataset
can distort statistical parameters, which can have a serious impact on the quality
and reliability of the model and lead to incorrect conclusions. With proper han-
dling of missing data prior to model training, the probability of successful training
of a predictive model can be increased, which will positively affect its quality.

MISSING DATA MECHANISMS

To describe the logic behind the occurrence of missing data, the concept of a
missing data mechanism was created. A mechanism is a term that is meant to de-
scribe in a general way the relationship between missing and observed data. Ac-
cording to the most common classification, there are three types of mechanisms
based on what determines the probability of missing a particular variable in the
observation: missing completely at random (MCAR), missing at random (MAR),
and missing not at random (MNAR; Rubin 1976 [1]). MCAR is the case when the
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missingness is completely random, i.e., independent of the values of the variables
in the set. This mechanism usually poses the least problems for imputation, since
the statistical parameters of the data are by definition not biased. MAR — the ab-
sence of data on a particular variable depends on the values of other variables in
the set, but does not depend on the value of the variable itself. This mechanism
inherently contains bias and requires more careful handling than MCAR.
MNAR — the absence of a variable depends on the value of the variable itself.
This is the most complicated mechanism that does not have a clearly described
solution, and in this case, the processing of missing data requires a specialised
approach. Figure shows a simplified diagram of the mechanisms, where Y is the
variable in question, M is an indicator of missing data for Y, X is other variables,
a solid arrow is an existing dependency, and a dashed arrow is a possible dependency.

i
® 06006

MCAR MNAR

Simplified diagram of missing data mechanisms

KEY STAGES OF IMPUTATION

Data analysis. Determining statistical parameters of the available data, analysing
relations between variables, correlations, identifying missing data, analysing them
if possible, and determining the mechanism of their formation. The purpose of
this stage is to gain an understanding of the available data and, ideally, the miss-
ing data, which will greatly facilitate the process of filling in the data.

Method selection for processing missing data. The large variety of available
methods allows choosing the most suitable option for a particular task. The choice
may depend on the amount of missing data, the mechanism behind it and com-
plexity. Simple single-imputation methods (such as mean, mode, interpolation)
are very popular and generally accepted, they are easier to understand and imple-
ment, but have disadvantages that limit their use. Sophisticated methods usually
provide better imputation because they are able to take into account the relations
between the data and do not skew the statistical parameters as a result, thus there
are fewer limitations to their use. [2] In many cases, it makes sense to choose sev-
eral methods and compare the results to choose the most appropriate one for the
task at hand.

Performing the imputation. Application of the selected methods to fill in the
missing values based on the observed data. This stage results in a complete data-
set. The statistical quality of the imputation may depend on the nature of the gaps,
the number of gaps, and the selected method. The wrong choice of method can
lead to significant distortion of the results.

RELATED WORK

The topic of missing data processing is addressed in a large number of different
studies, since it appears in any field and can be solved in a variety of ways with
different levels of efficiency. With the accelerating development of artificial intel-
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ligence and machine learning technologies, the topic of missing data processing
has become even more discussed — high-quality process modelling in any field
requires high-quality data, which creates the necessity of efficient processing of
missing values. Research on methods is diverse, and depends on the goal of the
researchers: some papers address general issues, review methods, and propose
solutions [3—7]. In other works, there is a specific problem and methods for solv-
ing it are considered.

In particular, in the paper “The impact of imputation quality on machine
learning classifiers for datasets with missing values” [8], the authors study the
impact of imputation methods on the predictive ability of models. The methods
studied are mean imputation, multiple imputation by chained equations (MICE),
MissForest, generative adversarial imputation networks (GAIN), and missing data
importance-weighted autoencoder (MIWAE); the selected datasets include both
complete datasets with MCAR gaps of 25-50% and datasets with intrinsic MNAR
gaps. The models under study are logistic regression, random forest, XGBoost,
and artificial neural network. The selected datasets are used to compare the results
between the trained models. The paper uses a multivariate ANOVA model to
evaluate the impact of the imputation on the quality of the models. The results
show that the quality of predictive models depends on the amount of missing data
and training on imputed datasets usually produces lower quality results compared
to training on complete datasets. At the same time, for the same dataset, the qual-
ity ranking of the models usually does not change for different amounts of miss-
ing data, i.e. a model that performs better on 25% of missing data will also per-
form better on 50% of the missing data. Different methods perform better
depending on the dataset, but some imputation methods have less variation in
quality across datasets, with MIWAE consistently performing well across the
study. In some cases, logistic regression, which typically has the worst quality
metrics, was also able to achieve high quality metrics.

Another paper by Jale Bektas, Turgay Ibrikci, and Ismail Turkay Ozcan [9]
investigates the impact of imputation methods on the quality of classifiers in the
task of diagnosing coronary artery disease. In this paper, three imputation meth-
ods based on machine learning techniques (K-means, multilayer perceptron, and
self-organising maps) are presented and their performance is compared with the
conventional mean imputation method and listwise deletion. The selected classifi-
cation methods were Logistic Model Trees (LMT), multilayer perceptron, random
forest method, and support vector machine. The developed imputation methods
showed significantly better results than the mean imputation method, which was
ranked fourth in terms of model quality, surpassed only by the listwise deletion.
The best results were achieved when using self-organising maps (88.23% accuracy),
and the most stable results were obtained when using a multilayer perceptron.

The papers “Do we really need imputation in AutoML predictive model-
ling?” [10] and “Does imputation matter? Benchmark for predictive models” [11]
investigate the necessity of using complex imputation methods in machine learn-
ing processes. In the first study, 6 imputation methods were used to process data
in 25 datasets with natural missing data and 10 datasets with artificial missing
data. In the second one, 7 imputation methods were used on 13 classification
tasks. The conclusions of both papers are that simple methods usually perform
slightly worse than more complex methods, while gaining considerably in compu-
tational power. The first paper found that using a binary indicator with simple
mean/mode imputation (for continuous and categorical data, respectively) per-
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formed well and was significantly more efficient than more complex methods. In
the second paper, simple methods also achieved good results, although even with
similar predictive quality of the models, more complex methods produced more
statistically accurate imputations.

In summary, the use of imputation methods at the stage of data preprocess-
ing is a common subject in machine learning, with wide application regardless of
the specific field of study.

STATEMENT OF THE RESEARCH PROBLEM

The purpose of this paper is to investigate the impact of missing data processing
method on the quality of predictive machine learning models. In the process, we
take complete datasets and using them as basis we artificially create datasets with
different missing data configurations to study the effect of imputations on the
predictive ability of models. All datasets are taken from the public domain.

The research algorithm consists of the following general steps: selection of
imputation methods for the study, selection of prediction methods, search and re-
search of datasets, creation of datasets with missing data, processing missing data,
training models on the obtained datasets, and analysis of the results.

Four imputation methods were selected for the study:

1. Listwise deletion.

2. Mean imputation.

3. Multiple imputation using Python library scikit-learn (Iterative Imputer).

4. Multiple imputation using R library MICE.

The following 4 algorithms were chosen as forecasting algorithms:

1. Logistic regression.

2. Support vector machine.

3. Random Forest.

4. LGBM (Light Gradient Boosting Machine).

The first selected dataset is the Churn dataset of bank customers, the task of
classification is to determine customer churn, i.e. to identify customers who are
likely to cancel their bank services based on the available data. The selected data-
set consists of 10.000 records and 10 variables, including 4 continuous and 6
categorical variables. The continuous variables are: CreditScore — customer’s
credit score, EstimatedSalary — customer’s estimated salary, 4ge — customer’s
age, and Balance — customer’s balance. Categorical variables include: Geography
— country of origin of the customer, Gender — gender of the customer, Tenure —
number of years the customer has been with the bank, NumOfProducts — number of
bank products used by the customer, HasCrCard — indicator of whether the
customer has a bank credit card, isActiveMember — indicator of customer activity,
and Exited — target variable reflecting the churn/retention status of the customer.

To handle missing data, we use only continuous variables. In total, 12 data-
sets with different types and numbers of gaps were created, including 4 datasets
with only MCAR gaps, 2 datasets with only MAR gaps, 1 dataset with only
MNAR gaps, 2 datasets with mixed MCAR and MAR gaps (such datasets are
considered in the MAR category), and 2 datasets with mixed gaps using MNAR
gaps. As a result, 48 datasets were obtained after completion of the imputation.
[12] Datasets with mixed gaps are considered in the category of a less strong as-
sumption — for example, for mixed MAR and MCAR gaps, the dataset is consid-
ered in the MAR category.
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The second selected dataset is a set of characteristic parameters of wine for
the purpose of wine quality classification. The selected dataset consists of 1599
records and 12 variables, of which 11 are continuous and 1 is a categorical vari-
able. The categorical variable is the target variable quality. The continuous vari-
ables are: fixed acidity — fixed (nonvolatile) acids, volatile acidity — the amount
of volatile acids, citric acid — the amount of citric acid, residual sugar — the
amount of residual sugar after the fermentation process is stopped, chlorides —
the amount of salt, free sulfur dioxide — the free form of SO, that exists in equi-
librium between molecular SO, (as a dissolved gas) and bisulfite ion, total sulfur
dioxide — the amount of free and bound SO,, density — the density (the density
of wine is almost the same as that of water, depending on the alcohol and sugar
content), pH — an indicator of the acidity/alkalinity of wine from 0 to 14 (most
wines are between 3—4 on this scale) and sulphates — additives to wine that can
contribute to the level of SO,.

In total, 9 datasets with different types and numbers of gaps were created,
including 3 datasets with exclusively MCAR gaps, 2 datasets with exclusively
MAR gaps, 1 dataset with exclusively MNAR gaps, 1 dataset with mixed MCAR
and MAR gaps, and 2 datasets with mixed gaps using MNAR gaps. As a result,
36 datasets were obtained after the completion of the imputation.

PERFORMANCE METRICS

To evaluate the quality of the obtained predictive models, we used the accuracy,
precision and recall metrics based on the confusion matrix.

e Accuracy is a metric of the overall classification accuracy of the model,
calculated as the ratio of correct predictions to all predictions.

e Precision is a metric that shows how many positive predictions were correct.

e Recall is a metric that shows how many elements of a positive class were
detected by the model.

For each dataset, one of the metrics is the target metric, i.e. the main quality
criterion in the context of a particular task. The quality comparison was performed for
the values of the target metrics for the models trained on the imputed datasets.

In the Churn dataset, the target metric is recall, since the most important
ability of the model should be the ability to correctly identify customers who will
leave. In the Wine dataset, the target metric is accuracy, since the accuracy of
classification is equally important for both classes.

CREATION OF ARTIFICIAL MISSING DATA

Missing data was created with different combinations of mechanisms and quanti-
ties. For the purpose of more accurate comparison, the gaps were created exclu-
sively in the training dataset — this was done in order to compare the classifica-
tion quality of different models on the same test set. Before creating missing data,
the full datasets were split into training and test samples in the ratio of 80 to 20.
The number of MCAR missing data for each selected variable ranges from
5% to 20%, and the total number of observations with gaps in the MCAR datasets
ranges from 9.72% to 47.54%. To create MAR missing data two variables were
selected and the values of the first variable were removed for records that had
values for the second variable below or above the selected percentile. The se-
lected percentiles ranged from 5% to 20% for values below them and 90-95% for
values above them. The total number of observations with missing data ranged
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from 21.59% to 48.83%. To create the MNAR type of missing data, a variable
was selected and those values below or above the selected percentile were re-
moved, which ranged from 7 to 13% and from 90% to 93%, respectively. The
total number of observations with missing data ranged from 23.77% to 45.97%.
The total number of records with missing data for the datasets derived from
the first dataset ranged from 9.72% to 48.82%. The average number was 30.7%.
The size of the full training dataset was 8000 records and the test dataset was

2000 records.

The total number of records with missing data for the datasets derived from
the second dataset ranged from 18.14% to 45.97%, with an average of 33%. The
size of the full training set was 1279 records, and the test set was 320 records.

MODEL TRAINING RESULTS

The performance metrics of models trained on complete datasets are presented in
Table 1. The highest predictive quality was achieved with LGBM model for the
Churn dataset and RF model for Wine dataset.

Table 1. Results of training on complete datasets

Churn Wine
Model | Accuracy | Precision | Recall Model Accuracy | Precision Recall
LR 0.725000 | 0.386397 | 0.679389 LR 0.784375 0.392157 | 0.851064
SVC | 0.799500 | 0.492982 | 0.715013 SvC 0.859375 0.513514 | 0.808511
RF 0.808500 | 0.508711 | 0.743003 RF 0.8625 0.518072 0.914894
LGBM | 0.820500 | 0.530357 | 0.755725 [ LGBM 0.840625 0.476744 0.87234

Tables 2, 3, 4 present the performance metrics of models trained on imputed
Churn datasets with MCAR, MAR and MNAR missing data respectively.

Table 2. Results of training on imputed Churn datasets with MCAR missing data

MCAR Churn

. 9.72% 18.46% 22.03% 47.54%

o Accuracy|Precision| Recall |Accuracy|Precision| Recall |Accuracy|Precision| Recall |Accuracy Precision Recall
»| LR | 0724 0.383602/0.666667| 0.678 0.348247|0.732824| 0.678 0.348247|0.732824| 0.7285 |0.387048)0.653944
é SVC | 0.7945 |0.484211| 0.70229 [ 0.805 |0.502712|0.707379] 0.79 |0.477686|0.735369| 0.805 |0.502879|0.666667
2| RF | 0.8085 |0.508865| 0.73028 | 0.8015 |0.496587|0.740458| 0.8005 [0.494845|0.732824| 0.8135 |0.518587|0.709924

LGBM| 0.812 |0.514834(0.750636] 0.804 |0.500846|0.753181[ 0.8095 |0.510345(0.753181| 0.812 |0.5153710.725191

Avg | 0.78475 |0.472878|0.712468(0.772125|0.462098|0.733461| 0.7695 |0.457781| 0.73855 | 0.78975 |0.480971|0.688932

LR | 0.7285 |0.390988|0.684478| 0.7245 |0.386494/0.684478| 0.7275 (0.389535|0.681934( 0.721 |0.382646(0.684478
- SVC | 0.795 |0.48532|0.715013| 0.799 ]0.492091|0.712468| 0.8025 |0.498246|0.722646] 0.812 [0.515315|0.727735
S| RF | 0.802 |0.497453(0.745547] 0.7925 |0.481544]0.73028 | 0.803 [0.499145/0.743003| 0.7995 0.493151|0.732824
= LGBM| 0.817 |0.52356|0.763359( 0.8145 |0.518966(0.765903| 0.812 |0.51463 |0.760814( 0.805 |0.502555/0.750636

Avg 0.785625| 0.47433 |0.727099(0.782625|0.469774|0.723282| 0.78625 |0.4753890.727099|0.784375(0.473417|0.723918

LR | 0.6745 |0.345694/|0.735369| 0.6745 |0.345694(0.735369| 0.678 |0.348247|0.732824 0.68 |0.349206(0.727735
o[ SVC 0.809 [0.509874(0.722646( 0.8115 |0.514235|0.735369| 0.8115 |0.514337|0.73028 | 0.818 |0.527938|0.697201
=| RF | 0.8385 |0.573529|0.694656( 0.8355 |0.568085/0.679389| 0.8415 |0.581197/0.692112| 0.8245 (0.542339|0.684478
2BV 0.841 [0.585421/0.653944| 0.8415 [0.584071/0.671756| 0.8365 0.571121| 0.6743 | 0.818 |0.5276190.704835

Avg | 0.79075 | 0.50363 |0.701654( 0.79075 |0.503021|0.7054710.791875|0.503726|0.707379|0.785125|0.486776|0.703562

LR [ 0.728 |0.390421/0.684478| 0.726 |0.387844/0.681934| 0.7265 (0.387755|0.676845( 0.7005 | 0.36658 (0.720102
@ SVC | 0.795 |0.485062| 0.70229 [ 0.798 |0.490435|0.717557| 0.8005 | 0.4947 |0.712468| 0.813 |0.517625|0.709924
I RF | 0.801 |0.495798|0.750636| 0.8085 [0.508961(0.722646| 0.8005 | 0.495 |0.755725| 0.814 |0.519626/0.707379
2IJIBM 0.8175 |0.524735|0.755725| 0.8125 |0.515789|0.748092( 0.8155 |0.521053(0.755725| 0.824 |0.538752/0.725191

Avg 0.785375|0.474004/0.723282( 0.78625 0.475757)0.717557| 0.78575 |0.474627|0.725191]0.787875|0.485646|0.715649
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Table 3. Results of training on imputed Churn datasets with MAR missing data

MAR Churn

21.59%

26.16% (+ MCAR)

39.99%

48.73% (+ MCAR)

Model

Accuracy|

Precision

Recall

Accuracy|

Precision

Recall

Accuracy|

Precision

Recall

Accuracy|

Precision

Recall

LR
SvC

Listwise

LGBM|
Avg

0.7235
0.791
0.787
0.803

0.776125

0.385714
0.479132
0.473083
0.499139
0.459267

0.687023
0.73028
0.737913
0.737913
0.723282

0.6605
0.7915
0.798
0.8085
0.764625

0.336758
0.480198
0.490566
0.509158
045417

0.750636
0.740458
0.727735
0.707379
0.731552

0.7315
0.7755
0.8075
0.8105
0.78125

0.395349
0.454984
0.507143
0.512411
0.467472

0.692112
0.720102
0.722646
0.735369
0.717557

0.737
0.7725
0.7835

0.805
0.7745

0.399698
0.449838
0.466667
0.502636
0.45471

0.6743
0.707379
0.712468
0.727735
0.705471

LR
SvC
RF
LGBM
Avg

Mean

0.7235
0.7965
0.802
0.8135
0.783875

0.384058
0.487931
0.497427
0.517241
0.471664

0.6743
0.720102
0.737913
0.763359
0.723919

0.716
0.792
0.814
0.8175
0.784875

0.376934
0.480475
0.519409
0.525926
0.475686

0.681934
0.720102
0.715013
0.722646
0.709924

0.7215
0.797
0.7855
0.81
0.7785

0.381159
0.488927
0.471061
0.511149
0.463074

0.669211
0.73028
0.745547
0.75827
0.725827

0.7225
0.795
0.795
0.801

0.778375

0.383285
0485114
0.485904
0.495881
0.462546

0.676845
0.704835
0.745547
0.765903
0.723283

LR
SvC
RF
LGBM|
Avg

Iterative

0.68
0.811
0.8435
0.845
0.794875

0.349206
0.513711
0.58658

0.595402
0.511225

0.727735
0.715013
0.689567
0.659033
0.697837

0.6765
0.814
0.837

0.8355

0.79075

0.346618
0.518717
0.572043
0.568966
0.501586

0.73028
0.740458
0.676845
0.671756
0.704835

0.68
0.8125
0.835
0.837
0.791125

0.349206
0.515845
0.567452
0.574944
0.501862

0.727735
0.745547
0.6743
0.653944
0.700382

0.689
0.8095
0.834
0.818
0.787625

0.356336
0.511111
0.564482
0.527619
0.489887

0.722646
0.70229
0.679389
0.704835
0.70229

LR
SvC
RF
LGBM

MICE

Avg

0.7235
0.791
0.8075
0.8125
0.783625

0.384058
0.478336
0.506849
0.515625
0471217

0.6743
0.70229
0.753181
0.755725
0.721374

0.7265
0.8025
0.813
0.813
0.78875

0.388081
0.498258
0.516522
0.516579
0.47986

0.679389
0.727735
0.755725
0.753181
0.729008

0.722
0.7895
0.7965

0.812

0.78  0.4653250.722011

0.382055
0.476271
0.488294
0.51468

0.671756
0.715013
0.743003
0.75827

0.7265
0.8075
0.8155
0.822
0.792875

0.387755
0.50738
0.522556
0.533821
0.487878

0.676845
0.699746
0.707379
0.743003
0.706743

Table 4. Results of training on imputed Churn datasets with MNAR missing data

MNAR Churn

Model

24.01%

31.74% (+ MAR)

35.81% (+ MCAR)

42.43% (+ MCAR/MAR)

Accuracy|

Precision

Recall

Accuracy

Precision

Recall

Accuracy

Precision

Recall

Accuracy| Precision

Recall

LR
SvC
RF
LGBM|
Avg

Listwise

0.7205
0.779
0.8015
0.807
0.777

0.382436
0.460292
0.496503
0.506087
0.46133

0.687023
0.722646
0.722646
0.740458
0.718193

0.6605
0.79
0.812
0.815
0.769375

0.336758
0.47644
0.515654
0.521024
0.462469

0.750636
0.694656
0.712468
0.725191
0.720738

0.65
0.7925
0.817
0.794
0.763375

0.331873
0.480903
0.525424
0.484034
0.455559

0.770992
0.704835
0.709924
0.732824
0.729644

0.65
0.779
0.813
0.777

0.75475

0.331873
0.459098
0.517691
0.459168
0.441958

0.770992
0.699746
0.707379
0.75827
0.734097

LR
SvC
RF
LGBM
Avg

Mean

0.7185
0.769
0.771
0.799

0.764375

0.381616
0.445498
0.450077
0.492487
0.44242

0.697201
0.717557
0.745547
0.750636
0.727735

0.715
0.7665
0.781
0.806
0.767125

0.377931
0.440895
0.464115
0.504488
0.446857

0.697201
0.70229
0.740458
0.715013
0.713741

0.7125
0.774
0.7935
0.803
0.77075

0.375683
0.453249
0.482759
0.499086
0.452694

0.699746
0.727735
0.712468
0.694656
0.708651

0.7135
0.7755
0.797
0.8055
0.772875

0.377049
0.454397
0.488774
0.503663
0.455971

0.70229
0.709924
0.720102
0.699746
0.708016

LR
SvcC

Iterative

LGBM|
Avg

0.671
0.8005
0.8265
0.8265

0.781125

0.342823
0.494505
0.545276
0.546939
0.482386

0.735369
0.687023
0.704835
0.681934
0.702290

0.671
0.801
0.822
0.826
0.78

0.342823
0.495379
0.535783
0.546012
0.479999

0.735369
0.681934
0.704835
0.679389
0.700382

0.671
0.797
0.83
0.8255
0.780875

0.342823
0.48816

0.546025
0.483083

0.735369
0.681934

0.555324/0.676845

0.664122
0.689568

0.671
0.799
0.8215
0.8255
0.77925

0.342823
0.491682
0.535714
0.545267
0.478872

0.735369
0.676845
0.687023
0.6743
0.693384

LR
Svc

MICE
z

LGBM|
Avg

0.7225
0.792
0.7925
0.806
0.77825

0.385593
0.480207
0.482315
0.504303
0.463105

0.694656
0.709924
0.763359
0.745547
0.728372

0.7245
0.7885
0.79
0.804
0.77675

0.387464
0.474832
0.478049
0.500855
0.4603

0.692112
0.720102
0.748092
0.745547
0.726463

0.719
0.785
0.7995
0.8185
0.7805

0.380481
0.468908

0.46749

0.684478
0.709924

0.493197(0.737913
0.527372|0.735369

0.716921

0.72
0.793
0.8035
0.798

0.383543
0.48199
0.5
0.490787

0.778625 0.46408

0.699746
0.715013
0.709924
0.745547
0.717558
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Tables 5, 6, 7 present the performance metrics of models trained on imputed
Wine datasets with MCAR, MAR and MNAR missing data respectively.

Table. 5. Results of training on imputed Wine datasets with MCAR missing data

MCAR Wine

Model

18.14%

30.73%

45.35%

Accuracy

Precision

Recall

Accuracy

Precision

Recall

Accuracy

Precision

Recall

LR
SvC
RF
LGBM
Avg

Listwise

0.796875
0.85625
0.86875

0.853125
0.84375

0.408163
0.506667
0.533333
0.5
0.487041

0.851064
0.808511
0.851064
0.87234
0.845745

0.81875
0.865625
0.84375
0.8625
0.847656

0.438202
0.529412
0.481013
0.519481
0.492027

0.829787
0.765957
0.808511
0.851064
0.81383

0.809375
0.86875
0.865625
0.84375
0.846875

0.425532
0.537313
0.532258
0.478873
0.493494

0.851064
0.765957
0.702128
0.723404
0.760638

LR
SvC
RF
LGBM
Avg

Mean

0.803125
0.859375
0.84375
0.8375
0.835938

0.418367
0.513514
0.483146
0.47191
0.471734

0.87234
0.808511
0.914894
0.893617
0.872341

0.79375
0.8375
0.85
0.8375
0.829688

0.405941
0.46988
0.494253
0.471264
0.460335

0.87234
0.829787
0.914894

0.87234

0.87234

0.796875
0.85
0.85

0.834375

0.832813

0.41
0.493506
0.494253
0.465909
0.465917

0.87234
0.808511
0.914894

0.87234
0.867021

LR
SvC
RF
LGBM
Avg

Iterative

0.784375
0.86875
0.859375
0.840625
0.838281

0.392157
0.534247
0.512195
0.476744
0.478836

0.851064
0.829787
0.893617
0.87234
0.861702

0.7875
0.8625
0.86875
0.834375
0.838281

0.39604
0.519481
0.530864
0.464286
0.477668

0.851064
0.851064
0.914894
0.829787
0.861702

0.809375
0.875
0.865625
0.840625
0.847656

0.427083
0.547945
0.526316
0.475
0.494086

0.87234
0.851064
0.851064
0.808511
0.845745

LR
SvC
RF
LGBM
Avg

MICE

0.7875
0.86875
0.85
0.83125
0.834375

0.398058
0.534247
0.494253
0.460674
0.471808

0.87234
0.829787
0.914894

0.87234

0.87234

0.784375
0.859375
0.865625
0.853125
0.840625

0.392157
0.512821
0.52439
0.5
0.482342

0.851064
0.851064
0.914894
0.87234
0.872341

0.809375
0.875
0.86875
0.8625
0.853906

0.425532
0.547945
0.534247
0.518519
0.506561

0.851064
0.851064
0.829787
0.893617
0.856383

Table. 6. Results of training on imputed Wine datasets with MAR missing data

MAR Wine

Model

23.53%

34.48% (+ MCAR)

42.30%

Accuracy

Precision

Recall

Accuracy

Precision

Recall

Accuracy

Precision

Recall

LR
SvcC
RF
LGBM
Avg

Listwise

0.828125
0.853125
0.8625
0.86875
0.853125

0.45122
0.5
0.525424
0.538462
0.503777

0.787234
0.659574
0.659574
0.744681
0.712766

0.815625
0.821875
0.84375
0.8375
0.829688

0.428571
0.434211
0.477612
0.467532
0.451982

0.765957
0.702128
0.680851
0.765957
0.728723

0.809375
0.80625
0.846875
0.85625
0.829688

0.420455
0.363636
0.48
0.507692
0.442946

0.787234
0.425532
0.510638
0.702128
0.606383

LR
SvC
RF
LGBM
Avg

Mean

0.790625
0.85625
0.853125
0.8375
0.834375

0.397959
0.507042
0.5
0.47191
0.469228

0.829787
0.765957
0.87234
0.893617
0.840425

0.8
0.8375
0.84375
0.825
0.826563

0.414141
0.469136
0.481481
0.448276
0.453259

0.87234
0.808511
0.829787
0.829787
0.835106

0.8
0.8375
0.8625

0.828125
0.832031

0.412371
0.467532
0.519481
0.455556
0.463735

0.851064
0.765957
0.851064
0.87234
0.835106

LR
Svc
RF
LGBM
Avg

Iterative

0.821875
0.865625
0.85625
0.853125
0.849219

0.445652
0.527027
0.506329
0.5
0.494752

0.87234
0.829787
0.851064
0.893617
0.861702

0.8125
0.83125
0.859375
0.8375
0.835156

0.43299
0.453333
0.512821
0.469136

0.46707

0.893617
0.723404
0.851064
0.808511
0.819149

0.815625
0.85
0.86875
0.859375
0.848438

0.434783
0.493151
0.535211
0.512821
0.493992

0.851064
0.765957
0.808511
0.851064
0.819149

LR
Svc
RF
LGBM
Avg

MICE

0.8125
0.8625
0.85625
0.834375
0.841406

0.430108
0.52
0.506173
0.464286
0.480142

0.851064
0.829787
0.87234
0.829787
0.845745

0.8125
0.85625
0.859375
0.84375
0.842969

0.43299
0.507042
0.513158
0.481928

0.48378

0.893617
0.765957
0.829787
0.851064
0.835106

0.81875
0.84375
0.859375
0.846875
0.842188

0.43956
0.479452
0.513514
0.488095
0.480155

0.851064
0.744681
0.808511
0.87234
0.819149
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Table 7. Results of training on imputed Wine datasets with MNAR missing data

MNAR Wine

Model 23.77% 32.60% (+ MCAR) 45.97% (+ MCAR/MAR)

Accuracy | Precision | Recall | Accuracy | Precision | Recall | Accuracy | Precision | Recall

LR ]0.796875(0.404255|0.808511(0.796875|0.404255]0.808511(0.828125|0.452381(0.80851 1
SVC | 0.8375 ]0.463768|0.680851]0.809375(0.397059|0.574468(0.859375| 0.52 |0.553191
RF 10.853125| 0.5 [0.702128| 0.825 0.44 0.702128]0.853125| 0.5 ]0.553191
LGBM|0.834375(0.461538|0.765957] 0.83125 [0.454545|0.744681| 0.8375 |0.454545|0.531915
Avg |0.830469| 0.45739 0.739362]0.815625|0.423965|0.707447(0.844531|0.481732(0.611702

Listwise

LR | 0.79375 |0.402062|0.829787(0.790625/0.395833]0.808511|0.809375|0.423913|0.829787
SVC [ 0.83125 |0.452055|0.7021280.834375|0.460526|0.744681| 0.8625 |0.52381 {0.702128
RF | 0.83125 [0.455696|0.765957| 0.8375 [0.469136|0.808511 0.85 |0.493151(0.765957
LGBM| 0.825 ]0.445783/0.787234| 0.825 ]0.448276|0.829787(0.834375|0.464286|0.829787
Avg |0.820313]0.438899(0.771277(0.821875|0.443443|0.797873(0.839063| 0.47629 (0.781915

Mean

LR |0.803125|0.418367| 0.87234 | 0.80625 |0.421053]0.851064)|0.809375|0.423913/0.829787
SvC |0.853125| 0.5 |0.787234| 0.8625 [0.521739|0.765957| 0.8625 | 0.52381 |0.702128
RF (0.846875/0.486842|0.787234| 0.84375 |0.481013|0.808511| 0.85 [0.493151|0.765957
ILGBM|0.840625| 0.47561 (0.829787| 0.83125 |0.455696|0.765957]0.834375|0.464286|0.829787
Avg 10.835938]0.470205|0.819149]0.835938|0.469875(0.797872(0.839063| 0.47629 |0.781915

Iterative

LR |0.796875| 0.40625 [0.829787( 0.80625 |0.419355]0.829787)|0.803125|0.416667|0.851064
SVC |0.840625/0.474359|0.787234| 0.85 ]0.493333|0.787234(0.878125|0.560606/0.787234
RF [ 0.88125 |0.561644| 0.87234 | 0.86875 |0.534247/0.829787]0.859375|0.513889(0.787234
LGBM| 0.8375 | 0.46988 |0.829787| 0.83125 | 0.45679 |0.787234(0.834375|0.460526|0.744681
Avg 10.83906310.478033|0.829787]0.839063(0.475931{0.808511 0.84375 |0.487922|0.792553

MICE

DISCUSSION

Listwise deletion, which is a highly problematic method from the statistical point
of view and is rarely recommended, has proven in some cases to be able to pro-
duce datasets that yield prediction quality that is as good as when sophisticated
imputation methods are used. The method performs better with the Wine dataset,
where the target metric is accuracy, and performs worse with the Churn dataset
when the target metric is recall. In particular, for Churn on datasets with MCAR
missing data, the method showed mixed and unpredictable results. In some cases,
the obtained value of the target metric was not worse than the results obtained
using other methods, but the same model could have very different metric values
on different datasets, which made it difficult to predict the result. On datasets with
MAR missing data, the recall value was as good as the other methods, but it also
often increased at the cost of the accuracy value, so the overall quality of the
models was lower. Similar results can be seen on the datasets with MNAR miss-
ing data. In addition, on these datasets, the highest recall score was achieved us-
ing logistic regression, which usually shows the worst results. Thus, for the recall
as target metric, good results using this method are not uncommon, but the best
quality models are obtained on datasets that have exclusively MCAR mecha-
nism — otherwise, the overall quality of the model decreases.

For the Wine dataset with the accuracy target metric, the method’s perform-
ance was significantly higher. Despite the loss of a large amount of information,
the predictive quality of the obtained models was not inferior to other methods. It
is worth noting that the value of the recall metric was significantly lower than that
of the other methods, especially as the number of missing data increased, which
resulted in lower overall model quality. The most balanced models were obtained
on datasets containing only MCAR missing data: accuracy ranged from 79.7% to
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86.9%, recall from 76.7% to 87%, which matches the quality of models obtained
using more complex methods. On the datasets with MAR and MNAR missing
data, the trained models showed good results in terms of accuracy (79.7-86.9%),
but the values of the recall metric were significantly lower (51-80.1%).

In summary, in both problems, it was observed that the method is not a reli-
able choice for the recall metric, as satisfactory and predictable results were ob-
tained only on MCAR missing data. At the same time, the method is able to show
very good results when working with the accuracy metric, but is still limited by
the MCAR missing data mechanism and the percentage of missing data to obtain
balanced models for the metrics. Due to the general unreliability and unpredict-
ability of the method, it can be concluded that it is not the best choice for solving
such problems, but its use does not necessarily mean obtaining unsatisfactory results,
because predictive models can often learn to correctly identify the features of the
target classes of the problem even using datasets with biased statistical parameters.

Mean imputation generally showed more reliable results on most datasets
than listwise deletion, as the quality of trained models fluctuated less regardless of
the type and number of missing data. For this method, the best results were
achieved with SVC, RF or LGBM classifiers, while the method performed worse
with logistic regression. From a statistical point of view, a significant problem
with this method is the reduction of data variability and weakening of correlations
between variables (which was observed for the datasets imputed with this meth-
od), but, as in the case of listwise deletion, machine learning models are able to
learn to identify features of the target class even with statistically skewed data,
and they do so with greater success for the mean imputation method. Using this
method, satisfactory results were obtained on MCAR and MAR missing data for
both datasets for three out of four methods: for Churn, the accuracy was in the
range of 71-81% in almost all cases, recall was 71-76%, and only when using
logistic regression were the results worse (recall 67-68%); for the Wine dataset,
the accuracy was 79-86.2%, recall was 80-91.5% (exceptions are two cases of
SVC method on MAR, where recall was 76.6%). The training results on MNAR
missing data were of lower quality, with a noticeable decrease in recall compared
to other methods: for Churn, the metric had results of 69.4-75%, and for Wine —
70—-83%. The best results in these cases were achieved using LGBM (Churn) and
RF or SVC (Wine). In summary, using mean imputation method is a relatively
good choice, as the models trained on these datasets were of high quality more
often and had more predictable results than those using listwise deletion. In addi-
tion, the method also performs better because the range of values obtained for the
metrics, even for the worst outcomes, is smaller, making the results more predictable.

Multiple imputation in the Python implementation of Iterativelmputer from
the scikit-learn library showed unsatisfactory results for the Churn dataset. The
models often did not meet the minimum required classification quality. Across all
the missing data mechanisms, it was observed that this method worked best with
logistic regression and support vector machine — in particular, logistic regression
repeatedly showed significantly better results on the recall metric when using this
method compared to the complete data (up to 73.5%) — but fell short on other
metrics (67—68% accuracy). The SVC models performed relatively well (accuracy
80-81%, recall 70-74.5%), except for datasets with MNAR-type missing data
(accuracy 80%, recall 68%). The RF and LGBM models consistently had low re-
call values in combination with this method (67-70%), regardless of the mecha-
nism and number of gaps.

On the Wine dataset, by contrast, the method performed quite well on
MCAR and MAR missing data, especially when SVC and RF models were used
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(accuracy 83-87.5%, recall 82.9-91.5% with two exceptions on MAR data for
SVC). Logistic regression generally performed worse than the other models, but
often had the highest recall, which was also observed on the Churn dataset. On
the MNAR missing data, the metrics were also quite high and did not fall short of
other imputation methods.

In general, this method proved to be quite unpredictable and data-dependent,
as there was a significant difference in quality between models trained on differ-
ent groups of datasets. In addition, specifically for the case of maximising recall,
the method showed unsatisfactory results, although it was able to create powerful
models for the Wine task with the target accuracy metric.

Multiple imputation in the implementation of the R MICE library proved to
be the best, providing the most consistently high results for all metrics, which
were closest to the performance after training on the complete datasets. The
method performed well on all datasets regardless of the type, combination and
number of gaps. For the Churn dataset, it worked best when combined with the
RF and LGBM algorithms, with the RF algorithm even performing better in some
cases using this imputation method than after training on the full dataset (MAR
dataset). On the Wine models, the method also showed excellent results, deliver-
ing high scores on both the target and recall metrics. The method worked best
with RF and SVC models. In general, the method had the highest level of reliabil-
ity and predictability of results, and the models trained on the datasets with this
imputation had consistently high prediction quality with the least fluctuations.
Overall, this particular implementation of the multiple imputation method proved
to be the most successful choice among studied methods for solving the problem
of processing missing data.

CONCLUSIONS

The widespread problem of missing data is becoming especially relevant today
due to the rapid development of artificial intelligence and machine learning tech-
nologies, which create a growing need for large amounts of high-quality data, as
most algorithms require complete datasets. A large number of different methods
for processing missing data have been created to solve the problem of missing
data, while preserving the statistical parameters of the data for the success of fur-
ther modelling. An important issue is the compatibility of imputation methods and
predictive models, as different methods have different levels of quality and pre-
dictability of modelling results.

In this paper, an impact of the selected imputation methods on the quality of
forecasting models is analysed. The best results were obtained using the multiple
imputation method in the implementation from the R MICE library. Training on
data using this method most reliably produced results that had high scores on
quality metrics and were characterised by smaller quality fluctuations compared
to other methods. The Python implementation of the multiple imputation method
was less reliable, as its effectiveness strongly depended on the target metric and
the specifics of the available data.

It has also been observed that statistically unreliable imputation methods,
such as mean imputation or listwise deletion, do not necessarily lead to poor pre-
diction results, as quite often predictive models are able to learn to recognise the
target class even in the case of biased parameters. Therefore, their use, although
riskier and more dependent on the characteristics of the available data, can also
produce satisfactory results, which may not be inferior in quality to training using
more complex methods.
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NOPIBHAAHHA E@EKTUBHOCTI METO/IB 3AITOBHEHHSI ITPOITY IEHUX
JAHUX I YAC PO3POBJIEHHSI MOAEJIEU ITPOTHO3YBAHHSA / A 1O. [Tomos

AnoTanist. HasiBHICTb IPOITYIIICHUX JAaHUX € TIOMIHPEHOI0 IPOOIEMOI0 B aHAIIi31 JaHUX
Ta MallIMHHOMY HaBYaHHI. ¥ poOOTi MpOaHai30BaHO 3aJIe)KHOCTI SIKOCTI IPOrHO3YBaHHS
MoJieNiel MaIlIMHHOTO HaBYAHHS BiJl BUKOPUCTAaHUX METOAIB OOPOOJICHHS MPOITYIICHHX
JTAHUX Ha eTali MArOTOBKU JAHUX 10 HaBYaHHS Mozenei. JlocmiKyBaHUMU METOJaMH
€ aHaJIi3 MOBHUX CIIOCTEPEKEHb, 3aIIOBHEHHSI CEPEAHIM Ta [Bi peasizalii MeToxy MHO-
JKHHHOTO 3aroBHEHHST — MoBamu Python ta R. O6panuvy kiracudikaropamy € JoricTud-
Ha perpecis, METOJ BHIIAJKOBOTO JIiCy, METOJ OMOpHHX BekTopiB Ta Light Gradient
Boosting Machine (LGBM). SIkicTh MpOrHO3HUX MOJEICH OLIHIOETHCS 32 METPHKAMHU
accuracy, precision Ta recall. PosrstHyTo nBa Habopy IaHMX i3 3amadamul Kiacupikarii,
II0 MAIOTh Pi3Hi LJIbOBI MeTprKy. Halikpalii pe3ynbraTti JOCATHYTO 3 BUKOPHCTAHHSIM
AJITOPUTMY MHO>KHHHOTO 3alIOBHEHHS y peaiizariii MoBoio R y moenHanHi 3 knacudixa-
TOpaMy BUMAIKOBOro Jiicy Ta LGBM.

KiouoBi cioBa: mpomyineHi JaHi, METOIU 3allOBHEHHS, NMPOTHO3HI MOJENi, Ma-
IIMHHE HaBYaHHS.
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IDENTIFICATION OF NONLINEAR SYSTEMS WITH PERIODIC
EXTERNAL ACTIONS (PART III)

V. GORODETSKYI

Abstract. The article considers the problem of identifying a mathematical model in
the form of a system of ordinary differential equations. The identified system can
have constant and periodic coefficients. The source of information for solving the
problem is time series of observed variables. The article studies the effect of uni-
formly distributed noise on the identification result. To solve the problem, the algo-
rithm proposed by the author in previous works was used. It is shown that the meth-
od has different sensitivity to noise depending on which of the observed variables is
contaminated with noise. The implementation of the method is illustrated by nu-
merical examples of identifying nonlinear differential equations with polynomial
right-hand sides.

Keywords: identification, ordinary differential equation, periodic coefficient, con-
stant coefficient, uniformly distributed noise.

INTRODUCTION

When developing mathematical methods for studying various physical systems, it
is necessary to evaluate reliability of their results if applied to systems in real
world. One of the common tasks in applied mathematics is the problem of identi-
fying a mathematical model of a certain process. The initial data for solving this
problem can be the observed variables of the process. If we study real systems,
the results of measurements of the observed variables may contain noise [1-3].
This circumstance can complicate the identification of the model.

BACKGROUND AND TASK FOR RESEARCH

We follow the results obtained in [4; 5]. There, the problem of identifying a
system of n ordinary differential equations with constant and periodic coeffi-
cients ¢;(#) (i=L..,n; j=L..,m) was considered. The initial data for identifi-
cation was time series of observed variables x;(¢), t€[0;t,],¢, >0. To solve the

problem, the theorem proved in [4] was used. According to this theorem, simple
relationships that are used to identify equations with constant coefficients can be
used to identify differential equations with periodic coefficients. For this purpose,
the calculations must use the values of the functions x;(f) at moments of time ¢ ,

separated from each other by the value g7, g<1,2,3,..., where T is the period of
the periodic coefficients. In other words, this time moments obey the relations

ZIZZO + 7T, t2:t0 +2T, ey Zm:ZO +mT, tO ZO, T>0, tmgl‘e, (1)
where t=q7 .
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Examples of the method application were demonstrated in [4; 5]. In this
study, we try to apply the proposed algorithm to identify equations by observed
variables with noise. As in the mentioned articles, we use as an example a system
of the form

)'Cl =Xy — X3,
).Cz =X~ dX2, (2)
X3 = C30(8) + ¢33 (1)x3 + 36 ()X X3,

obtained on the basis of the Rossler system [6]. The parameters of the third equa-
tion of the system (2) are as following:

¢30(£) = 0.5+ 0.4sin (?] cy3(1) =20, esg()=5, T, =2s.
0

The generalized structure for the purpose of identifying the desired equation
has the form

- 2
X3 =C30(1) + 31 (0)x) + 3 ()% +33(0) X5 + C34 (£)x] +¢35(0) X%, +

2 2
+ 36 (0)X1X3 + 37 (£)x) + c35(£)Xpx3 + 39 (1) X3 (3)

Next, we will consider how adding noise to different observables affects the
identification result.

IDENTIFICATION OF AN EQUATION WITH A VARIABLE x,(¢) AFFECTED
BY NOISE

For the study, we add noise with a uniform distribution to the observable x;(¢) .
The noise value is Au; =0.01-Ax;, Ax

respectively, the maximum and the minimum of the observable x,(t) over the

= |*1max ~ X1min|* *lmax and Xmin I,

studied interval of 100 s. Fig. 1 shows a fragment of the time series x;(¢) with
added noise.
The first stage of model identifica- x,(6)

tion with this algorithm is to find those 4.41
values of 1 (see (1)) that can be equal to 421
or multiples of the expected 7. The val-
ues obtained by applying the algorithm
are presented in Table 1. The table shows 38
in bold the t values that are repeated or
multiples of other values. This means that
they may be the sought-for values of T or
multiples of this value. For example, the
values 1.04, 3.01, 4.88, 5.30, 5.67, 10.96
are repeated. The set: 2.65, 5.30, 10.60 is
also highlighted in bold because the second and the third values of it are multiples
of the first one. Similarly, the value 6.00 is a multiple of 3.00. The values 2.20

4,01

3,61

204 20,7 210 ¢
Fig. 1. Time series of x,(¢) contaminated
with noise
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and 7.70 are multiples of 1.10, which is not in the table, but which may poten-
tially be the sought-for period. For the same reason, 6.00, 8.00, 10.00 are high-
lighted, which are multiples of 2.00, which is not in the table.

Table 1. The result of applying the algorithm for observable x;(¢) with noise

The t values calculated for the coefficients of the third equation of system (2)
» c30(0) | c31(0) | e3p(t) | e33(0) | c34(0) | e35(0) | c36() | €37(0) | c33(0) | c30(0)
1925 | 524 | 518 | 408 | 595 | 726 | 1.84 | 6.00 | 1.72 | 2.63
2| 088 | 1.27 | 334 | 1.29 | 531 | 586 | 2.65 | 6.03 3.66 | 0.86
31 770 | 10.96 | 3.00 | 818 | 898 | 6.00 | 5.18 | 6.64 | 3.01 | 5.67
4| 1.04 | 331 | 991 | 298 | 591 | 320 | 536 | 0.81 | 585 | 2.58
51 823 | 230 | 1094 | 1095 | 333 | 772 | 5.67 | 7.07 | 823 | 745
6| 3.01 | 436 | 586 | 3.01 | 474 | 530 | 539 | 7.79 | 10.60 | 1.91
71 9.17 | 488 | 591 | 532 | 1096 | 497 | 9.07 | 892 | 9.06 | 1.08
8| 481 | 10.00 | 1.85 | 349 | 9.80 544 | 3.01 | 799 | 6.00 | 7.44
91 488 | 220 | 479 | 758 | 8.00 | 598 | 5091 1.53 | 10.66 | 9.24
10| 298 | 443 | 799 | 530 | 148 | 759 | 147 | 950 | 4.02 | 1.04

We have to, based on the data in Table 1, reject the excess coefficients of the
desired equation and estimate the type and values of the remaining coefficients.
For this, we use the second part of the algorithm. Namely, for each value selected
in Table 1, we solve a system of the form

C=A"B, 4)
where C is the vector of the required coefficients of the third equation of sys-
tem (2), and B is the vector of values x;(¢;), k=0,..,m, A is the matrix of
function f;(x(#;)) values, j=0,...,m, X={x,...,x,} . In this study we consider
as functions f;(x(#;)) the products of x; in each monomial of the right-hand side

of (3). We set some interval of change #, from (1) and obtain the calculated val-

ues of the coefficient on this interval. The resulting time series of coefficients al-

low us to estimate the type of coefficient and the possible value of 7.
To begin with, let us try to identify zero coefficients in the analyzed equa-
tion, provided that the selected value of t

1,0,¢34 (1) from Table 1 can be the desired period 7.
For example, Fig. 2 shows the time series
0,57 of the calculated coefficient c5,(¢r) for

t=1.04 s on an interval of 4 s.

0,04 . .
' As can be seen, this coefficient has
values close to zero on this segment. At the
-0,51 same time, its greatest deviation from zero,
‘o including at singular points, is |c3,4 () <1.

0 1 2 3 4 ; We will assume that if these conditions are
met, this coefficient is a candidate for

Fig. 2. Time series of calculated coef- . Nand 3
zeroing. Such a criterion was applied to all

ficient ¢35, (7)
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coefficients for all selected Tt from Table 1. The results of the analysis are
presented in Table 2, where the coefficients that may be zero in the desired
equation are marked with a “+” sign. Note that this table has been supplemented
with the values t=1.10 s and t=2.00 s, which, as explained above, may also

be values of the period T .

Table 2. Results of the analysis of time series obtained for the selected values
of © from Table 1

Possible values of T or its multiples

Ne 1.04/1.10|2.20/7.70|2.00|6.00{8.00/10.00 (3.00{3.01|2.65|5.30|10.60 [4.88|5.67|10.96
Cyq | T

Cis + |+ + +

cyp | + + |+ + |+ + |+ +

According to Table 2, the most likely candidates for zeroing are coefficients
¢35 and c3;. Taking ¢35 =c37 =0 and performing an analysis similar to the pre-

vious one, we obtain Table 3.

Table 3. The same as in Table 2 with ¢35 =c3;, =0

N Possible values of T or its multiples
1.04 2.00 4.00 6.00 8.00 | 10.00 | 3.00 | 10.60 | 4.88 | 10.96
3 +
c3 + + +
Cy4 + + + + + +

Note that Table 3 does not include the t values from Table 2, for which (ac-
cording to Table 2) it is not possible to determine the coefficients that may be
subject to zeroing. It should be noted that the value t=4.00s is added to the ta-

ble because it is a multiple of T=2.00s . One can also pay attention to the graph
c30(¢) obtained, for example, at t1=4.00s (see Fig. 3). We can already assume
from it that 7 =2.00s .

Based on Table 3, the next step .
should be to zero out the coefficients in- 3,30 (?) I
cluded in it. As a result, time series of

the remaining coefficients ¢5,(7), ¢5;(¢),
c56(1), csg(t), c5o(f) were obtained. H A "

For further analysis, let us consider

graphs c¢5(¢) and c55(¢) shown in Fig. 4.
Despite the large number of points in =17
which the calculated value of the coeffi-

cient c54(r) deviates significantly from 0 5 10 15 20 ¢

zero, we can assume that c;3 =0. Graph £i& 3. Time series of calculated coeffi-
¢ o . cient ¢5,(¢)
c39(t) looks similar, which also allows us
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to exclude it from the desired equation. On the contrary, most points of graph
c53(t) clearly have values different from zero. Graph c54(¢) looks similar to
¢53(?) . Therefore, at the next step, it is advisable to zero out the coefficients cq

and c39. As a result, this method gives us the structure of equation analogous to
the apriori equation (2). Time series of calculated coefficients are shown in Fig. 5.

6.C55(0) | 50,30
"l ' 25
21 0]
01 25/
2] 50
4 751
6 00- ;

0 5 10 15 20 ¢
a
Fig. 4. Time series of calculated coefficients c5¢(7) and c;(¢)

21 ¢50() 101 ¢55(0)
0.
1_
-10
0 20/
-304
-1
-40
2 , S -50
20 25 30 35 40 t
301 cS6(0)
201
104 I’ =| I
.0
-104
-204
-30

20 25 30 35 40 ¢
Fig. 5. Time series of calculated coefficients of the identified equation with the desired
structures

IDENTIFICATION OF AN EQUATION WITH A VARIABLE X, () AFFECTED
BY NOISE

A study similar to that performed in the previous section was also performed for
a variable with the same noise level Au, =0.01- Ax, . The result is shown in Table 4.
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Table 4. The result of applying the algorithm for observable x,(¢#) with noise 1%

The T values calculated for the coefficients of the third equation of system (2)
c30(0) | e31(0) | ex(t) | e33(0) | e34(2) | c35(2) | c36(t) | c37(0) | c33(2) | €30(0)
2.98 4.00 A 10.00 | 4.00 4.00 8.00 4.00 | 10.00 | 2.00 4.00
2.76 8.00 2.00 8.00 8.00 | 10.00 | 8.00 2.00 | 10.00 | 10.00
1.88 | 10.00 | 8.00 | 10.00 | 10.00 | 2.00 | 10.00 | 4.00 | 8.00 | 8.00
3.34 2.00 7.63 2.00 2.00 4.00 2.00 6.00 4.00 0.86
8.71 1.27 4.00 | 10.95 | 9.80 5.91 1.88 8.00 | 10.67 | 9.24

Ne

N R WIN |~

Based on the corollary of Theorem  10qx,(7)
[4], we can conclude that the equation has a _
single variable coefficient c3y(¢), and the

other coefficients are constant. That is, in
this case, the identification occurs in the
same way as for equations without noise,
see [4,5]. Moreover, a similar result was
obtained by increasing the noise level
added to the observable x,(¢). Fig. 6

t
shows  this  variable  with  noise 0 5 10 15 20
Au, =0.2-Ax,, and Table 5 demonstrates Fig. 6. Time series of x,(f) con-

the result of applymg the algorithm. taminated with noise 20%

Table S. The result of applying the algorithm for observable x, (¢) with noise 20%

N The T values calculated for the coefficients of the third equation of system (2)
T oeo(®) | e3i(0) | (@) | es3(®) | caalt) | ess(t) | esp(t) | e37() | ess(t) | cao(t)

1| 1075 | 8.00 | 6.00 | 800 | 800 | 4.00 | 1035 | 6.00 | 6.00 | 8.00
2| 1.20 | 10.00 | 4.00 146 | 10.00 | 6.00 | 8.00 | 10.00 | 10.00 | 10.00
3| 1.05 | 2.00 | 10.00 | 10.00 | 2.00 | 10.00 | 10.00 | 8.00 | 4.00 6.73
4| 689 | 529 | 800 | 072 | 400 | 800 | 095 | 2.00 @ 8.00 | 2.00
51 2.60 1.86 | 2.00 8.75 6.00 | 2.00 | 4.00 | 4.00 | 2.00 | 4.00

Based on the comparison of these two tables, it can be concluded that the al-
gorithm has low sensitivity to noise in this case. This can also be illustrated by
Table 6, which presents the calculated values of the constant coefficients at 20%
noise for two different #,. It is clear from the table that in the structure (3) all
terms that include the variable x, are subject to zeroing. Therefore, in the subse-
quent steps of identification, only the observables x; and x; will be used, which
in this case are noise-free. This simplifies the task.

Table 6. The calculated values of the constant coefficients at 20% noise for two
different ¢,

Coefficients

)
€31 C32 €33 C34 C35 C36 C37 €38 C39

to1 =0.15s |-1.307 107-7.991 10°|-20.008|-1.288 10 2.425 10 |5.002{1.367 107|3.321 10™4.862 10™*
tp =0.45 |-3.5110°] 2.514 10 |-20.026| 8.848 107 |-3.002 107]5.0063.638 10”/6.584 10™*1.585 10"

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2025, Ne 1 49



V. Gorodetskyi

IDENTIFICATION OF AN EQUATION WITH A VARIABLE x3(t) AFFECTED
BY NOISE

Unlike the previous case, the variable x; is present in the desired equation, both
in the right-hand side and in the left-hand side in the form of a time derivative.
A fragment of the noisy series x3(f) With Au; =0.01-Ax, is shown in Fig. 7, a.

x3(1) X3 (2)
0,21 0.2
0,11 0,1 ”fhh
N r
0,01 0,01 MWMW WWMMW
014 : < onl, . -
10 15 20 10 15 20
¢ 2_x3s(t) b
1_
0
-1
t
21 . . ] ,
10 15 ¢ 20

Fig. 7. Time series of x;(¢) : @ — fragment of time series x;(¢) contaminated with noise
1%; b — the same fragment after smoothing; ¢ — time derivative of graph (b)

In order to reduce noise, smoothing was performed using the moving aver-
age method according to the formula

s _ X3y3 t X3y 0 F X3y X3y F X340 T X3040 X343

X3y = ~ s (5)

where x3, is the value of the function x;(¢) at the point with the number v

after smoothing by formula (5). A fragment of the function x3(¢) is shown in
Fig. 7, b. To form the vector B of the left sides in the system (4), it is necessary to

perform numerical differentiation of the function x3(#) . For this, the formula
s x§v+l _xgv—l
Ny ==
2At
was used, where At is a step of time series x3(f) representation. The time series

X3, (¢) is shown in Fig. 7, ¢, which demonstrates that noise is significantly ampli-
fied when numerical differentiation is computed.
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Unfortunately, the application of the algorithm did not allow us to obtain an ade-
quate result. Obviously, the reason for this is insufficient smoothing of the time
series noise and the appearance of significant computational noise during numeri-
cal differentiation.

DISCUSSION AND CONCLUSIONS

From the previous sections it is clear that the most difficult identification is when
the variables x;(r) and x;(f) , which are included in the desired equation, are

contaminated with noise. The results obtained can be explained using Cramer's
rule. When determining the coefficients of equation (3), it will have the form:

det(A;)
& = ay
det(A)
where det (A) is the main determinant of the system of linear algebraic equations

-

(4), formed taking into account conditions (1), det (A ;) is the determinant obtained
by replacing the j-th column of the determinant det (A) with the vector B from (4).

Let the variable with noise be x;(¢) . Then, to find, for example, the coeffi-
cient c3; , we create matrix A; by replacing column 1 with B in matrix A,
which in this case consists of the time derivatives of the values of x;(¢) . That is,
we replace the column of values of noisy x;(¢) with the column B without noise.
Here we assume that the differentiation of the variable x;(¢#) without noise is per-

formed correctly, without significant errors. Therefore, such a replacement, at
a minimum, should not increase the error in calculating c3; .

On the contrary, if the observed variable with noise is x;3(¢) , then when dif-

ferentiating it numerically, computational noise will appear, see Fig. 7, c. Then,
when calculating, for example, the coefficient c3; , we replace the column num-

ber 3 in A with vector B. The column number 3 of A initially contains the vari-
able x5(#) , which contains noise. However, comparing Fig. 7, b and 7, ¢, we see

that the noise in the column B is much greater and can of course be a source of
significant errors.

Taking into account the above, for successful identification of systems from
time series of observations with noise, sometimes it is necessary to use various
noise filtering methods [7—12] that are more effective than (5). The use of more
effective, although more complex, methods of numerical differentiation [13—15]
is also justified.
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INEHTU®IKALISI HEJITHIMHUX CUCTEM 3 NEPIOJJMYHUMU 30BHIIIHIMHA
JAISAMU (Yactuna III) / B.I'. T'opoxerpkuii
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AHoTanisi. Po3risgayTo npobneMy ineHTHGiIKAIl MaTeMaTHYHOT MOAETI Y BUTILIII
CHCTEMH 3BHYAHMX U(EepeHIliabHUX DIBHSIHb. [neHTH(iKOBaHa cHCTeMa MOXe
MaTd cTam Ta mepiognuHi koedimientu. J[xepenoM iHdopmanii st po3B’sI3aHHS
MOCTaBJICHOT 3a/1aui € 4acoBl PN CIHOCTEPEKYBAaHUX 3MiHHUX. J[OCHIIPKEHO BILIMB
HIyMy 3 PIBHOMIPHUM PO3IOJLIOM Ha pe3yJsbTaT inenTudikaii. Y xoai qocimikeH-
Hsl BUKOPUCTOBYBABCSl QJITOPUTM, 3aI[POIIOHOBAHMIT aBTOPOM Y IONEPEaHIX MpaLsix.
Po3risiHyTO 0COOMMBOCTI 3aCTOCYBaHHS IHOTO AITOPUTMY [UIs AaHOI 3axadi. [Toka-
3aHO, IO METOJ Ma€ Pi3Hy YyTJIMBICTH 0 LIyMy 3aJIeKHO BiJI TOTO, sIKa i3 CIOCTe-
PEeXyBaHUX 3MiHHHX 3a0pyAHEHa mryMoM. Peamizamito MeTomy MpoiTIOCTPOBAHO YH-
CeNIbHUMH TIPUKJIANAMH iJeHTH(IKanii HeMiHIHHNX audepeHniaTbHuX PIBHAHB i3
HOJTiHOMiaJbHIMH IIPAaBUMU YaCTHHAMH.

Kiouosi cioBa: inentudikaunis, 3sudaitne qudepeHiiaabae piBHAHHS, MEPioITd-
HUI KoeilieHT, cTanuii Koe]ilieHT, IIyM i3 pIBHOMIpHHM PO3IOALIOM.
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NUMERICAL ALGORITHM FOR CALCULATION
OF THE VACUUM CONDUCTIVITY OF A NON-LINEAR
CHANNEL FOR TRANSPORTING A SHORT-FOCUS ELECTRON
BEAM IN THE TECHNOLOGICAL EQUIPMENT
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Abstract. In the article, based on solving the equations of vacuum technology, an it-
erative algorithm for calculating vacuum conductivity and the geometric parameters
of a curvilinear channel for transporting a short-focus electron beam is proposed and
studied. For such a type of channel, the dependence of its radius on the longitudinal
coordinate is described by a power function. The proposed algorithm is based on the
numerical solution of a set of nonlinear equations using the Steffensen method. The
results of the test calculations are presented. The provided tests confirm the stability
of the proposed algorithm’s convergence for correct pressure and pumping speed
values in electron-beam technological equipment. Such curved transport channels
can be used in electron beam equipment based on high-voltage glow discharge elec-
tron guns intended for welding, melting metals, and the deposition of thin films. The
criterion for the optimal geometry of a nonlinear channel is the minimum power loss
of the electron beam during its transportation while ensuring the required pressure
drop between the discharge and technological chambers.

Keywords: electron beam, electron beam technologies, electron beam transporta-
tion, nonlinear electron beam transportation channel, vacuum conductivity of the
transportation channel, high-voltage glow discharge electron gun, vacuum technol-
ogy equation, set of nonlinear equations, Steffensen method.

INTRODUCTION

The development of electron beam technologies is very important today, and such
advanced technologies are widely applied in different branches of industry, in-
cluding metallurgy, mechanical engineering, energetic industry, electronics, in-
strument-making industry, automotive industry, as well as aircraft and space in-
dustry [1-44]. Generally, it is caused by the many important advantages of the
electron beam as a technological instrument, which are as follows [1-10].

1. The total power and power density of the electron beam are extremely
high. Naturally, in industrial technological electron guns, the total power can
reach hundreds of kW, and the power density can be up to 10° W/m?.

2. Ease of control and changing of the geometric and energy focal parame-
ters of the electron beam using electric and magnetic fields.

3. Carrying out a technological operation under conditions of medium and
high vacuum, which ensures the repeatability of technological process parameters
during their control, the purity of the treated materials, and, as a result, the high
quality of products.

In particular, electron beam methods for purifying refractory metals and ce-
ramic materials are widely used today in metallurgy [36—41]. For example, with
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the development of modern electronics, it is now very important to obtain pure
silicon for use in electronics for the production of effective and high-quality mi-
crochips [36]. Advanced technologies for refining refractory metals are very im-
portant for the production of reliable details for the automotive, aircraft, and space
industries [40; 41].

Recently, in the mechanical engineering, aviation, and space industries, elec-
tron beam technologies for three-dimensional metal printing have found wide ap-
plication and are gradually becoming quite cheap, highly efficient, and allow the
economical use of metal raw materials and electricity [21-25]. Such technologies
also make it possible to obtain high-strength and reliable parts for the chemical
industry, aviation, and space industries. Usually, the mechanical and chemical
properties of metals produced using three-dimensional printing are unique, and it
is really impossible to obtain metals of such quality using traditional metallurgy
methods [42—44].

In the electronics industry, it is effective to use the technology of welding
with point-focus [14—19] and profile [20—22] electron beams for sealing the hous-
ings of electronic devices and welding metal and ceramic contacts. For example,
in papers [14; 15], the possibility of peer-reviewed welding of contacts of cryo-
genic electronic devices with a short-duration pulsed point-focus electron beam
has been considered [16—19]. Profile beam welding is a very low-cost technology
that provides high productivity and can be easily automated [20-22].

Another effective use of electron beam technologies in modern production is
the application of stoichiometric ceramic coatings, which contain active gases, in
particular oxides, carbides, sulfides, nitrides, etc. [23-32]. For example, multi-
layer coatings made of rare earth metal oxides are effective for forming insulating
coatings on electric vehicle contacts, as well as heat-protective coatings for inter-
nal combustion engines and jet engines [23-32]. Carbide and sulfide dielectric
films are used in microelectronics for the manufacture of high-quality capacitors
as well as for transmitting and receiving devices for communication microwave
electronic equipment [34; 35]. It was shown in the papers [11; 12; 23—-32], that the
best way to obtain such coatings is electron beam evaporation in a vacuum with
stimulation of a chemical reaction between metal vapor and the residual gas by
igniting an auxiliary low-voltage discharge.

It is clear, that the main part of any electron beam technological equipment
is an electron gun, which ensures the generation of an electron beam with speci-
fied energy and geometric parameters for predetermined conditions of the techno-
logical process. Therefore, when one designing the electron beam technological
installation, an extremely important engineering aspect is always the coordination
of the physical operating conditions of the electron gun with the parameters of the
technological process that is being performed [1-10]. It is especially important to
ensure an appropriate pressure range in the area of electron beam formation and in
the area of technological operation.

In general, it should be noted that today the elaboration of electron guns for
technological use is carried out mainly in two directions: improving the designs of
traditionally used guns with heated cathodes [1-10] and the development of elec-
tron guns, the generation of beams in which is carried out in a fundamentally dif-
ferent way, for example, through field emission [1-10], photoemission [1-10] or
the ignition of various types of gas discharges [11-13; 45-47].
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HIGH-VOLTAGE GLOW DISCHARGE ELECTRON GUNS
AND THE PARTICULARITIES OF THEIR OPERATION IN INDUSTRIAL
TECHNOLOGICAL EQUIPMENT

In the papers [11-13; 23-32], it was pointed out that in the physical conditions of
low vacuum, on the order of 0.1-10 Pa, the High-Voltage Glow Discharge
(HVGD) electron guns usually operate stably and very reliably. The undeniable
advantages of such types of electron sources in comparison with traditionally used
electron guns with heated cathodes are the following [11-13; 23-32].

1. The ability of HVGD electron guns to operate in a soft and medium vac-
uum in the environment of various gases, in particular noble and active ones. This
makes it easy to coordinate the gun parameters with the required parameters of
the technological process. Typically, the pressure in the discharge chamber of the
gun lies in the range of 1-10 Pa. For welding and melting electron beam equip-
ment, it leads to a very important technical and economic effect of simplification
of technological installations [16; 17], and the technological process of deposition
of high-quality ceramic films in the medium of active gas is generally extremely
difficult to implement without the use of HVGD electron guns [23-32]. To coor-
dinate the operating parameters of HVGD electron guns and in the area where
technological operation is being performed, pressure decoupling is used through
an electron beam transport channel with a limited radius. This makes it possible to
maintain the required value of pressure in the HVGD combustion area and in the
technological chamber with a controlled injection of gas into the electron gun and
continuous pumping of the technological chamber [48; 49].

2. The simplicity of the design of HVGD electron guns and the possibility of
their assembly and disassembly in order to replace used components, in particular,
the HVGD cold cathode [11; 12]. Rough and precise estimates of the operating
physical conditions of the cold HVGD cathode and its surface temperature are
given in the papers [16; 17].

3. Ease of debugging HVGD electron guns and ensuring their operation as
part of technological electron beam installation [11; 12]. The only point related to
the complexity of assembling HVGD electron guns is ensuring the alignment of
the design parts [21; 22].

4. The relative simplicity of vacuum evacuation technological equipment,
since there is no need to ensure the operation of the HVGD electron guns under
high vacuum physical conditions [11; 12].

5. Ease of regulation of the electron beam power at a stable value of the ac-
celerating voltage. There are two ways existed for control the power of the elec-
tron beam: aerodynamic, through a controlled change of pressure in the gap of
HVGD lighting by regulating the gas flow [48; 49], and electrical, through the
ignition of an auxiliary discharge and changing the ion concentration in the anode
plasma [17—19]. A generalized description of the operating algorithm of the digi-
tal current control system of the HVGD electron gun based on the methods of dis-
crete mathematics and the theory of finite state machines is given in [50].

THE STATE OF DEVELOPMENT OF TECHNOLOGICAL EQUIPMENT
WITH HIGH-VOLTAGE GLOW DISCHARGE ELECTRON GUNS AND THE
CONSIDERED PROBLEM OF SIMULATION OF TRANSPORT CHANNEL

However, despite the technical and economic advantages of HVGD electron guns
described above, there are also certain technical difficulties associated with their

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2025, Ne 1 55



1. Melnyk, A. Pochynok, M. Skrypka

industrial application. They are primarily related to the coordination of the physi-
cal operating conditions of HVGD guns with the pressure parameters of the tech-
nological process [11; 12]. For welding electron guns and guns intended for melt-
ing metals and ceramic materials for the purpose of cleaning them, it is very
important to separate the HVGD combustion zone from the zone of product proc-
essing [16; 17; 36—41], and for the process of deposition ceramic coatings, it is
important to ensure the required pressure in the HVGD combustion zone and in
the area of metal’s vapor interaction with the operation gas [23-32]. Therefore,
usually, to ensure stable operation of HVGD electron guns as part of technologi-
cal equipment, a pressure decoupling is used between the HVGD combustion area
and the area of the technological operation. For this purpose, electron beam trans-
port channels with a limited cross-sectional radius are usually used. Then the
pressure difference between the HVGD region and technological chamber is en-
sured through a controlled injection of gas into the electron gun and continuous
pumping of the technological chamber. The corresponding block diagram of the
electron beam technological installation is given in [48; 49], in the simplified
form it is presented at Fig. 1 [48; 49].

. :
l hnological 1\\ l
: ;—gg nological ¢ E High Voltage |
| ——> » L 3 Power Source !
| a 1 |
1 1 1
] I s S
e i 1
| |
: - 0 11 :
! Evacuation system y  Outlet ﬂOW:
! 97| Peh pn>[=—> !
1 1
1 1

1

Fig. 1. Block diagram of the pumping and power supply system for an electron beam
installation with a HVGD gun: 1 — HVGD electron gun; 2 — channel for guiding an
electron beam into the technological chamber; 3 — gun current sensor; 4 — high voltage
power supply; 5 — electromagnetic valve for inputting gas into the HVGD electron gun;
9 — technological chamber; 10 — pumping channel; 11 — vacuum pump; 12 — elec-
tronic or microcontroller system for automatically changing the gun current; p, — at-
mospheric pressure; p.;, — pressure in the technological chamber; p, — pressure in the
HVGD electron gun; p,, — minimum pressure in the technological chamber that can be
provided by applied pumping means

Typically, transport channels of cylindrical and conical cross-sections are
used to guide a short-focus electron beam. Corresponded relations of vacuum
technology for calculation the conductivity of such channels relative to the differ-
ence of pressure and gas flow are given in the manual books [51-57].

The aim of this paper is to analyze the possibilities of using transport chan-
nels with a nonlinear cross-section. An assessment of the vacuum conductivity of
a nonlinear channel with power dependence of its radius » on longitudinal coordi-
nate z under the physical conditions of carrying out technological operations for the
deposition of ceramic films and coatings has been provided. For electron beam

56 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 1



Numerical algorithm for calculation of the vacuum conductivity of a non-linear channel for ...

welding and melting equipment, similar estimates can also be used [1-10; 51-57].
For providing generalized analyze of considered nonlinear function the standard
mathematical approaches of function theory and methods for calculating integrals
of power functions has been applied [58; 59]. To determine the conductivity of
the vacuum channel, well-known equations of vacuum technology were used, and
the required length of the channel was determined by numerically solving the
complex nonlinear equation using the Steffensen method [60-64].

BASIC ANALYTICAL RELATIONS AND FORMALIZING THE
OPTIMIZATION TASK FOR CHOOSING THE GEOMETRY PARAMETERS OF
A NON-LINEAR TRANSPORT CHANNEL

In the general case, to determine the pressure distribution along the length of an
axisymmetric transportation channel under the condition of the molecular regime
of gas flow in it, the basic equation of vacuum technology and the Knudsen equa-
tion are used [47-53]. The corresponding system of algebraic and integral equa-
tions is written in general form as follows [47-53]:

PUa 4y - [8R,T
pcth;Uch:T;V: L, (1)
Uch+Sp 36 Hdl M
'[ST

where U, is the vacuum conductivity of the channel; H is the perimeter of the

transportation channel in cross section; S, is its area; R, is the universal gas
constant; 7'is the gas temperature; M is its molecular weight of gas atoms; p,

and p,, are the pressure in the gun volume and in the technological chamber,

according to Fig. 1; U, is the vacuum conductivity of the transportation channel;

S, 1s the speed of the pumping system; v is the average thermal velocity of

movement of gas molecules; /., is the length of the channel.
At a relatively high pressure in the discharge chamber of the HVGD gun, an
intermediate gas flow regime is observed in the electron beam transport channel.

In this case, to calculate the channel conductivity, the corresponding correction
factor J is introduced [47-53]:

— 2
= LH20Ry, + Ry )P+ 2653 (R + R )’ _ o
1+236(R;,, +Ryy)

Using relations (1), it is possible to determine analytically the vacuum conductiv-
ity of where the index m corresponds to the molecular gas flow regime one and

the index i for the intermediate one; R,, — input radius of beam transporting

channel; R, — it output radius correspondently; ; is the average pressure in
the transportation channel; J is a semi-empirical coefficient for listing the con-
ductivity value.

a nonlinear channel for transporting an electron beam with an exponent of
1/o . The cross section of such a channel, depending on the longitudinal coordi-
nate z, is determined as follows:
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r(z)= Az +2)V Y, 3)
where
/ 1/a)
A= _hj (] B
b 0 b
[Rgut - RiCrL1 A lch
or

o o (1/a)
}"(Z) — lcn z+ Rin (Rout _Rin) ) (5)
Rgut - Ri(; Len

Taking into account the well-known rules of integration of exponential func-
tion, solving of integral equation of system (1) giving the following result:

@(“fj

o3 a3’
Uch(Rin’Rout’lch’a): 3nd (Zch+ZO) ¢ _Z()a

o#3;

8v
3nd(In(L, +zo)—In(z))

b

or in the form of arithmetic-logic relation [65]:

_8V ((123 1

U..(R ’Ru,lc,a—— . +
ch( in>“out>ch ) 3n A(In(l, +z9) —In(zp))

(H
. (6)

a3 a3 f
/{(lcthZo) * =z ]

Taking into account relations (3), (4), as well as first relation of set of equa-
tions (1), one can obtain the following nonlinear relation for the value /., rela-

(@ <3)|(@>3)-

tively to transversal variable z:

85[“‘3 j(pch Py

o

a-3 a-3Y)’ ’
1,(z)=1314dpS {(Zch +z9) * —z® J

8V(Pey — Py)
3ndJp,S , (In(ly, + z9) —In(z)))

or, in the form of arithmetic-logic relation [65]:
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B (a—S
8 _
(0= PP (30> 3) ¢ +
3PS, =]
A (L +2z9) ¢ —z,°
1
+(a=23): . 7

In further considerations, let us assume that o>3. Therefore, the special
case a=3 in arithmetic-logic relation (7) is out of consideration. To solve the
nonlinear equation systems (5), (6) with respect to the parameter /,,, let we intro-

duce the corresponding auxiliary variables:

a=R%;b=R". ®)
With this substitution the analytical relations (4), (5) are rewritten as follows:
b* —b(a+(r(2)") - (r(2) " a+zl,,) =0. ©)

Clear, that (9) is the quadratic equation relatively to parameter b and for
fixed value of @ and knowing set of (, z) coordinate it can be solved analytically.

Let formulate the task of finding nonlinear channel parameters as the task of
optimization [61; 62]. Assume, that optimization is provided by four geometry

parameters of channel, namely: R;,, R, o and /. In such conditions for four

mn > out »

basic points P(71,z)), P,(r,,2,), P3(r3,23) and P4(74,z4) the relations (8), (9)
are rewritten as the following set of nonlinear equations, which can be solved
numerically:

R = Ry Ry + (1(2))") = (Rouri (20))" + 2) = 0
Ry~ Ry (Roy +(3(22)") = (Rowra (22))" + 22l = 0
Ry = Ry (Roy + (13(23)") = (Rou'3 (23))" + 23l = 0;
R = R (R + (13 (z)") = (Rt (24)" + 24l = 0.
The criterium of optimization for the task of beam transporting in nonlinear
guiding channel is minimum current loses of electron beam in the case of provid-

ing required difference of pressure in the electron gun and in the technological
chamber p, — p,;, correspond to Fig. 1 [1-10]. For defining current losses in the

(10)

transporting channel, the boundary trajectory of electron beam has to be calcu-
lated. In such case beam losses on the small elementary range of longitudinal co-
ordinate dz are defined as follows [1-10]:

L) . Lm _ . 1 (1)
2w (n) nrbz(n) 70 exp[ﬁb(”)j

2 2
dl, (n) = B2 (n) o (n){exp{— (%ﬁ(")j }exp{— (%”)J ]} (11)
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it

L(n+1)=1,(n)+dl,(n), 1.,(n)=r.,(ndz), r,(n+1)=r,(n+1)dz), dz= Bf_ﬂ

where I, — beam current; 3, — beam parameter, which characterized the dissi-

pation of electrons by the velocity; n — current number of iteration, N; — total

number of iterations [1-10]. Generally, algorithm of calculation of boundary tra-
jectories of electron beam in the case of its’ propagation in the free space with the
constant pressure have been described in the papers [66—72]. Also, in this papers
an advanced method of interpolation and approximation of boundary trajectories
of electron beam, based on root-polynomial function and giving very small error,
has been proposed and analyzed. Using such approach, the optimization task in
this case is formulated as follows [61; 62]:

Rin

R Len

% l=min| Y dl,(2) | (12)
ch z=0

o

Since the channel radius, defined from relations (4), (5), is depend on chan-
nel geometry parameter, the coordinates of basic points P; —P,, as a result of
solving set of equations (10), are correspond to criterium (12). Usually, it is
enough to define 4 point on the beam boundary trajectory, for which beam radius

have the maximal value and choose the channel radius by the simple relation
[1-10; 45-48]:

r(2) =3Bp1(2) . (13)

Relation (13), from the point of view of the physics of HVGD [12; 45-47],
is explained by the fact that with a large number of collisions of beam electrons
with residual gas atoms, the longitudinal distribution of current density j(») corre-
sponds to the Gaussian law with a very high probability, more than 99% [1-4].

Generally, analyzing beam current losses using relations (11)—(13) is the
separate sophisticated problem for future research, which consideration is not the
subject of this paper. However, in any case, numerical solving of the set of equa-
tions (10) with the known set of basic points P; —P, coordinates is a separate
complex problem because this set of equations has been formed by using the stiff
power function (5) [63; 64]. The corresponding proposed algorithm for solving
the set of equations (10), based on the Steffensen method [63; 64], will be de-
scribed in the next part of the article.

THE NUMERICAL ALGORITHM FOR DEFINING THE GEOMETRY
PARAMETERS OF A NON-LINEAR TRANSPORT CHANNEL

Having solved the quadratic equation (9) for the variable b and substituting, in-
stead of the common variables z and 7, its values z; and 7, it is easy to obtain

following relation for the function f;(a,l,,,0):
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b=f,,(a,lch,a>=%(a+r1(zl))“+

A +201(2))" +(1(2) ~ 4zl — i (2)"). (14)

Further, if one rewrites relation (9) with respect to the variable a and substi-

tutes, instead of the common variables z and r, their values z, and r,, then the
corresponding relation for the function f,(b,l.,,0) will be written as follows:

Zalen +b(13(29))" ~ b7
2(ry(2))" =b

Similar, from relation (9) the function for calculation the channel length /,

a=f,(b,l,,0)= (15)

by substitutes, instead of the common variables z and r, their values z; and 73,
is written as follows:

(r(23))"(a—b)—b* +ab

Z3

lch :fl(aabaa): (16)

And finally, the function for defining the exponent a in relations (3), (4),
through the known values a, b, [, and substitutes, instead of the common vari-

ables z and r, their values z, and r,, is written as follows:
In(z,l,, —b* + ab) —In(a + b)
In(r4(z4))

Taking into account relation (14)—(17), the values a,b,l,,, and o, which are

a :fa(aabalch) =

(17

satisfied for set of equations (10) for given coordinates of basic points P, — P,,

can be defined numerically using the Steffensen method of solving sets of nonlin-
ear equations [62—64]. Corresponding numerical relations for iterative calculation
of these values are written as follows:

b, =
_ L@, oy, 0, 072 . (18)
Soa, .+ [0, + 1, (an—lslch,,,, ’rl’Zl)’ZchH aan—larlazl)alph,,,l 20,5775 2) _fb(an-lalph,,,l 20,5775 2) '
a, =
faz(bn,lch,,,l,an—la”zazz) . (19)

= b
fa(bn +fb(an—l +fa(bn7lch,,,| 7r2722)’lch",] ’an—l’VZ’ZZ)’lch,,,l 7r2722)_fa(bn’lchn,| ,(1,1_1,7‘2,22)

2
o = f;x (an’bn’lchn,l ’]/‘3’23)
! f;z((an + f‘a(bn’lch,H ’an—l’FZ’Zz))ﬂbn’lch,H ”/'3’23) - fd;(an’bn’lch”,l ,l"3,Z3)

2
lch = ﬁ (an’bn’an—l’r47z4) , (21)
’ ﬁ((an +j;z(bn’lthn,| ’an7r2522))9bn,an9r4az4)_ﬁ(anabnaa,,717r4az4)

where » is number of current iteration.

Iterative calculations using the given relations (14)—(21) have been carried
out until the vacuum conductivity of the transport channel reaches a value that

; (20)
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provides the required pressure difference p, — p,;,, corresponding to Fig. 1, while

the channel conductivity have been calculated from relation (6). Correspondently,
iterative calculations have been considered completed if the modulus of the dif-

ference in channel conductivities at the previous and current iterations did not
3

exceed 107° Pa-m , namely:

3
<joefam (22)
S

o=\U,

C

hy UChn—l

where o is achieved accuracy of calculations on the current iteration ».

The corresponding flow chart of the described iterative algorithm of calcula-
tions, which have been carried out using relations (6; 7; 14-22), is presented
in Fig. 2.

( Start )

Y
Reading input data for 5 Calculation U, using
starting approach: a, Ry, . "
1 R,.; and for further relation (6)
calculations: zy, z,, z3, Z4, ¢
Pl 12, I35 ¥4, Dgs Dehr Sp ;

Y
Calculation /., for
2 starting approach
using relation (7)

Hi
Uep ~Ug \ <1070? >@

Y
3 n=1 @
Y
4 Calculation a,, b,, lchn , Oy
using relations (14)—(21) 7 n=n+1

Fig.2. Flow chart of described iterative algorithm for define geometry parameters of
nonlinear vacuum channel for transporting electron beam

The testing results of using proposed and described algorithm for solving the
task of designing electron-beam vacuum equipment will be presented in the next
part of the article. All numerical calculations have been provided using program-
ming manes, as well as numerical and graphic libraries of MATLAB software for
scientific ang technical calculations [73]. Among advanced programming means
of MATLAB structure and matrix approach have been implemented [65; 73].
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OBTAINED RESULTS OF NUMERICAL EXPERIMENTS AND ITS
DISCUSSION

Let’s considering and analyzing in this part of article the several task of defining

the geometry parameters of nonlinear transporting channel. In all tasks, which

will be considered below, on the start iteration such geometry parameters of

nonlinear tube have been taken: R, =0.006m, R, =0.015m, a=3.5. All cal-

culations have been provided for such parameters of electron-beam equipment,
3

corresponding to Fig. 1: p, =5Pa, p,, =0.1Pa, §, = 0.0012. Starting value
s

for the length of channel has been calculated using relation (7). Therefore, only
the coordinates of basic points have been changed in considered tests.

Task 1. z; =0.0lm, z,=0.02m, z3=0.03m, z;,=0.04m; 7 =0.017m,
rn=0.02m, 7=0.021m, 7, =0.022m. Obtained solution: R;, =0.0429 m,
Ry, =0.0825m, ., =0.0691 m, o =5.0496. This solution has been obtained after
23 iterations. Obtained graphic dependence r,,(z) for this task is presented at
Fig. 3 as straight line.

r(2), m Task 1
0.02 1
0.01
z,m
0 0.01 ' 0.03 0.05 0.07

Fig. 3. Graphic dependences r,,(z), obtained using iterative relations (14)—~(21) for data
sets of Task 1 and Task 2

Task 2. z;,=0.0lm, 2z, =0.02m, z;=0.03m, z4,=0.04m; » =0.008m,
rn=0.009m, r=00lm, 7, =0.012m. Obtained solution: R;, =0.0701m,
Ry =0.1128m, [, =0.0412m, a=5.7743. This solution has been obtained af-
ter 28 iterations. Obtained graphic dependence 7., (z) for this task is presented at
Fig. 3 as dash line.

Task 3. z;, =0.01m, z, =0.02m, z; =0.03m, z, =0.04m; » =0.0066m,
r, =0.0085m, ,=0.01lm, r, =0.011m. Obtained solution: R;, =0.0062m,
R, =0.0153m, [, =0.2234m, a=2.7278. This solution has been obtained af-
ter 13 iterations. Obtained graphic dependence r,;,(z) for this task for all range of
changing of longitudinal coordinate z is presented at Fig. 4, a, and for the start
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range of changing z coordinate, correspondently, in Fig. 4, . This solution is
reflected in Fig. 4 a, b, as straight line.

ren(z), m
0.016."?)

.....
______
___________

-

- Task 3

z,m

L ] L L 1 | | e | . |

. 1 2 3 x10-7
b

Fig. 4. Graphic dependences r,,(z), obtained using iterative relations (14)—~(21) for data

sets of Tasks 3, 4, 5 and 6 in the all range (a) and in start range (b) of changing of longi-
tudinal coordinate z

Task 4. z; =0.0lm, z, =0.02m, z; =0.03m, z, =0.04m; 7 =0.0093m,
rn,=0.0121m, r5,=0.0141m, r, =0.0157m. Obtained solution: R;, =0.0059 m,
Ry =0.0151m, /., =0.32211m, o=2.64456. This solution has been obtained
after 15 iterations. Obtained graphic dependence r,,(z) for this task for all range
of changing of longitudinal coordinate z is presented at Fig. 4, a, and for the start
range of changing z coordinate, correspondently, in Fig. 4, 5. This solution is re-
flected in Fig. 4 a, b, as dash line.

Task 5. z;, =0.01m, 2z, =0.02m, z; =0.03m, z4, =0.04m; r =0.0067m,
7, =0.0087m, 3, =0.0102m, r, =0.0113 m. Obtained solution: R;, =0.0061m,
R, =0.0149m, [, =0.2323m, a=2.6456. This solution has been obtained af-

ter 17 iterations. Obtained graphic dependence r,,(z) for this task for all range of
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changing of longitudinal coordinate z is also presented at Fig. 4, a, and for the
start range of changing z coordinate, correspondently, in Fig. 4, b. This solution
is reflected in Fig. 4 a, b, as dot line.

Task 6. z;, =0.0lm, z, =0.02m, z;=0.03m, z, =0.04m; 7 =0.0099 m,
rn, =0.013m, r3=0.0152m, 7, =0.0171m. Obtained solution: R;, =0.0063 m,
Ry, =0.0152m, /., =0.352m, a=2.5546. This solution has been obtained after
14 iterations. Obtained graphic dependence r,,(z) for this task for all range of

changing of longitudinal coordinate z is also presented at Fig. 4, a, and for the
start range of changing z coordinate, correspondently, in Fig. 4, b. This solution
is reflected in Fig. 4 a, b, as dash-dot line.

From the obtained calculation results and graphical dependencies presented
in Fig. 3 and Fig. 4, it is clear that the iterative numerical algorithm based on rela-
tions (14)—(21), the flow chart of which is presented in Fig. 2, converges stably
for various sets of numerical data for base points P; —P,. It should be noted that

this is a very important practical result, since the numerical solution of sets of
equations containing power and logarithmic functions with a high degree of rigid-
ity cannot always be implemented using standard numerical methods [62—64].

A good proof of the stable convergence of the proposed iterative method is
that for close values of the base point data sets, the solutions to the tasks posed are
almost identical. This is clearly visible in the obtained solutions for Task 3 and
Task 5. Indeed, as can be seen from the graphical dependencies shown in Fig. 4,
a, the solutions obtained for given sets of points with close coordinates practically
coincide.

It should also be noted that all the considered examples are of a practical na-
ture, and the numerical data sets given in problems 1-6 correspond to the actual
dimensions of the channels for transporting electron beams in industrial techno-
logical equipment. For example, with an input diaphragm radius of 8 mm and a

radius of a cylindrical beam transportation channel of 16 mm, a pressure drop
3

from 5Pa to 0.1Pa at a pumping speed of 0.001 s provided with a transpor-
s

tation channel length of 0.28 m. It is possible in the model task to consider such a
transporting channel as a nonlinear one described by the function (4) with pa-
rameter a=20. The calculation results for such a model of the beam transport
channel give a result of 0.24 m, which is in good agreement with experimental
data, taking into account the complexity of the simulation of real vacuum systems
[51-57]. To further harmonize theoretical and experimental data, empirical coef-
ficients can be introduced into calculation formulas (14)—(17). In any case, the
stable convergence of iterative formulas (18)—(21) is an undeniable advantage of
the proposed algorithm for solving important practical problems of modern elec-
tron beam technologies.

To carry out further theoretical research in order to solve complex practical
and engineering problems of modern industrial electron beam technologies, it is
necessary to combine the numerical method described in this article for calculat-
ing the geometric parameters of the vacuum channel for transporting an electron
beam with the previously proposed modern methods of interpolation and ap-
proximation of the boundary trajectories of an electron beam propagating in soft
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vacuum [66—72]. In this way, the important practical problem of optimizing beam
current losses in the guide channel, described by equations (11)—(13), can be solved.
All research work described in this paper has been provided in the Scientific and
Educational Laboratory of Electron Beam Technological Devices of the National
Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnical Institute”.

CONCLUSION

The test numerical experiments carried out in the research work showed that the
proposed algorithm for the numerical calculation of the geometric parameters of a
nonlinear vacuum channel for transporting a short-focus electron beam, specified
by iterative relations (14)—(21) and shown in the form of a flow chart in Fig. 2,
converges stably for the pumping speed of the vacuum chamber and the range of
pressures in the electron gun and in the technological chamber used in electron
beam technological installations. The obtained results of numerical calculations
are in good agreement with experimental data. The divergence of calculated and
experimental data for test tasks did not exceed 10%. The implementation of the
proposed algorithm together with the solution of problems of interpolation and
approximation of the boundary trajectory of an electron beam in a single software
package will allow, at the initial stage of designing electron beam technological
equipment, to estimate the energy losses of the electron beam in the transportation
channel and to study complexly the issue of the efficiency of applying of
nonlinear beam transportation channels in industrial installations, taking into
account the complexity of their production.

Currently, for the manufacture of beam transportation channels with
nonlinear geometry, electron beam technologies of three-dimensional metal
printing can be applied. In such cases, the manufacturing technology of
curvilinear tubes is significantly simplified, and the energy costs as well as the
consumption of the material used are also valuably reduced. The accuracy of
manufacturing a nonlinear channel using the electron beam three-dimensional
printing method is also much higher than when using traditional mechanical proc-
essing methods, and the mechanical and thermodynamic properties of the result-
ing metal are always much better [43; 44].

The results presented in the article may be of great practical interest to ex-
perts involved in the development of electron beam equipment and its applying in
modern industry. Experts in the field of computational mathematics and numeri-
cal methods may be interested in the proposed algorithm for the numerical solu-
tion of a stiff set of nonlinear equations (10). The distinguishing feature of this
algorithm stably converges for different values of the power function exponent 1/a.
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YHUCJIOBUN AJITOPUTM PO3PAXYHKY BAKYYMHOI ITPOBIJIHOCTI
HEJIHIMHOI'O KAHAJIY TPAHCHOPTYBAHHSI KOPOTKO®OKYCHOI'O
EJEKTPOHHOI'O ITYYKA Y TEXHOJIOTTYHOMY OBJIAZTHAHHI / 1.B. Mens-
HUK, A.B. ITounnok, M.IO. Ckpurnka

Amnoranisi. Ha ocHOBI po3B’s3yBaHHS PiBHSIHb BAKyYMHOI TEXHIKHU 3aIIPOIIOHOBAHO i
JOCIIDKEHO ITepalifHui anropuT™ po3paxyHKy BaKyyMHOI IIPOBIHOCTI Ta TeoMe-
TPUYHHX HapaMeTpiB KPUBOJIHIHHOTO KaHAIy TPaHCIIOPTYBAaHHS KOPOTKO(OKYCHO-
TO eJISKTPOHHOTO ITy4Ka, JUIS SIKOTO 3aJIEXKHICTh pajiyca KaHaly Bil MO3TOBXKHBOT
KOOPJIMHATH OITMCYIOTh CTEHEHEBOIO (YHKIIi€r0. 3apOOHOBAaHUH aJITOPUTM 3aCHO-
BaHMIl Ha YKMCIOBOMY PO3B’SsI3yBaHHI CHCTEMH HENiHIHUX piBHAHb MeTonoM Cred-
(hencena. HaBeznieHi pe3ynbTaT TECTOBHX PO3PAXyHKIB MiATBEPIKYIOTh CTiHKY 30i-
JKHICTB 3aIIPOIIOHOBAHOTO aNrOPUTMY ULl peajbHUX 3HAYEHb THUCKY Ta IIBHIKOCTI
BiZIKa4yBaHHS y TEXHOJIOTIYHOMY OOnagHaHHI. Taki KpUBONIHIMHI KaHAIN TPAHCIIO-
PTYBaHHS MOXXYTh OyTH BUKOPHCTaHi B €JIEKTPOHHO-IPOMEHEBOMY OOJIa[HAHHI Ha
OCHOBI rapMaT BHCOKOBOJIFTHOTO TJIIIOUOTO PO3pSIy, NPU3HAYEHOMY JUISl 3Bapro-
BaHHS, IUIABJICHHS METaJlB Ta JUIS HAaHECCHHS TOHKHX IUTiBOK. KpuTepiem ontuma-
JIBHOCTI TeOoMeTpii HeNIiHIHHOTO KaHally € MiHIMaJIbHI BTPATH HOTY>KHOCTI €JIEKTPO-
HHOTO ITy4Ka MiJl Yac HOro TPaHCIOPTYBaHHs 32 YMOBHU 3a0e3NeYeHHs HEOOXiqHOTO
nepemnany TUCKY MK PO3PSITHOIO Ta TEXHOJIOTIYHOIO KaMepaMH.

KorodoBi ciioBa: elekTpOHHMI MTy4OK, €IEKTPOHHO-TIPOMEHEBI TEXHOJIOTII, TpaHC-
MOPTYBAHHS €JIEKTPOHHOTO IyYKa, HETHIIHUH KaHaJl TPAaHCHOPTYBAaHHS ENEKTPO-
HHOT'O ITy4Ka, BaAKyyMHa HPOBIJHICTh KaHaJly TPAHCHOPTYBAHHS, €JIEKTPOHHA rap-
Mara BUCOKOBOJIBTHOTO TIIIOYOTO PO3PSAY, PIBHSIHHS BaKyyMHOI TEXHIKH, CHCTEMa
HENiHIHUX piBHAHB, MeTox CTeddeHceHa.
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Abstract. This research article is devoted to studying and applying polarization se-
lection for navigation objects in difficult atmospheric conditions. It provides a novel
application of Stokes parameters in radar signal processing for navigation objects,
validated by experimental data. The main emphasis is on using the statistical proper-
ties of the polarization parameters of partially polarized echo signals. The article
discusses in detail the statistical properties of the polarization parameters of partially
polarized echo signals, which can be used to improve the accuracy of ship radioloca-
tion systems. The study is based on analyzing experimental data collected in various
atmospheric conditions. The results indicate the effectiveness of polarization selec-
tion in improving the stability and accuracy of radar navigation systems in various
atmospheric conditions. The use of statistical methods allows the navigation system
to adapt to changing conditions, ensuring reliability in different scenarios. Polariza-
tion selection based on the statistical properties of polarization parameters is a prom-
ising method to improve navigation in high atmospheric humidity, fog, and other
complex atmospheric conditions. It can be used in the development of modern navi-
gation systems.

Keywords: safety of navigation, atmospheric conditions, statistical properties, par-
tially polarized, echo signals, radar systems, navigation equipment, bridge resources,
maritime transport, radiolocation, ship handling and maneuvering.

INTRODUCTION

Over the past decades, high-precision navigation systems have become critical for
a wide range of applications, including autonomous vehicles, unmanned aerial
vehicles, maritime navigation, and others. However, the effectiveness of these
systems can be significantly reduced in difficult atmospheric conditions. The de-
velopment of new methods that ensure stable and efficient navigation in such
conditions is an urgent problem. Thus, the growing need for high-precision radio
navigation systems requires the development of new methods to ensure stable and
efficient navigation in various atmospheric conditions. In this context, polariza-
tion selection of navigation objects seems to be a promising research direction.
Polarization selection is becoming an object of active research to solve these
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problems. This method is based on the use of statistical properties of polarization
parameters of echo signals of partially polarized waves. Light polarization has the
potential to improve signal quality and ensure navigation stability in conditions of
limited visibility and atmospheric instability.

The literature review encompasses a range of topics related to radar systems,
maritime navigation, and signal processing. The discussed works address the is-
sues of ship radar systems, construction of modern high-precision intelligent con-
trol systems for marine vessels [1], navigation support for ship traffic control [2],
analysis of prediction methods for determining the parameters of ship equipment
[3; 4]. In addition, the issues of modeling of radar signals for objects of complex
spatial configuration [5] and scattering of electromagnetic waves by radar objects
[6] are investigated.

The paper [7] contributes insights into the selection of radar signals from
navigation objects in the presence of atmospheric formations. Other works cover
constraints on spatial measurements in phased-array radar due to atmospheric ef-
fects [9], radar detection and identification methods for objects with resonant siz-
es [8], and the influence of propagation medium on maritime direction measure-
ments [10-13], address challenges in measuring the range of low-altitude targets
within the tropospheric waveguide over the sea and the measurement of the Doppler
frequency of signals reflected from targets beyond the radio horizon over the sea.

In [14], a comparison of ship radars operating in different frequency bands
was made. The comprehensive manual on radar, AIS, and target tracking for ma-
rine radar users presented in [15]. The work [16] examined the suitability of
ARPA for the automatic assessment of AIS targets. In [17] discussed ways to en-
hance awareness of maritime situations through the integration of shipborne ra-
dars, [18] explores radars for maritime domain awareness.

In [19; 20] provided essential information on radar technology and the chal-
lenges in the public administration of autonomous shipping, respectively. The
article [21] addresses multi-level challenges in the public administration of navi-
gation safety. Sources [22-30], cover various aspects of maritime safety, vessel
operational efficiency, vulnerability assessment, information security, environ-
mental efficiency, fuzzy controllers in vessel motion control and energy efficient
motion modes contributing significantly to the understanding of modern maritime
operations, safety and technology.

The references [31—43] contribute to the understanding and improvement of
maritime transportation and navigation process safety. These studies cover as-
pects such as public safety management, maritime situational awareness, vessel
equipment vulnerability assessment, vessel information security risks, maritime
transportation security, autonomous vessels, vessel traffic management systems
and energy efficient modes of propulsion systems. They provide valuable insights
into maritime safety issues and developments, offering potential solutions and
improvements for safe navigation [44; 45] in different conditions.

Thus the methodology proposed in this paper provides a comprehensive and
data-driven approach to solving problems related to polarization selection.
Through a thorough literature review, the approach seamlessly integrates statisti-
cal analysis, radar measurements, and practical considerations, offering a sound
basis for effective navigation decision making. Synthesizing these elements not
only improves the understanding of polarization selection methods, but also
makes a valuable contribution to the improvement of shipboard radar systems in
various atmospheric conditions.
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MATERIALS AND METHODS

Safe navigation is of paramount importance to ensure the integrated safety of
maritime operations. Ship handling and maneuvering in challenging atmospheric
conditions require accurate and reliable navigation systems. Ship radar, being a
cornerstone of maritime navigation technology, relies on advanced polarization
techniques to accurately detect and analyze echo signals. The utilization of po-
larimetric data in radar systems enhances the precision of object identification,
providing critical information for safe ship handling and maneuvering. By inte-
grating polarimetric insights into radar technology, maritime operators gain a
more comprehensive understanding of their surroundings, enabling proactive
measures for collision avoidance and ensuring a higher level of safety in challeng-
ing atmospheric conditions.

Practical use of polarization parameters of electromagnetic wave in ship-
board radar polarization complexes (SRPC) in solving the problem of polarization
selection of navigation objects located in difficult conditions atmospheric envi-
ronment on the way of the ship, due to the need to use microwave elements and
antenna devices that allow radiation with subsequent analysis of their polarization
parameters. The following antenna devices were used as the SRPC antenna an
omnipolarized antenna with controlled polarization to radiation, which allows to
optimally realize the energy capabilities of SRPC by representing polarization by
real energy Stokes parameters.

During the radar observation of navigation objects against the background of
atmospheric formations, the echo signals arriving at the input of the SRPC re-
ceiver will be reflections from a complex object. Assuming that the Stokes vector
of a complex object has normally distributed components in an arbitrary basis, the
one-dimensional law of distribution of the Stokes parameters of the navigation
object and the atmospheric formation is used to determine the properties of the
echo signal of a complex object received at the SRPC input. The Stokes energy
parameters are quadrature with respect to the field strength of a partially polarized
electromagnetic wave and uniquely determine its polarization. To fully determine
the probability density of the Stokes parameters of the echo signal of a partially
polarized electromagnetic wave scattered by a complex object, it is necessary to
calculate their mean values, variances, and standard deviations.

To address the challenge of polarization selection for navigation objects
amidst atmospheric formations, statistical properties of Stokes parameters of par-
tially polarized electromagnetic waves from the complex object's lunar signals
were utilized. Solving the specified task involves the incorporation of a priori in-
formation characterizing objects of radar observation systems. This a priori in-
formation encompasses the number of observed atmospheric formations (precipi-
tation of varying intensity) that create erroneous markers on the radar indicator.
Additionally, it includes a set of features describing the observed objects, as well
as the probability distribution laws of the feature set.

The set of features that characterize the recognized objects are the energy
polarization parameters of Stokes, which form the predictor, whose components
are the Stokes parameters themselves (S, S5,,S53,S,) . The probabilistic character-

istics of the predictor S are the laws of distribution of the Stokes parameters of
the navigation object and the atmospheric formation.
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The echo signals of a navigation object are equivalent to the presence of a
polarized component in the echo signal of the total partially polarized wave of a
complex object. The fluctuating component of the echo signal of the total partially
polarized wave of a complex object caused by reflection from an atmospheric
formation corresponds in its statistical properties to the echo signal of a partially
polarized wave subject to the central limit theorem of probability theory. In the
case of a navigation object in the area of an atmospheric formation (Figure), the
reflection of an electromagnetic wave irradiating two objects (a complex object)
with different electrical conductivity (metal and water in liquid or solid state) at
the same time is equivalent to the presence of a polarized component (navigation
object) and a fluctuating component (atmospheric formation).
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Radar observation of a navigation object against the background of an atmospheric formation

When receiving an echo signal of a partially polarized electromagnetic wave
simultaneously from two objects (a complex object), all four Stokes parameters
are recorded simultaneously, and their criterion values are set based on the values.
At the same time, for a navigation object, polarization selection of its echo signals
is performed against the background of echo signals from an atmospheric formation.

To solve the problem of polarization selection of echo signals of a naviga-

tion object, the laws of distribution of predictors are used W (S / HO) navigation
object and W (S /AU) of the atmospheric formation, which in the theory of rec-
ognition are functions of the probability of the feature vectors of predictors S,
which will include the Stokes parameters of the navigation object and the atmos-
pheric formation. These laws show the probability of forming predictors S 3
with given values of the Stokes parameters, provided that the echo signals are
generated by the navigation object and the atmospheric formation, and the distri-
bution of the reflectivity of the predictors S can be described by normal laws.
Since these predictor S distribution laws intersect, the problem of polarization
selection of the navigation object is solved using the maximum likelihood rule,

which is defined by the following inequality:
W(S,I/HO)>1 )
w(s,/AO)
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Expression (1) for the four Stokes parameters of the echo signal of a partially
polarized wave is written as follows:

W(Si/HO) | W(S/HO) . W(S3/HO) | W(Sy/HO)
W(S,/A0) ~ " W(S,/AO) W(S,/ AO) W(S,/ AO)

Since the reflectivity distribution of the Stokes parameters can be described
by normal laws, then inequalities (2) are given in the form:

; , - (@)

_(S1-mpo)* _(S3-mpo)*
1 2"ZHO 1 262Ho
WS,/ HO) 2oy, W(S,/HO) _\2mo, |
W(S,/AU) (Si-ma0)? " W(S,/ AU) _(Sy-my0)*
267, 267,

1 1
——e ——e
VZTCGAU v2TECTAU

(53 ~mpyo)*
1 262[10
W(S;/HO) _N2mopp |
W(Sy/ AU) (S3-ma0)*
1 . 252/10
\/EGAU
_(54—'”Ho)2
1 203{0
W(Sy/HO) 2mcy, ¢ 3
W(S,/AU) (S4mma0)* ©)
1 2"on

—F— €
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where S),5,,5;,5, — measured Stokes parameters of a complex SRPC observa-
tion object; Gy, 4y — statistical parameter — the standard deviation for the
general population of a series of observations of the Stokes parameters of the nav-
igation object and the atmospheric formation, respectively; my,m 4; — statisti-
cal parameter — mathematical expectations of the Stokes parameters of the echo

signals of the navigation object and the atmospheric formation, respectively;

G%IO,GaU — statistical parameter — the variances of the Stokes parameters of the

echo signals of the navigation object and the atmospheric formation, respectively.

Transforming the right-hand side of equations (3) according to the

a

. . . e .
expression for the exponential function et =t _ b =— allows us to obtain
e

the following dependencies for the right-hand side of the distribution laws of the
predictor of the navigation object and the atmospheric formation.

To provide a comprehensive understanding of the underlying physics, we
include the mathematical model that relates the Stokes parameters of the electro-
magnetic wave to the radar object's properties. The Stokes parameters
(S1,S5,,83,8,) describe the polarization state of an electromagnetic wave and are
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derived from the electric field components. The reflected signals can be repre-
sented as the result of the interaction of the electromagnetic wave with the target,
possessing certain radar characteristics. The Stokes parameters can be expressed
through the target characteristics as follows:

Total power of the wave S related to the reflection coefficient R of the target:
2
S, =E/R,

where E is the amplitude of the incident wave.

Horizontal and vertical polarizations are related to the scattering components
R;, and R,:

2
S, =EX(R, ~R,).
Polarization at 45° and —45°:
2
Sy = Ei (Rys = R y5)

where R,s and R_,5p, are the scattering components at 45° and —45° respectively

Right-hand and left-hand circular polarizations:

2
S3=E (chp _Rlcp) >

where R, and R, are the scattering components of right-hand and left-hand
circular polarization respectively.
Considering the statistical properties of the Stokes parameters, the maximum

likelihood method can be applied to determine the target parameters. The prob-
ability of the measured values of the Stokes parameters S; for a target and atmos-

pheric conditions can be written as:
2
: exp[_ (S; 1) J ,

26°

P(S;0)=

2nc

where O represents the target parameters, and p and o are the mean and stan-
dard deviation of the Stokes parameters respectively.

The Stokes parameters (S;,S,,55,5,) are derived from the received radar
signals by first decomposing the signals into their horizontal (E;) and vertical
(Ey) components using polarimetric radar techniques. The Stokes parameters are
then calculated using the following relations of magnitudes of the horizontal and
vertical components of the electric field, respectively and the complex conjugate
product of these components, which captures the cross-polarization information.

The derived Stokes parameters are then used in the statistical decision-
making process to determine the presence of a radar target. This involves
applying the maximum likelihood rule and evaluating the probability densities of
the Stokes parameters for both the navigation object and the atmospheric
formations. By following these steps, the radar system can effectively
differentiate between the echo signals of navigation objects and atmospheric
formations, enhancing the accuracy and reliability of radar-based navigation in
challenging conditions.

These parameters are subsequently used in the statistical decision-making
process, applying the maximum likelihood rule to evaluate the probability
densities and determine the presence of a radar target amidst atmospheric formations.
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Let us transform the right-hand side of the equation for the first Stokes pa-

rameter and obtain:

2
_Si=muo)” )
2 (S1—mpo)
1 ZGHO -
——e 257,
V2no 4o _oyye B
2 2
1 ZGAU 2GAU
oo ¢ Sro e
V216 4y
2 2 2 2 2 2 2 2
(CHo=%4u) 2 (Cau™HO = oM AU) oMy U™ )
o 262,65, 2 o2 I 762 o2
=AU , “°H0%aU CHO® AU SHo% aU >1;
- 9

SHo

“4)

Similar results are obtained for the second, third, and fourth Stokes parameters:
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(GHO_GAU)52+(0AUmH0_GHOmAU)Sl+ CHo™ 4y~ AU o)
1 2 2

> 2 2
() 26%,+,C So0 26300
_ 24U , 2%H0%4u HO® 4U HO® AU >1. (7

Sro

Let us denote the statistical parameters of degree e in equations (4)—(7) by
the coefficients /|, /5, I; i.e:

2 2 2 2 2 2 2 2
I = (Sh0 =%au) . = (S4uMuo = SroMav) . I = (SHo™May = Oau™i0) @®)
2 2 2 2 ’ 2 2 ’
2610S 4u OHOO 4U 261H0S 4u

then inequalities (4)—(7) will be written in terms of the coefficients /, /,,/; as
follows:

c 182 41,8 +1
AUell 291 321’ (9)
SHo
c 1182 4158, +1
AUelz 292 321; (10)
SHo

2
(o) LS5+, S3+1
AUel3 293 321, (11)
OHo

2
o LSy +1rSy+1
Sau Ni8i+hSatls 5 (12)
SHo

After logarithmizing on the basis of e, inequalities (9)—(12) are written as
follows:

LSE+ 1,8, +1y > In2HO. (13)
Sau

11S22 +12S2 +Z3 >In OHo ) (14)
Sau

1SE+1,S, +1; > In2HO. (15)
OC4u

1S3 +1,S, +1; > In2HO (16)
O4u

Solution of the obtained inequalities (13)—(16) with respect to the Stokes pa-
rameters S;,S5,,53,5, of echo signals of a partially polarized wave of a complex

object allows to obtain their criterion values Sy, S24->934-5 94z - Then, for all the
Stokes parameters measured by SRPC S>> S3msr s Sams their values will

be greater than or equal to their criterion values, i.e.:
Slmsr 2 Slkr’ Sstr 2 S2kr= SSmsr 2 S3kr’ S4msr 2 S4kr

and inequalities (13)—(16) will be valid. The operator of the SRPC shall decide on
the presence on the indicator or display of the ship's computer of the echo signal
only of the navigation object located at a given distance from the SRPC.
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If the conditions of the above inequalities are not met, a decision is made on
the presence of an atmospheric formation on the indicator of the SRPC or the dis-
play of the ship's computer, i.e.

S < Slkr’ S2msr< S2kr’ S

3msr

< S3kr’ S

4msr

< S4kr .

Lmsr

The basis for the use of the basic concepts of mathematical statistics and
probability theory is the randomness of echo signals of Stokes parameters in the
process of radar observation of navigation objects located in the zone of
atmospheric formations by SRPC. The use of the maximum likelihood algorithm
in solving the problem of polarization selection of navigation objects makes it
possible to assign an echo signal to the object for which the likelihood function is
greater.

The polarization selection of navigation objects using the maximum
likelihood rule uses a smaller amount of a priori radar information and therefore
the application of this rule is practically justified. When studying the values of the
Stokes parameters of echo-signals for a navigation object and an atmospheric
formation, their probability density distributions are close to normal, and the set
of random values of the Stokes parameters of echo-signals of a navigation object
and an atmospheric formation is considered as a random process of a complex
object.

The values of the Stokes parameters of the navigation object and the
atmospheric formation at discrete points in space and time were obtained for a
certain period of time based on the results of radar measurements of the SRPC in
the Zaporizhzhia region (Ukraine), taking into account the intensity of random
precipitation and taking into account the radar information obtained in parallel
with the MRL-5 meteorological radar. According to the obtained radar
measurements of the SRPC, the echo signals of the first Stokes parameter of the
navigation object and the atmospheric formation for a certain intensity of
precipitation (in this case / =12 mm/hour), statistical processing of the results of
measuring the first Stokes parameter ;5o and S;,;, which are presented in

Table 1 and Table 2, respectively.
Table 1. Results of radar observations of the SRPC echo-signal of a naviga-

tion object located in the zone of atmospheric formation and parameters of their
statistical processing

Grades S0 f |P=fIN| &, d fd & fd?
0.00 — 0.49 4 0.040 | 0.245 | -040 | -1.60 | 0.16 | 0.64
0.50 —0.99 9 0.091 | 0.745 | -030 | -2.70 | 0.09 | 0.81
1.00 — 1.49 10 0.101 | 1.245 | -020 | -2.00 | 0.04 | 0.40
1.50 —1.99 15 0.152 | 1.745 | -0.10 | -1.50 | 0.01 0.15
2.00 —2.49 21 0212 | 2245 | 0.00 | 0.00 | 0.00 | 0.00
2.50—2.99 13 0.131 | 2.745 | 0.10 1.30 | 0.01 0.13
3.00 — 4.49 10 0.101 | 3245 | 020 | 2.00 | 0.04 | 0.40
3.50 — 3.99 9 0.091 | 3.745 | 030 | 270 | 0.09 | 0.81
4.00 — 4.49 5 0.051 | 4245 | 040 | 2.00 | 0.16 | 0.80
4.50 — 4.99 3 0.030 | 4.745 | 0.50 150 | 025 | 0.75

Y f=N 99 1.000 Y 1.70 Y 4.90
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Table 2. Results of radar observations of the SRPC echo-signal of atmos-
pheric formation and parameters of their statistical processing

Grades Sy f |P=fIN| § d fd & S
0.00-0.49 3 0.033 0.245 -0.30 -0.90 0.09 0.27
0.50-0.99 2 0.022 0.745 -0.20 -0.40 0.04 0.08
1.00-1.49 19 0.209 1.245 -0.10 -1.90 0.01 0.19
1.50-1.99 35 0.385 1.745 0.00 0.00 0.00 0.00
2.00 —-2.49 20 0.220 2.245 0.10 2.00 0.01 0.20
2.50-2.99 6 0.066 2.745 0.20 1.20 0.04 0.24
3.00-4.49 4 0.044 3.245 0.30 1.20 0.09 0.36
3.50-3.99 2 0.023 3.745 0.40 0.80 0.16 0.32

> =N 91 1.000 > 2.00 > 1.66

Statistical processing of the results of radar observations of the navigation
object and the atmospheric formation was carried out using statistical methods. In
Tables 1 and 2, for each gradation of Stokes parameters S;5, u S,y indicates

the frequency f (number of cases). Sum of frequencies Y f of all grades of

Stokes parameters is equal to the total number of observations N. Relationship
P=f/N is the probability of occurrence of a given gradation. The average value

S, for each gradation is calculated using the following formula:

— . d
S =A+i Af; : (17)

where 4 — the middle of the gradation with the largest amount of data S, that is,
for a navigation object 4=2.245, and for atmospheric formation 4=1.745;i —
A

i

the size of the gradation (for our case i=5); d = — a positive or negative

number indicating the number of the gradation.
The mathematical expectation for a navigation object and an atmospheric
formation is determined using the following relationship:
> fd

‘§1H0(AU)=mSiHH(AU) =A+i T (18)

The mean square deviation determines the degree of variability of the ran-
dom first Stokes parameter for the navigation object and the atmospheric forma-
tion, which is determined by the formula:

2
G:i\/%dz_(Z_f) . (19)

The variance, as the square of the standard deviation, is determined by the
following formula:

=g
N-1

Based on the results of Tables 1 and 2 and the above formulas, we calculated
the relevant statistical characteristics, 1.e.:

(20)
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=1L1; o> =121.

mSlHO :31, S0

S Sim0

= . - . 2 -
mg, ., =185; og . =0.66; s =0.44.

Using the statistical parameters of the echo signals of the navigation object
and the atmospheric formation, we calculated the coefficients [, /,, /5, which

have the following values: /; =0.72, [, =—0.88, 5 =-0.44. After substituting
them into inequality (9), we obtain:

0.725% —0.888,-0.55>0. (21)

Solving inequality (21), we obtain two criterion values of the first Stokes pa-
rameter Syy,.q) >1.68 and S, ;) <—0.46. Criterion value of the first Stokes pa-

rameter Syy,.p) <—0.46 is rejected for physical reasons, since the probability of its

occurrence for radar detection of the SRPC navigation object is zero, according to
radar observations of a complex object. Therefore, the value of the first Stokes
parameter Sy, =1.68 will satisfy the solution of the problem of polarization

selection of a navigation object located in the zone of atmospheric formation
(precipitation of a certain intensity) and, when radar measurements of the echo
signals of the first Stokes parameter are performed, will meet the following condi-
tions Sy 21.68. That is, the task of polarization selection of the navigation

object is solved. which is located in the zone of atmospheric formation (precipita-
tion intensity of 12 mm/h). In this case, only the echo signal of the navigation
object will be present on the SRPC indicator or on the computer display.

The polarization selection of navigation objects using the maximum likeli-
hood rule (1) uses a smaller amount of a priori radar information and therefore the
application of this rule is practically justified. To verify the fulfillment of condi-
tion (1), we solve equation (3) using the obtained statistical parameters.

For a navigation object: mg, =315 og , =L1; 0251H0 =1214; Sipgo=22.

_(Sl_mHO)2 (22-3.1)2
202 — -
W(SI/HO)=;e moo__ 122 _036.26-0095.
V216 5o 2.5-11

For atmospheric formation: ms, . =1.85; Os, 0 =0.66; GleAU =0.44;
SIAU = 175 .

_(S1—-myy )2

2
ZGAU 1

1

L, __ b
W(S$/HO) _095 .,
WS,/ AU) 067

As a result of solving equation (3) using the first Stokes parameter as a pre-
dictor, the maximum likelihood rule (1) is fulfilled.

_(1.75-1.85)*

W(S,/AU) = 2044 2 0.61-1.1=0.67.
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Thus the method proposed for polarized selection of navigation objects in
challenging atmospheric conditions through shipboard radar polarization com-
plexes (SRPC) involves a sophisticated approach. Leveraging the statistical prop-
erties of Stokes parameters from partially polarized electromagnetic waves de-
rived from lunar signals of complex objects, the technique integrates a priori
information to enhance radar observation system capabilities.

A pivotal aspect is the utilization of an omnipolarized antenna with con-
trolled polarization, emphasizing the optimization of SRPC's energy capabilities
by representing polarization through real energy Stokes parameters. The analysis
of echo signals involves the simultaneous recording of all four Stokes parameters,
enabling the polarization selection of navigation objects amidst atmospheric for-
mations.

The application of the maximum likelihood rule is highlighted as a key com-
ponent, demonstrating its practical justification due to its efficiency, particularly
when a limited amount of a priori radar information is available. The derivation of
criterion values for Stokes parameters is integral to the process, contributing to
informed decision-making.

Radar measurements, considering precipitation intensity and utilizing data
from a meteorological radar, provide a real-world context for the study. The sta-
tistical processing of radar observations for navigation objects and atmospheric
formations involves the calculation of coefficients and verification of statistical
parameters.

Accurate identification and tracking of navigation objects even in challeng-
ing atmospheric conditions provides ship operators with critical information to
make informed decisions during maneuvers. This not only helps avoid collisions,
but also enhances the safety of maritime activities. The integration of advanced
polarimetric techniques is in line with the broader goal of improving navigation
safety in a variety of environmental conditions.

CONCLUSIONS

The presented study outlines a systematic and data-driven methodology for po-
larimetric extraction of navigational objects in complex atmospheric conditions
using shipboard radar polarization systems (SRPC). Using statistical properties of
the Stokes parameters of partially polarized electromagnetic waves derived from
lunar signals of complex objects, this approach integrates a priori information to
improve the performance of radar surveillance systems.

The use of an omnipolarized antenna with controlled polarization is a critical
element that emphasizes the optimization of SRPC energy capabilities by repre-
senting polarization through real Stokes energy parameters. The analysis of the
echo signals includes simultaneous registration of all four Stokes parameters, en-
abling polarization selection of navigation objects in complex atmospheric forma-
tions.

The key point is the application of the maximum likelihood rule, which
demonstrates its practical justification due to its effectiveness, especially in the
conditions of limited amount of a priori radar information. The derivation of crite-
rion values for the Stokes parameters is an integral part of the process, allowing
informed decisions to be made in the context of polarization selection. The meth-

84 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 1



Method of polarization selection of navigation objects in adverse weather conditions ...

odology offers a comprehensive and rigorous approach to polarization selection
problems, demonstrating the integration of statistical analysis, radar measure-
ments, and practical considerations. The results contribute to the understanding of
polarimetric selection methods in navigation systems and may find applications in
improving the performance of ship radar systems in various atmospheric conditions.
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METOJ, TOJAPU3ALIMHOI CEJEKIII HABITAI[IHHUX OB’€EKTIB
Y CKUIIAJHUX METEOPOJIOI'TYHUX VYMOBAX 3 BUKOPUCTAHHSIM
CTATACTUYHUX BJIACTUBOCTEN PAJIOCUTHAJIB / J.B. Kopban,
O.M. Menpsank, C.B. Kypmrok, O.A. Onmmiernko, B.B. Oueperna, O.B. Ilepouna, O.B. Koternko

AnoTanis. [IpucBsdeHo IOCHIKEHHIO Ta 3aCTOCYBAHHIO TTOJISIPU3ALifHOI ceneKIii
JUIsl HaBiraliiHUX 00’€KTIiB y CKIagHuUX aTMoc(epHuX ymoBax. OCHOBHHH aKIEHT
3p0o0JIeHO Ha BUKOPUCTAHHI CTATUCTUYHMX BJIACTMBOCTEH MONSpU3aLifHUX MapaMe-
TPiB 4aCTKOBO MOJISIPU30BAHHUX €XO-CHUTHAIIB. J[eTanbHO PO3IJSIHYTO CTAaTUCTHUYHI
BJIACTUBOCTI MOJSIPH3ALIHHIX MMapaMeTpiB YaCTKOBO IMOJISIPU30BAHUX €XO-CUTHAJIB,
SIKI MOXKYTh OyTH BUKOPHCTaHI JUTA MiJBUIICHHS TOYHOCTI CyTHOBUX PaIiOiOKalliii-
HUX cucTeM. JloCHiIKeHHS IPYHTY€EThCS Ha aHaji31 eKCIepHUMEHTAIbHNX JaHHX, 3i-
OpaHuX y pi3HHX aTMOc(epHuX yMoBax. OTpUMaHi pe3yJIbTaTH CBIIYaTh PO edek-
TUBHICTh TIOJIIPU3AIIHOT CENEeKIil Uil MiJBHIICHHS CTIMKOCTI Ta TOYHOCTI
HaBITaI[IfHUX PaIioJIOKAIIMHUX CUCTEM y Pi3HHX aTMOc(epHHUX yMoBax. Bukopuc-
TaHHS CTATUCTHYHUX METOJIIB JI03BOJISIE PATIONOKAIIWHII CHCTEMI aanTyBaTHCS 10
MIHJIMBUX YMOB, 3a0e3nedyroud HaAifHICTh y pi3HHX cueHapisx. [Tomspu3sauniiina
CeNeKLis Ha OCHOBI CTATUCTHYHMX BJIACTUBOCTEH MOJApHU3ALIWHUX MapaMeTpiB €
MEPCIICKTUBHIM METOJIOM MOKpPAIIeHHS HaBiraiii B yMoBax IiABHIIEHOI aTMOc(ep-
HO{i BOJIOTOCTi, TYMaHy Ta iHIIMX CKJIaJHUX aTMOC(EPHUX YMOB 1 MOKE OYTH BHKO-
pucTaHa y po3poOJIeHHI CydyaCHUX CHCTEM HaBiraii.

KurouoBi ciioBa: Gesrieka cyIHOIIABCTBA, aTMOC(EPHI YMOBH, CTATUCTHUYHI Biac-
THUBOCTI, YaCTKOBA MOJISIPU3ALLis, €XO-CHUTHAIIM, PaJioJIOKalliliHi CHCTEeMH, HaBirauii-
He o0JagHaHHS, PecypcH HaBiramiiHOro MicTKa, MOPCHKHI TPaHCHOPT, paaioiioKa-
15, KEPOBaHICTh 1 MAaHEBPYBaHHS CY/CH.
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OPTIMAL SELECTION OF COTTON WARP SIZING
PARAMETERS UNDER SYSTEM RESEARCH LIMITATION
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Abstract. Warp sizing is the process of applying the sizing agents to the warp yarn
to improve its weavability along with improving the economic performance of
weaving. We consider a finite set of sizing agents or parameters mapped into a finite
set of sizing quality indicators. Due to various limitations of material and time re-
sources, exhaustive system research and constructing an information technology to
interpret and optimize sizing data is impossible. Therefore, we suggest an algorithm
for controlling warp sizing quality under system research limitation, where optimal
selection of cotton warp sizing parameters is exemplified. The algorithm utilizes a
set of basis vectors of sizing parameters corresponding to a set of respective vectors
of quality indicators. The method of radial basis functions is used to determine the
probabilistically appropriate vector of quality indicators for any given vector of siz-
ing parameters. The uncountably infinite space of sizing vectors is uniformly sam-
pled into a finite space. The finite space may be refined by excluding sizing vectors
corresponding to inadmissible values of one or more quality indicators. A set of
Pareto-efficient sizing vectors is determined within the finite (refined) space, and an
optimal, efficient sizing vector is determined as one being the closest to the un-
achievable sizing vector. The suggested algorithm serves as a method of optimal se-
lection of warp sizing parameters, resulting in improved performance of warp yarns
that can withstand repeated friction, stretching, and bending on the loom without
causing a lot of fluffing or breaking. The algorithm is not limited to cotton, and it
can be applied to any yarn material by an experimentally adjusted radial basis func-
tion spread.

Keywords: warp sizing, sizing agents, colloidal systems, inorganic compounds, siz-
ing quality indicators, radial basis function, Pareto efficiency.

INTRODUCTION

Manufacture of high-quality fabric is a very important industrial branch whose
impact cannot be overestimated. The basis of high-quality fabric is high-quality
thread. Spinning high-quality thread is not that much complicated process, but it
relies on technologically correct and efficient sizing applied to thread [1; 2]. The
purpose of the sizing is to improve the breakage characteristics of the yarn and
increase its resistance to friction and multi-cycle loads on the loom during fabric
production. Efficient sizing is required for efficient textile manufacturing. The
latter is a major industry largely based on the conversion of fiber into yarn, then
yarn into fabric which is subsequently dyed and fabricated into cloth [3; 4].

The sizing is applied to single-threaded yarn. An adhesive substance is
applied to the surface of the threads, which covers the threads after drying with a
smooth elastic film. This reduces the breakage of the threads, protects them from
rubbing against the parts of the loom, improves abrasion resistance of the yarn,
and decreases hairiness of the yarn. In the process of sizing, the warp threads
must be glued evenly along their entire length and the width of the fill [1; 2; 5].

© Publisher IASA at the Igor Sikorsky Kyiv Polytechnic Institute, 2025
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The protective film of the sizing should have approximately the same elongation
indicators as the warp threads, and also provide the threads with great uniformity,
wear resistance, and durability under repeated loads [5; 6]. The sizing film should
not fall off, and the thread impregnated with it should not be brittle. The sizing
should have a good affinity for the fibrous material, not spoil the yarn and
weaving equipment, be easy to get desized (washed), and be relatively cheap [7; §].

The sizing recipe and its parameters are determined by the type of yarn ma-
terial (e. g., cotton, polyester, linen), the thickness of the yarn, the type of weav-
ing machinery, and conditions under which the fabric weaved from the yarn is
assumed to be used [2; 9; 10]. For sizing of cotton yarn (warp), starches are used
as the main component of the sizing compositions [11; 12]. Starches are relatively
cheap, are characterized by a reliable raw material base, and are completely
biodegradable without harming the environment. Nevertheless, the films formed
by starch have an unsatisfactory set of physical and mechanical indicators [4; 5;
13]. Another issue is the cost of the sizing [2; 8]. Depending on the type of
adhesive, the sizing material can be from 23% to 78% of the sizing process cost.
Moreover, the cost of energy consumption accounts for from 9% to 24% of the
sizing process cost. Therefore, developing new sizing technologies is aimed at
improving the economic performance of weaving [8; 14]. Thus, a physico-
chemical rationale is provided in [15] for the technology of cotton warp sizing by
using starches with hygroscopic additions of kaolin or potassium alum. However,
the parameters of the cotton warp sizing are basically taken from rule of thumb,
rather than from an exhaustive system research and constructing an information
technology to interpret and optimize sizing data [5; 7; 9; 16]. This is so due to the
physico-chemical research of colloidal systems with inorganic compounds is re-
source-intensive in both time and materials [1; 4; 5; 9; 15].

PROBLEM STATEMENT

Conducting an exhaustive system research would give a sufficient amount of siz-
ing data which subsequently could be optimized to further improve sizing quality.
However, it is impossible due to various limitations of material and time re-
sources. Therefore, the goal of our research is to suggest an algorithm of opti-
mally selecting cotton warp sizing parameters under system research limitation,
i.e. when a limited amount of data is available. In general terms, this is about to
control sizing quality. To achieve the goal, we have to accomplish the following
four tasks:

1. To report and describe main characteristics of materials and sizing agents
used for cotton warp sizing during real experiments. This is done for repeatability
of the sizing research.

2. To suggest a consistent algorithm to control sizing quality. Apart from
the verifiability, the algorithm consistency implies also its independence on the
number of sizing parameters and the number of quality-controlled factors.

3. To apply the suggested algorithm to the results of the factually conducted
experiments.

4. To discuss and conclude on the significance, practical applicability, and
contribution of the suggested algorithm as a method of optimal selection of cotton
warp sizing parameters under system research limitation.
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CHARACTERISTICS OF MATERIALS AND SIZING AGENTS

The quality of sizing is assessed through experimenting with various parameters
of the cotton thread sizing and measuring characteristics of the sized thread.
The following sizing agents and chemical materials are used for the experi-
ments [14; 15]:

1. Water H,O for household and drinking purposes.

2. Kaolin Al;Si,O5(OH),4 or, in oxide notation, Al,O3-2Si0,-2H,O — a white
mass (a shade of another color is possible), soft to the touch, insoluble in water.

3. Potassium alum Al,(SO4);'K,SO424H,0 — colorless cubic crystals
soluble in water.

4. Soft paraffins — mixtures of hydrocarbons of the methane series with a
normal structure in the range C;9H49 — C;35H7,. They are derived from petroleum,
their molecular mass is 300 to 400, melting point is between 50 and 54 °C, and the
oil content does not exceed 2.3%.

5. Corn starch of a general composition (CsH;¢O5),.

6. Polyvinyl alcohol [CH,CH(OH)], — a colorless, odorless, weakly hygro-
scopic, water-soluble powder. For sizing, it is used in the form of granules with a
size of 0.3 — 1.7 mm.

7. Syntanol DS-10 — a mixture of polyethylene glycol ethers of synthetic
fatty alcohols C,H,,+,0(C,H40),H, where ne {10,18}, me{8,10}. It is a non-
ionic material in the form of a soft white or light yellow paste, biodegradable,
well soluble in water at 30 — 40 °C.

8. Caustic sodium NaOH — white rhombic blurring crystals, a caustic sub-
stance.

9. Hydrogen peroxide H,O, — colorless liquid.

10.Iodine I, — ?urple—black rhombic crystals with a metallic luster with a
density of 4.933 g/cm’.

11.Potassium iodide KI — colorless cubic crystals, soluble in water.

12.Phenolphthalein — is a polyfunctional polynuclear aromatic compound
whose crystals are soluble in alcohol. It is an acid-base indicator with a pH range
8.3 —10.

13.Sodium bromide dihydrate NaBr-2H,O — colorless monoclinic crystals,
well soluble in water.

14. Zinc sulfate heptahydrate ZnSO,-7H,O — colorless crystals soluble in water.

15.Copper sulfate CuSO,4-5H,O — blue triclinic crystals, well soluble in wa-
ter, losing water of crystallization at 110 °C.

16. Ammonium chloride NH4CI — colorless cubic crystals, well soluble in water.

17.Potassium dichromate K,Cr,O; — orange monoclinic or triclinic crystals,
well soluble in water.

The research of the technological parameters of the sizing process and qual-
ity indicators of the sized warp is carried out with the use of the cotton yarn of
class 1, number 34. It is characterized by the following indicators:

1. Nominal linear density is 29 Tex.

2. Specific breaking load (tenacity) is 12.1 cN/Tex.

3. Coefficient of variation by breaking load is 10.4%.

4. Quality indicator is 0.859.
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The above-mentioned characteristics and properties are intentionally re-
ported for repeatability of the sizing research. More specificities about the sizing
experiments can be found in [15].

CONTROL OF SIZING QUALITY

Consider a warp with F' sizing parameters or features compiled into a numerical
vector U =[u, ], of positive values {u;}",. Denote a space of all feasible com-
binations of F sizing parameters by U, where U €U . During practical experi-
ments with a definite set of /' sizing parameters

U, =[uYp €U 0
numbered by ¢, we measure a quality-controlled factor (numbered by ;) and

denote the average of its measured values by )N/éj ) , C= I,_C , = I,_J, where C is

the number of distinct sets of sizing parameters, and J is the number of distinct
quality-controlled factors. Vector (1) should be standardized to provide compara-
bility:

u'®
v,@:'—(k), c=1,C, i=LF. ()
max u;
k=1,C
Thus, values (2) are compiled into a vector
Vo= lr eV, (3)

(©

where every v;”’ € (0;1] and V' is a standardized space U .

For a set of F' sizing parameters V =[v; ] €V, we can use the method of
radial basis functions [17] to ascertain the topological location of vector V within
set {Vc}le c V. A value proportional to the probability of a similarity between
vectors V and V, is [18]

p(V)=e, ¢=1,C, 4)
by

d, =S, 5
P )

where o is a radial basis function spread [17; 18]. Then the probability of a simi-
larity between vectors V and V, is

prvy=-2Y o _ie. (©)

> (V)
k=1

Therefore, a weighted value of the j-th quality-controlled factor is

. Co i .
FOVY =3 3Dpr(V), j=1,J. )
c=1
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The sizing quality is commonly based on quality-controlled factors (quality
indicators) which should be maximized. Thus, we have to solve J maximization
problems

VD cargmax 3 (VycV, j=1,J. (8)
Vel

However, it is highly probable that solutions {V"*/ )}jzl to J maximization prob-

lems (8) are different. This means that a J -criterion problem

V'O =argmax 7 V)V, j=1,J, ©)
Vel

does not have an exact solution, i.e.
J .
A =g,
Jj=1

An approximate solution to this problem can be found as follows [19; 20]. First,
we have to find a set of Pareto-efficient points. So, we have to find every Pareto-

efficient point V™, at which inequalities

I 23OV V=17 (10)
are impossible for any V €V unless 3V, €V such that

7PV =7 (V) V=1 (11)

Suppose that set U is sampled (uniformly or close to that) into M sample
vectors

UMM cu,
which are subsequently standardized to a set V;, of M sample vectors
(VORM =y, eV, (12)

whose entries are within half-interval (0;1]. A set V of H Pareto-efficient
points is then determined for vectors (12) by using (10), (11), where

V=Vl ey, (13)

and V™ is an h-th Pareto-efficient point, A=1, H and H is a number of effi-
cient sizing configurations. Weighted values

VNN (14)
of the quality-controlled factors calculated by (7) are further standardized as
e 5 () oy () S S
sy IV **)1 L h=LH, j=1,J. (15)
max y(J)(V ( ))
I=1, H

Then the distance to the (most likely, unachievable) unit point in R” is calculated
for every Pareto-efficient point:

J 7 3k Pu——
pp == VTN h=1,H. (16)
j=l
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Finally, the best Pareto-efficient point is the closest to the unit point, and thus

sk sk .
Vo =l lxpearg min p,=

{V**(h)}}]l{:]

J i sk
=arg min Y [1-F (VIO (17)
VIO =1
Hence, V' by (17) is the optimal configuration of the sizing parameters stan-
dardized according to ratio (2).
To get back to real values of sizing parameters, we unstandardize entries of
vector V' by using ratio (2):

u;  =v, maxu®, i=1F. (18)
k=1,C

Thus, vector U™ = [uj **]lx £ contains the optimal values of the sizing parameters.

Real values of the quality-controlled factors are calculated similarly by unstan-
dardizing entries of vector

Y (V) =[5V (19)
by using ratio (15):
(i kst ~(i kst (i (1) .
y(.])(V )= yl(])(V )- mﬂy(j)(v ), j=LJ, (20)
I=1,H
where upon vector
YOV =[5V, 1)

contains the best values of the quality-controlled factors.

COTTON WAREP SIZING

During the real-time experimental research of the cotton yarn of class 1, three siz-
ing parameters were studied:

1. The amount of starch, g/liter (i =1).

2. The amount of hydrophilic component of kaolin or potassium alum as a
percentage of the starch mass (i =2).

3. The amount of soft paraffin plasticizer as a percentage of the starch mass
(i=3).

An exhaustive experimental research is impossible due to the research of
every feasible combination of these three sizing agents spans up to 36 hours, let
alone spending other material resources. Thus, only marginal values of the sizing
agents were used to control the sizing quality (Table 1).

Table 1. Combinations of the three sizing agents for the cotton yarn of class 1

Number of the distinct combination, ¢ 1 2 3 4 | 516 |78

Amount of starch 3, g/liter 40 | 40 | 40 |40 | 60 | 60 | 60 | 60

1

Amount of hydrophilic component

of kaolin or potassium alum ", % 0171017 1 Ljonorp 1l

Amount of soft paraffin plasticizer u{”,% | 0.8 | 1.5] 0.8 |1.5/0.8|1.5]0.8[1.5
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In fact, Table 1 shows up a matrix of eight vectors (1) for this study case.
The sizing quality here is studied for three quality indicators:

4. The tenacity or relative breaking strength ( j =1), cN/Tex.

5. The percentage of breaking elongation ( j =2).

6. The percentage of adhesion strength ( j =3).

The averages of the quality indicators are presented in Table 2.

Table 2. The averaged values of quality indicators for combinations in Table 1

Number Averages of quality indicators
of the distinct | Relative breaking | Percentage of breaking | Percentage of adhesion
combination, ¢ | strength " elongation 7 strength 7%
1 13.675 5.05 4.425
2 13.25 5.15 4.125
3 13.275 5.175 4.4
4 13.25 5.225 4.4
5 16.825 4.8 7.1
6 16.1 4.85 6.625
7 16.65 4 7.25
8 16.75 4.775 6.85

Consequently, by the method of controlling the sizing quality in accordance
with formulae (1)—-(21) with an experimentally adjusted spread of ¢ =0.1, we
have eight sets of sizing parameters

{Uc}gzl = {[”i(C)]lx3}§:l eU
which are standardized into eight sets

VS = sl eV

by (2) as

(22)

(© .
=t e=18, i=13.
maxu»()

i
k=18

We sample set (22) uniformly into 1000 to 343000 sample vectors and determine
the number of Pareto-efficient points according to (10), (11). In order to prevent
an excessive adhesion strength of over 6%, we exclude from set (13) all Pareto-
efficient points such, for which

FOVTDYs6, h=1,H. (23)

Thus, set (13) is refined with a fewer number H of Pareto-efficient points. For-
mulae (14)—(17) are subsequently applied and the optimal values of the three siz-
ing parameters by (18) are

skekk

u, =v, maxui(k), i=1,_3. (24)
8

1 1 -

k=1,

The best values of the relative breaking strength, breaking elongation percentage,
and adhesion strength percentage are
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FOVT) =5 (V) max 5OV, j=1.3, (25)

I=1,H
respectively. The best values (25) are obtained by the optimal amounts of starch,
hydrophilic component of kaolin or potassium alum, and soft paraffin plasticizer
by (24) or, in standardized units, by (17). The results of solving the problem are

presented in Table 3, where M ©) is a number of sample vectors after refinement
by (23) prior to determining set V of H Pareto-efficient points. It is clearly seen
that the optimal values of the three sizing parameters (24) and the best values of
the quality indicators (25) depend on the sampling. In particular, the amount of
hydrophilic component of kaolin or potassium alum badly depends on the sam-
pling, ranging from it minimum to maximum possible percentages. The amount of
soft paraffin plasticizer varies much less, but its efficient value is mostly at the

upper bound (i.e., u;** =1.5). Meanwhile, the amount of starch varies the least,

and its relative deviation is just a bit greater than 1 g/liter. The quality indicators
obtained by the optimal values of the three sizing parameters vary also, but their
variation decreases as the sampling becomes denser.

Starting from M =15625 up to M =343000, the variation of the best
Pareto-efficient point entries (24) significantly decreases. The minimum,
maximum, and average for M >15625 are presented in Table 3 also. The

variation of the starch amount does not exceed 0.66 g/liter, the amount of
hydrophilic component of kaolin or potassium alum ranges from 0.55 to 1,
whereas the amount of soft paraffin plasticizer remains constantly at the upper

bound. Fig. 1 showing the variation of ul* ™ confirms its trend to decreasing (here

and in the plots below the average value is shown with a horizontal line). To the
contrary, Fig. 2 shows that the amount of hydrophilic component of kaolin or po-
tassium alum varies at denser sampling as mush as it varies at sparser sampling
down to at M =15625.

Table 3. Solutions (24), (25) of the three-criterion problem for the cotton yarn
of class 1

1000 545 112 SI.1111 0.6 1.5 15.519 4.9329 5.9889
1331 726 120 50 1 1.5 15 5 5.625

1728 942 139 50.9091 0.9182 1.5 15.4328 4.9444 5.9279
2197 1219 134 51.6667 0.1 1.2667 15.3078 4.9335 5.9266
2744 1477 183 50.7692 | 0.9308 1.5 15.3683 4.9526 5.8828
3375 1855 167 51.4286 0.55 1.5 15.4364 4.9293 5.9668
4096 | 2199 204 50.6667 1 1.5 15.3204 4.9588 5.8493
4913 | 2673 219 51.25 0.55 1.5 15.3676 4.9374 5.9132
5832 | 3239 337 51.7647 | 0.5235 1.5 15.3624 4.929 5.9631
6859 | 3772 322 511111 0.6 1.5 15.519 4.9329 5.9889
8000 [ 4410 410 51.5789 0.1 1.2053 15.3596 4.9283 5.955

9261 5061 374 51 0.595 1.5 15.4669 4.9394 5.9526
10648 | 5831 495 51.4286 0.1 1.2 15.3226 4.932 5.9198
12167 | 6723 539 50.9091 0.9182 1.5 15.4328 4.9444 5.9279
13824 | 7632 538 51.3043 0.1391 1.1652 15.4105 4.9225 5.9695
15625 | 8582 640 | 50.8333 0.925 1.5 15.398 4.9488 5.9036
17576 | 9643 534 51.2 0.568 1.5 15.4917 49316 5.9789
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Continued Tabl. 3

19683 | 10762 | 571 | 50.7692 | 09654 | 15 15.3683 49526 5.8828
21052 | 12254 | 629 [SLIILL| 0.6 15 15.519 4.9329 5.9889
24389 | 13301 | 608 | 51.4286 | 0.55 15 15.4364 4.9203 5.9668
27000 | 15016 | 678 | 51.0345 | 0.6276 | 1.5 15.4891 4.9371 5.9674
29791 | 16186 | 693 | 51.3333 | 0.55 15 154 4.9336 5.9385
32768 | 18128 | 757 | 50.9677 | 09129 | 1.5 15.4594 4.9409 5.9466
35037 | 19825 | 1019 | 5125 | 0.55 1.5 153676 4.9374 59132
39304 | 21674 | 870 | 50.9091 | 09182 | 1.5 15.4328 4.9444 5.9279
42875 | 23579 | 895 | 51.1765 | 0.5765 | 1.5 15.5162 4931 5.9912
46656 | 25596 | 920 | 50.8571 I 15 15.409 4.9474 59113
50653 | 27964 | 1101 | SL.1111 | 0.575 15 15.4833 4.9348 5.9684
54872 | 30236 | 1198 | 50.8108 1 15 15.3876 4.9502 5.8963
59319 | 32700 | 1139 | 51.0526 | 0.5974 | 1.5 15.4918 4.9363 5.9699
64000 | 35198 | 1284 | 50.7692 | 09308 | 1.5 15.3683 49526 5.8828
68921 | 37878 | 1276 | 5l 09775 | 15 15.474 4939 5.9568
74088 | 40625 | 1332 | 512195 | 0.561 15 15.4542 49332 5.9592
79507 | 43855 | 1723 | 50.9524 | 0.9357 | 1.5 15.4525 49418 5.9417
85184 | 46622 | 1332 | 51.1628 | 0.5814 | 1.5 15.5225 49311 5.9939
91125 | 50238 | 1820 | 50.9091 | 0.9795 | 1.5 15.4328 4.9444 5.9279
97336 | 53455 | 1495 | 511111 | 0.58 15 15.497 4.9341 5.9763
103823| 57382 | 1954 | 50.8696 | 0.9413 | 1.5 15.4147 4.9467 59153
110592| 61306 | 2236 | 51.0638 | 0.5979 | 1.5 15.497 4.9357 5.9736
117649| 64815 | 2062 | 50.8333 | 0.9063 | 1.5 15.398 4.9488 5.9036
125000| 69187 | 2315 | 51.0204 | 0.9449 | 1.5 15.4832 4.9379 5.9632
132651| 72897 | 1972 | 50.8 0.91 1.5 15.3826 4.9508 5.8928
140608| 77641 | 2206 | 50.9804 1 15 15.4651 4.9402 5.9506
148877 82037 | 2037 | 51.1538 | 0.5673 | 1.5 15.4684 4.9343 5.9626
157464| 86698 | 2372 | 50.9434 | 0.983 15 15.4484 4.9423 5.9389
166375| 91996 | 2412 | 51.1111 | 05833 | 15 15.5036 49337 5.98
175616 96508 | 2555 | 50.9091 | 09182 | 1.5 15.4328 4.9444 5.9279
185193[102226| 2618 | 51.0714 | 05982 | 1.5 15.5006 49352 5.9761
195112[ 107485 | 2807 | 50.8772 | 09526 | 1.5 15.4182 4.9462 59177
205379[ 113130] 2768 | 51.0345 | 0.8914 | 1.5 15.4895 4.9371 5.9676
216000| 118864 | 2557 | 50.8475 | 0.9847 | 1.5 15.4045 4.948 5.9082
226981| 124826] 3006 | 51 0.925 15 15.474 4.939 5.9568
238328| 130884 | 2625 | 50.8197 | 0.9852 | 1.5 15.3917 4.9496 5.8992
250047[ 138396 3358 | 50.9677 | 0.9129 | 1.5 15.4594 4.9409 5.9466
262144] 144298 | 3222 | SL.I111 | 0.5857 | 1.5 15.5073 4.9335 5.0822
274625 151787| 3814 | 50.9375 | 0.9438 | 1.5 15.4457 4.9427 5.937
287496| 158087 | 3464 | 51.0769 | 0.5846 | 1.5 15.4906 4.9355 5.9706
300763 165932 | 4032 | 50.9091 | 09182 | 1.5 15.4328 4.9444 5.9279
314432| 173480 4270 | 51.0448 | 0.6239 | 1.5 15.4935 4.9365 5.9705
328509| 180889 | 3533 | 50.8824 | 0.9338 | 1.5 15.4205 4.9459 5.9194
343000| 189565 | 4689 | 51.0145 | 0.987 15 15.4805 4.9382 5.9614
Minimum 50 01 | 1.1652 15 4.9225 5.625
Maximum 517647 1 1.5 15.5225 5 5.9939
Average 51.0352 | 0.7421 | 1.4809 | 15.4325 4.9405 5.9377
“ﬁ;ﬂg‘gﬂnggf 50.7692 | 0.55 1.5 15.3676 4.9293 5.8828
Mﬁ"g{‘;?fs"r 514286 | 1 1.5 15.5225 4.9526 5.9939
Average for M >15625|51.0054 | 0.7965 | 1.5 15.4512 4.9403 5.9444
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Fig. 1. The variation of the starch amount in the best efficient sizing
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Fig. 2. The variation of the amount of hydrophilic component of kaolin or potassium alum

The relative breaking strength obtained at the optimal selection of cotton
warp sizing parameters varies by 1% at most (Fig. 3). The percentage of breaking
elongation varies by about 0.473% at most (Fig. 4). The variation of the percent-
age of adhesion strength is a little bit more significant — it varies by 1.889% at
most (Fig. 5). Nevertheless, the above-mentioned decreasing trends of the
variations are quite apparent in Figs. 3-5.
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Fig. 3. The variation of the relative breaking strength
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Fig. 4. The variation of the percentage of breaking elongation
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Fig. 5. The variation of the percentage of adhesion strength

It is worth mentioning that the variations of the optimal values for sizing
agents and of the best quality indicators are explained with the probabilistic na-
ture of the quality-controlled factors calculated by (7). The variations are further
decreased by increasing the radial basis function spread &, but then accuracy of
the respective probabilistic classifier significantly drops [21; 22] and values of the
quality-controlled factors calculated by (7) become irrelevant.

Therefore, the averages highlighted bold in Table 3 are considered as the fi-
nal solutions (24), (25) of the three-criterion problem for the cotton yarn of class
1, where some rounding is still admissible, though. Thus, the optimal amount of
starch is 51.0054 g/liter (however, by weighing it accurately to milligrams, it be-
comes 51.005 g/liter). The optimal amount of hydrophilic component of kaolin or
potassium alum is 0.7965% (depending on weighing accuracy and technology, it
can be rounded to 0.8%). The optimal amount of soft paraffin plasticizer is 1.5%.
The obtained relative breaking strength is 15.4512 cN/Tex, which is 1.0828 times
better than that obtained in [14; 15] by conducting a factorial experiment based on
data in Tables 1 and 2. The breaking elongation percentage is less optimistic — it
is 4.9403% versus the range from 5.12% to 5.4% reported in [15]. On average,

5(2) (V***) is 1.0647 times worse, but Table 3 shows that a 5% breaking elonga-

tion is hardly achievable for the given characteristics of materials and sizing
agents. The percentage of adhesion strength is quite satisfactory — it is 5.9444%
versus the range from 4.9% to 5.8% reported in [15].
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DISCUSSION OF THE CONTRIBUTION

The method of radial basis functions renders ascertaining a topological location of
any vector V within set {Vc}§:1 ¥V <RE into an approximation problem [23; 24].
This approximation problem can be considered as an interpolation approach

[23; 25]. Thus, given a basis of C vectors {VC}CC=1 c V', each of which corre-
sponds to a distinct vector of quality indicators, the task is to determine a vector of qual-

ity indicators Y € ¥ R for any vector V € RE. This task is solved by (7).
It is impossible to ascertain an analytical bond between uncountably infinite

vector spaces V R¢ and Y <R’ but space V' is sampled so that each element

of the finite sampled space (12) can be mapped into a vector in R’/ by using (4)—~(7).
The single variable of the mapping is the radial basis function spread o. This
parameter could be optimized during training the respective probabilistic neural
network whose pattern matrix [22] would consist of vectors {VC}CCZI concatenated
into an F x C matrix of these vectors transposed into columns.

Upon the mapping, a set of Pareto-efficient vectors within subset (12) is de-
termined. This relieves from considering useless vectors of quality-controlled fac-
tors whose values are below the already achievable quality level. More specifi-
cally, the efficiency selection saves memory and computational resources. It is
seen from Table 3 that, in the case of the experimental research of the cotton yarn
of class 1, the percentage of the number of Pareto-efficient vectors H with re-
spect to the number of sampled vectors M does not exceed 11.2%.

Formally, optimization problem (17) is always solvable, but its practically
consistent solvability depends on selecting a reasonably dense sampling of space
U and spread . The approximation error has an upper bound [25; 26], which is
exemplarily seen in Figs. 1-5, but its estimates would heavily depend on M and
o, as well as on the experimental sizing itself. Figs. 1-5 also show that practical
convergence is possible by a moderate number of sample vectors.

Refining set (13), where vectors with inadmissible values of one or more
quality indicators are excluded, is optional. In the particularly conducted experi-
ments, overly adhered cotton warp leads to brittleness of the cotton yarn, and so
Pareto-efficient vectors of sizing parameters producing an excessive adhesion
strength of over 6% are not considered further. Constraints similar to (23) can be
imposed on any other sizing quality indicators [27; 28].

The suggested algorithm of controlling sizing quality is consistent, verifi-
able, and scalable. It does not depend on the number of sizing parameters, nor
depends it on the number of quality-controlled factors. Applied to the results of
the factually conducted experiments, the algorithm has allowed to increase two of
three sizing quality indicators, by acceptably decreasing the third one. Thus, this
is a method to improve warp yarn weavability along with improving the economic
performance of weaving. This is a practically significant and easy applicable con-
tribution to the theory and real-time practicing of optimal selection of cotton warp
sizing parameters, when the number of factual experiments is limited due to mate-
rial and time resources limitations. Moreover, the algorithm is not limited to cot-
ton, and it can be applied to any yarn material by following formulae (1)-(21)
with an experimentally adjusted spread.
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CONCLUSION

An algorithm has been suggested to control warp sizing quality under system re-
search limitation, where optimal selection of cotton warp sizing parameters is ex-
emplified. The algorithm has been successfully applied to the results of the factu-
ally conducted experiments with the cotton yarn of class 1, yielding the improved
quality indicators of the sized warp. The algorithm utilizes a set of basis vectors
of sizing parameters that corresponds to a set of respective vectors of quality indi-
cators. Next, the method of radial basis functions is used to determine the prob-
abilistically appropriate vector of quality indicators for any given vector of sizing
parameters. Having sampled the uncountably infinite space of sizing vectors, it
may then be refined by excluding sizing vectors corresponding to inadmissible
values of one or more quality indicators. A set of Pareto-efficient sizing vectors is
determined within the finite (refined) space of sizing vectors, and an optimal effi-
cient sizing vector is determined as one being the closest to the best-ever sizing
vector, which is usually unachievable.

The suggested algorithm serving as a method of optimal selection of warp
sizing parameters under system research limitation depends on both the radial
basis function spread and the number of basis vectors of sizing parameters. The
latter, however, may have little significance due to only marginal values of the
sizing parameters are commonly used. The research is possible to supplement
with studying an impact of optimizing the radial basis function spread. While the
relationship between the variation of sizing parameter optimum and the radial
basis function spread is known to be inverse, an optimized spread may not change
much the variation by insignificantly increasing one or a few quality indicators.
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ONTUMAJBHUNA BUBIP MAPAMETPIB IIJIIXTYBAHHSA BABOBHSIHOI
MPSIKI 3A OBMEKEHOCTI CUCTEMHUX JAOCJIAXEHDB / TI'.C. Tkauyk,
B.B. Pomantok, A.B. Tkauyk

Amnorauisi. [1InixTyBaHHs OCHOBH TKaHHHH IIOJISITA€ Y HAHECEHHI MaTepialiB LUTiX-
TyBaHHS HAa OCHOBY HPsDKi JUISl OKPAIEHHS 1i BIACTHBOCTEH NPH TKAITBI pa3oM 3
MiBUIICHHSIM €KOHOMIYHOT €()eKTUBHOCTI TEXHOJIOTIYHOTO MpOIlecy TKanrTsa. Pos-
TJIIHYTO CKIHYEHHY MHOXKHHY areHTiB a00 mapaMeTpiB IUTIXTYBaHHS, KOTpa Bilo-
Opaka€eTbCsl y CKiIHUCHHY MHOKHHY MOKa3HHKIB SKOCTI ILTIXTyBaHHS. OCKUIBKH ic-
HYIOTh Pi3HI OOMEXEHHS Ha MarepialbHi Ta 4acOBi pecypcH, BHUEPIHE CHCTEMHE
JIOCHIDKEHHs 1 o0y 10Ba iHGOPMAITIITHOT TEXHOJOTIT [T IHTEepIpETAaIlii Ta ONTHMi-
3alii JaHUX HUTIXTyBaHHS HEMOXJIMBI. TOMy 3ampONOHOBAHO aJrOPUTM KOHTPOIIO
SIKOCTI HITIXTyBaHHS OCHOBHU TKAHHHU 32 OOMEXXEHb CUCTEMHOTO JOCIIKeHHS, Ha-
BEJICHO MPUKJIAJ ONTUMAJIBHOIO BHOOPY MapameTpiB LUIIXTyBaHHS OaBOBHSHOI OC-
HOBU. AJNTOPUTM BUKOPHUCTOBY€E MHOXKHHY 0Oa3HCHHX BEKTOPIiB IMapaMeTpiB HITIXTY-
BaHHS, SIKY 3iCTaBJICHO 3 MHOXHHOIO BIAINIOBIAHUX BEKTOPIB MOKA3HHKIB SIKOCTI.
Bukopucrano meron pamianbHuX 0a3ucHUX (YHKLIN U1 BUSHAYEHHS HMOBIpHICHO
NPUHHATHOTO BEKTOpAa ITOKAa3HHKIB SKOCTI ISl JOBUIBHOTO BEKTOpa IIapaMeTpiB
nuTixTd. HesniueHHO HeCKiHYeHHUH MpOoCTip BEKTOPIB IUTIXTH PIBHOMIPHO AUCKpe-
TU3YETHCS y CKiHUEHHHH mpocTip. Llef ckiHueHHMH IpOCTip MOXHA TAaKOX IOJII-
[IMTH BIIYYEHHSIM BEKTOPIB HUIIXTH, KOTP1 BIAMOBIAAIOTH HEJOMYCTHMUM 3HAYCH-
HSM OJHOTO ab0 MEKITbKOX IMOKA3HHKIB SIKOCTI. Y MeXax MaHOTO CKiIHYEHHOTO
(momninuIeHOro) MpOCTOpY BU3HAYAEThCS MHOXHMHA [lapero-edeKTHBHHMX BEKTODIB
HITIXTH, § ONTHMAJIbHUNA €(eKTUBHUI BEKTODP NUIIXTH BU3HAYAETHCA SIK TOH, SIKHUil €
HAWOMMKYMM /10 HETOCSHKHOTO BEKTOpA IIUTIXTH. 3alpONOHOBAHMN AJITOPHTM CITy-
Ty€ METOZOM ONTHMAIIBHOTO Bi0Opy HapaMeTpiB HITIXTyBaHHS OCHOBU TKAHHHH,
Pe3yJIbTaTOM 3aCTOCYBAHHS SIKOTO € IOKPAIIeH! BIaCTUBOCTI OCHOB MPSDK, IO MO-
JKyTh BUTPUMYBATH LMKIIIYHI TEPTsl, PO3TATYBAHHS Ta 3THHAHHS Ha TKAllbKOMY Bep-
cTati 0e3 HaCNiAKIB BOPCYBAaHHS YM IHIIOTO NCyBaHHs. Po3po0OieHui aaroputM He
00MeXy€eThCS BUKOPUCTAHHSAM 0ABOBHH 1 MOKe OYTH 3aCTOCOBaHUU O JOBUTBHOTO
Marepiay NpsiKi 3a eKCIIepUMEHTABHO J0IIACOBAHOTO 3HAYECHHS PO3TATY pajialib-
HOI 6a3ucHOT QyHKIIT.

KorodoBi ciioBa: NuTiXTyBaHHS OCHOBM TKaHWHH, areHTH LUIIXTYBaHHS, KOJIOiTHI

CHCTEMH, HEOPraHi4Hi CKIaIHUKH, MIOKa3HUKH SIKOCTI IIUTIXTYBaHH:I, pajianbHa Ga-
3ucHa QyHkuis, epexTuBHicTh 3a [Tapero.
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AGENT-BASED APPROACH TO IMPLEMENTING
ARTIFICIAL INTELLIGENCE (AI) IN SERVICE-ORIENTED
ARCHITECTURE (SOA)

A.L. PETRENKO

Abstract. Artificial Intelligence (Al) is becoming a general-purpose technology and
is gaining a universal character for engineering, science, and society that today is
only inherent in mathematics and computer technology. The agent-based approach
to implementing artificial intelligence (AI) within the service-oriented architecture
of an application is a fascinating and highly synergistic concept. Combining these
paradigms leads to robust, scalable, and intelligent systems well suited for dynamic
and distributed environments. This paper presents the results of a comparative
analysis of three possible approaches to integrating Al into business processes,
namely, connecting Al agents to service-oriented architecture (SOA), connecting Al
agents to software (SaaS), and building Al as a service (AlaaS). The paper provides
some insights into the potential benefits, challenges, examples, and considerations
when adopting each of these approaches.

Keywords: Al (Artificial intelligence), agentic Al, Al-agent, SOA (Service oriented
architecture), SaaS (Software-as-a-Service), RAG (Retrieval-Augmented Genera-
tion), large language models (LLM), single-agent and multi-agent systems, Al agent
development platforms, Al agent integration with SaaS, Al agents and SOA.

AGENTIC Al

As artificial intelligence becomes an increasingly integral part of how we live and
work, it’s important to understand the differences between agent-based Al and
generative Al [1;2; 5; 10; 11; 12; 18].

Generative Al is a type of Al that focuses on creating new content, such as
text, images, music, or even video. It works by learning from large amounts of
data to understand patterns, styles, or structures, and then generating original con-
tent based on what it has learned. For example, generative Al such as ChatGPT
can generate unique text answers to questions, while image generation models
such as DALL-E can create images from text descriptions. In essence, generative Al is
like a digital artist or writer, creating creative works based on what it has learned.

Agentic Al on the other hand, is a step forward. Unlike generative Al, it can
take initiative, set goals, and learn from its own experience (Fig. 1). It is proac-
tive, able to adjust its actions over time, and can handle more complex tasks that
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require constant problem solving and decision making. This transition from reac-
tive to proactive Al opens up new possibilities for technology in many fields, al-
lowing machines to operate with near-human understanding and creating a seis-
mic technological shift. Machines now understand us better than ever before.
They can learn, predict, intuit, and reason. They can take on uncertain tasks, man-
age complex processes, and make subtle decisions that only a year or two ago
could only be made by humans. Imagine a robot that operates without a human
controller, determining what to do next based on its environment, or a self-driving
car that strives to get you to your destination safely, with every action, from steer-
ing to braking, serving that goal.

In short, at its core, agent-based Al is a type of Al that prioritizes autonomy.
Agents have true autonomy, making decisions and taking actions independently
with minimal human supervision. The level of autonomy is determined by the
number of iterations an Al agent can go through to reach a conclusion, as well as
the number of tools at its disposal.

Generative Al Agentic Al
Goal

Prompt v
i mn X m
¥
LM v
Systems
v il'ltml'ﬂ“bﬂ
Generate M
Text,‘ Images, Reflect
Videos
v
Response

Fig. 1. Difference between Generative Al and Agentic Al [5]

An Al agent is an interactive computer program with pre-defined goals that
can perform a variety of tasks on behalf of a user or another program. Al agents
have the potential to understand and learn from their environment, make deci-
sions, act, and even continuously improve with minimal human intervention. This
is achieved by integrating several key components that allow it to interact with
data, interpret its environment, choose appropriate responses, and communicate
meaningfully with users. In addition, Al agents can benefit from human feedback,
which enhances their adaptability and performance.

In particular, Al agents are used to automate the process of developing web
applications without coding. They can analyze user needs, generate code, test ap-
plications, and even deploy them. This makes application development faster and
more cost-effective. However, the use of Al agents requires the availability of
LLMs (large language models such as GPT-4, Claude, Gemini, etc.), which can
be expensive because LLMs require a lot of resources:

o Significant computational resources for training and operation.
e Huge amounts of data for training.
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e Highly qualified machine learning and artificial intelligence specialists to
develop and maintain LLMs.

o Significant energy for training and running LLMs.

But there are alternatives and ways to reduce costs:

o Cloud providers such as Google Cloud, Amazon Web Services, and Mi-
crosoft Azure offer access to LLMs on a pay-as-you-go basis.

e For some tasks, smaller SLMs can be used that require fewer computing
resources (Microsoft phi-4, DistilBERT, TinyBERT, Albert).

o There are open-source LLMs that can be used for free (Llama 2 and OPT
from Meta, GPT-Neo, GPT-J, GPT-3 from EleutherAl). However, they may be
inferior in quality to commercial models.

The choice depends on the specific needs of your project. If you need maxi-
mum performance and functionality, commercial LLMs may be a better option. If
efficiency, speed and resource savings are important, smaller SLMs or open
source LLMs may be a better choice. In general, open source LLMs and small
SLMs play an important role in the development and dissemination of artificial
intelligence technologies, making them more accessible, efficient and versatile.

It should be noted that the boundaries between generative and agent-based
Al are not always clear. Many modern Al systems include elements of both, cre-
ating hybrid models that can generate content and make autonomous decisions.

AI AGENTS WITH RETRIEVAL-AUGMENTED GENERATION (RAG)

To make an agent contextually relevant, it is connected to an external knowledge
base or data source that supports its responses with accurate, domain-specific in-
formation. A common approach to such integration is the Retrieval-Augmented
Generation (RAG) pattern, which combines external data retrieval with generative
capabilities. In addition to basic understanding, the agent is equipped with a tool-
kit - specialized skills and abilities that allow it to autonomously perform actions,
initiate workflows, or solve tasks according to set goals. An orchestrator coordi-
nates all these components and ties the agent’s functionality together. The orches-
trator processes user input, manages internal operations, and delivers consistent
results either directly to the user or to other agents in multi-agent interaction systems.
LLMs are trained on static data sets, which can lead to outdated information.
RAG allows agents to access up-to-date information from dynamic sources such
as web pages and news feeds (Fig. 2). RAG allows agents to tailor responses to

2 w8

Normal Prompting Frameworks

Retrieval Augmented Generation

Contextually
relevant
answer

Fig. 2. Comparing standard LLM calls with RAG [9]
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the specific context and needs of the user by retrieving relevant information from
personalized sources such as search history or user profiles. RAG also enables
agents to provide explanations and sources of information, increasing transpar-
ency and trust in their responses. RAG works in Al agents as follows [7-9]:

e Request: The user asks a question or makes a request to the Al agent.

o Retrieval: The agent uses information from the request to search for rele-
vant documents or data in external sources.

e FExtraction: The agent extracts the most important information from the
sources found.

e Generation: The agent uses an LLM to generate a response, using the ex-
tracted information as context.

Overall, RAG is an important tool for creating more intelligent, accurate and
useful Al agents that can effectively interact with the real world and meet user
needs. However, an alternative and more modermn approach has recently
emerged — Table-Augmented Generation (TAG). While RAG has proven effec-
tive in integrating Al with external data retrieval systems, TAG offers a paradigm
shift by allowing large language models (LLMs) to interact directly with struc-
tured databases. Table-Augmented Generation (TAG) provides a more direct and
structured approach, allowing LLMs to query databases using SQL or other data-
base-specific query languages [7].

TYPES OF AI AGENTS AND TOOLS FOR CREATING THEM

The following four rules define the functionality of an Al agent: autonomy, per-
ception, decision making and adaptability [3; 6].

o Autonomy: This rule means that the Al agent must function independently
to perform tasks without constant user intervention.

o Perception: The Al agent can interpret data from the environment, ob-
tained through sensors, cameras or other sources.

o Decision-making: This involves the Al agent’s ability to choose appropri-
ate actions to achieve its goals.

o Adaptability: Adaptability is the ability of an Al agent to learn from new
information or experience and improve its responses over time.

These principles are the foundation for the design of Al agents and are wide-
ly accepted in the Al community to describe the core capabilities that enable intel-
ligent, agent-like behaviour.

Table 1 below provides examples of different types of Al agents. Each type
reflects the functionality, adaptability, and level of autonomy of the agent, as well
as the specific ways in which Al agents interact with the environment, make deci-
sions, and process information [13; 14; 15; 17].

Since the end of 2024, there has been a significant shift from single-agent Al
solutions to multi-agent systems [16; 18].

o Single-agent systems. These are focused artificial intelligence models
geared towards specific tasks, such as smart chatbots. While effective in isolated
scenarios, they have limitations in managing complex, interconnected workflows.

Single-agent systems typically require human involvement to provide ongoing
feedback.

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2025, Ne 1 107



A.L Petrenko

o Multi-agent systems: These involve a network of Al agents that collabo-
rate to solve problems or achieve goals that require diverse knowledge. Imagine a
team collaborating, communicating internally, critiquing each other, and improv-
ing each other’s results to solve a given task, as opposed to a single agent receiv-
ing feedback only from the human interacting with it.

Table 1. Typesof Al Agents

No| Agent Type Description Examples
These agents act solely based on the current
state of the environment, without consider- | Thermostats, basic robots,
1 Simple Reflex| ing the history or planning for the future. |or systems like spam filters
Agent They follow a set of predefined rules that react to input
(condition-action rules), e.g., “if sensor based on simple criteria
detects X, then perform Y”
These agents maintain a model of the world
that helps them keep track of the state of thel Robotic vacuum cleaners
2 Model-Based | environment. They use the model to make | (like Roombas) that map
Reflex Agent better decisions their environment
by considering both the current state and to navigate efficiently
the history of interactions
These agents not only track the state of the
Goal-Based environment but also act to achieve specific| Autonomous vehicles
3 Agent goals. They use planning and search deciding the optimal
& algorithms to determine the best course route to a destination
of action to achieve their objectives
These agents evaluate different states or Al dafi
actions based on a utility function, which tm re((:ommli:]n " g.mn
Utility-Based measures how desirable a state is. Systems (¢.g., Netllix or
4 ) - o Spotify), where the goal
Agent They aim to maximize the utility . Py
» . . . . 1S t0 maximize
(or “happiness”) by choosing actions that user satisfaction
lead to the best possible outcome
These agents improve their performance | Chatbots (like ChatGPT),
L . over time by learning from data or recommendation systems,
earning ; .
5 A experiences. They can adapt autonomous vehicles, and
gent : X
to new tasks or environments game-playing Als
without explicit programming (like AlphaGo)
6 Collzboratlve Works with other agents or humans Coordmagng the work of
gent multiple robots
7| Mobile Agent| Moves between networks to perform tasks Networslzemnzlrlia(l)gement
Involves multiple agents working together
or competing to solve complex problems Traffic management
8 Multi-Agent | that cannot be handled by a single agent. systems, distributed
System Agents in a MAS can communicate, supply chain systems,
negotiate, and collaborate to achieve shared and swarm robotics
or individual goals
9 Beﬁﬁgﬁie;rllre_ Balances between beliefs, desires, Autonomous bots for
(BDI) Agent and intentions customer service
10| Interface Agent| Helps users by learning preferences Personalized email sorting
11| Reactive Agent| Reacts quickly without internal models | Real-time game characters
Hvbri These agents combine multiple types of Autonomous drones that use
ybrid . reflex actions for obstacle
12 agent architectures (e.g., reflex and goal- :
Agents avoidance and goal-based
based) to leverage the strengths of each . o
planning for navigation
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Al Agent Development Platforms [16; 19; 20] are specialized tools that
streamline the process of building, training, and deploying Al agents. These plat-
forms aim to abstract away much of the complexity involved in Al development,
allowing developers and even non-developers to create Al agents more effi-
ciently. They simplify AI Agent Development by:

o Rapid Prototyping: Developers can quickly build prototypes without deep
dives into complex algorithms or infrastructure setup.

o Reduced Technical Debt: By using standardized platforms, there’s less
custom code to maintain, reducing long-term technical debt.

o Access to Cutting-edge Technology: Platforms often incorporate the latest
Al advancements, making them available to users without the need for extensive
research or development.

e Focus on Business Logic: Developers can focus more on defining the
business logic of the Al agent rather than the underlying technology.

Some such platforms are listed in Table 2 although there are many other
platforms (H20.ai, DataRobot, DOMO, etc.).

Table 2. Examples of applications of Agent-Based Al in SOA

z

Platform name Description of features

This platform integrates Google’s foundation models, search function-
Google Vertex | alities, and conversational Al technologies into a unified development

1 Al Agent environment. Utilising Vertex Al Agent Builder, developers are em-
Builder powered to construct Al agents through a no-code interface
or by employing more sophisticated frameworks
Microsoft Azure A plethora of instruments and facilities are available for the
2| Autonomous development of artificial intelligence agents, encompassing Azure
Systems Platform| Bot Service, Azure Cognitive Services and Azure Machine Learning
Amazon

AWS offers a variety of services for developing Al agents, such as

3 SaAgeMaker Amazon Lex, Amazon Polly, and Amazon Rekognition
gents
4 Hugging Face | An open-source platform that provides free access to a large number
Transformers of pre-trained Al models and tools for developing Al agents
Microsoft’s multi-agent conversational platform is designed to facili-
tate the development of Large Language Model (LLM) workflows,
5 Microsoft with the objective of enabling the utilisation of diverse applications
AutoGen across multiple industry sectors. In addition, AutoGen provides

“AutoGen Studio,” a tool that facilitates the creation of multi-agent
systems without the requirement for extensive coding

This is an open-source platform for Al agents that features a low-code
6| LangChain drag-and-drop interface. It is available for download at no cost on
GitHub, but a paid OpenAl API key is required for operation

A web platform for deploying Al agents directly from your web
7| AgentGPT browser using GPT 3.5. Supports tasks such as Al image creation,
Google search, and code writing

Salesforce Ein- A platform for deploying Al agents from Salesforce, designed
8| stein Agent to automate complex tasks. Includes Agent Builder for creating Al
Builder agents with natural language instructions
Web solution for Al agents powered by OpenAl and Microsoft.
9| Godmode Supports the creation of multiple Al agents simultaneously

using GPT-3.5 and GPT-4 based on user-defined goals

With GPT-40, ol, and subsequent versions, developers can create
10|OpenAl Agents| increasingly complex agents and deploy them in their applications
or on the ChatGPT platform
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Continued Table 2
This provides cryptographic and blockchain capabilities to Al agents,
thus allowing various types of agents (i.e. reflex agents, goal agents
and utility agents) to access blockchain features such
as crypto wallets and on-chain interaction
A popular framework for developing Al agents, which provides
tools for working with large language models, such as GPT-3
CrewAl is an open-source framework in Python designed to support
the development and management of multi-agent artificial intelligence
systems. The enhancement of these Al systems is achieved by the alloca-
13 CrewAl tion of specific roles, the enablement of autonomous decision-making, and
the facilitation of communication between agents. This collaborative ap-
proach enables the effective resolution of complex problems, surpassing
the capabilities of individual agents operating in isolation
PhiData provides a comprehensive framework for the creation of com-
plex agents that possess enhanced memory and knowledge manage-
ment capabilities, utilising GPT-4 technology. This platform is particu-
14 PhiData larly well-suited for applications that necessitate profound contextual
understanding and long-term learning capabilities. Potential use cases
include long-term projects, knowledge-intensive tasks and personalised
user interaction
Atomic Agent is a versatile, open-source framework created by Brain-
Blend Al designed for developing multi-agent systems and Al applica-
tions. It emphasizes modularity and atomicity, allowing developers to
15| Atomic Agents | construct complex Al solutions by combining simple, interchangeable
components. By breaking down Al systems into smaller, self-
contained, reusable components, Atomic Agents promises a future
where Al development is both modular and predictable

11 Fetch.ai

12| Llamalndex

Key Benefits of Al Agent Development Platforms are:

Abstraction of Complexity:

o No-Code/Low-Code Interfaces: Platforms like Microsoft Azure Al, and
Google Cloud Al offer drag-and-drop interfaces or visual programming tools, re-
ducing the need for extensive coding.

e Pre-built Components: Many platforms provide pre-built Al models,
templates, or modules for common tasks like NLP, image recognition, etc., which
can be easily integrated.

Integration and Deployment:

o Seamless Integration: These platforms often come with built-in tools for
integrating Al agents with other systems or services, using APIs or direct connectors.

o Deployment Automation: They handle the deployment process, including
scaling, which can be particularly useful for cloud-based solutions.

Data Management:

o Data Pipelines: Platforms like DataRobot or H20.ai offer tools to manage data
flows, from ingestion to preprocessing, making it easier to feed data into Al models.

e Model Training: Automated or semi-automated model training features,
which can optimize hyperparameters and select the best model architecture.

User-Friendly Interfaces:

e Dashboarding: Visual dashboards for monitoring model performance, da-
ta quality, and agent interactions.

e Collaboration: Features for team collaboration, version control, and shar-
ing of Al assets.
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Scalability and Performance:

o Cloud Resources: Leveraging cloud infrastructure for scalability, which is
crucial for Al applications that might require significant computational resources.

Security and Compliance:

o Built-in Security Measures: Many platforms include security protocols to
protect data and models.

o Compliance: Some platforms help in adhering to industry standards and
regulations, which is vital for deploying Al in regulated sectors.

In conclusion, Al agent development platforms significantly lower the entry
barrier for building Al applications. They democratize Al technology by making
it accessible to a broader audience, including those without deep technical exper-
tise in Al. However, for highly specialized or performance-critical applications, a
more custom approach might still be required. Many platforms operate on a sub-
scription or usage-based model, which can be costly for large-scale or long-term
projects. There’s also a risk of becoming dependent on the platform’s ecosystem,
which might complicate migration or integration with other systems.

CONNECTING AI AGENTS TO SOA

The agent-based approach to implementing artificial intelligence (Al) within a
service-oriented architecture (SOA) is a fascinating and highly synergistic con-
cept. Remind, that SOA is an architectural style where software components are
designed as independent, reusable services that communicate with each other over
a network. The combination of agent-based Al and SOA brings together the best
of both worlds—autonomous decision-making from agents and the modular, dis-
tributed nature of SOA [20; 21].

Potential Benefits of Connecting AI Agents to SOA:

¢ Enhanced Intelligence in Services: Al agents can bring intelligence and
autonomy to SOA by enabling services to dynamically adapt, learn, and make
intelligent decisions based on real-time data.

e Improved Automation: Al agents can automate complex tasks and
workflows within an SOA, leading to increased efficiency and reduced human
intervention.

e Personalized Experiences: Al agents can analyze user data and prefer-
ences to personalize the delivery of services within an SOA, creating more tai-
lored and engaging experiences.

e Dynamic Optimization: Al agents can continuously monitor and opti-
mize the performance of services within an SOA, ensuring optimal resource utili-
zation and responsiveness.

e Dynamic and Adaptive Systems: Agents can adapt to changes in the en-
vironment or user demands in real-time. When embedded in SOA, this adaptabil-
ity allows services to be reconfigured dynamically based on the context, improv-
ing system responsiveness and robustness.

e Decentralization: SOA is inherently decentralized, and the agent-based
approach aligns well with this philosophy. Each agent can act independently
while still interacting with other services, reducing bottlenecks and single points
of failure.
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e Scalability and Modularity: SOA is designed for modularity, and add-
ing intelligent agents to individual services allows for a scalable way to introduce
Al capabilities. New agents can be introduced or updated without disrupting the
entire system.

¢ Interoperability: Agents can act as intermediaries or orchestrators be-
tween services in SOA, enabling better integration of heterogeneous systems or
legacy services.

e Enhanced Decision-Making: Agents bring reasoning and decision-
making capabilities to SOA, enabling services to not just respond to requests but
also predict, optimize, and proactively act to improve outcomes.

e Support for Complex, Multi-Agent Systems: In cases where multiple
agents are deployed (e.g., for supply chain management or IoT systems), SOA
provides a framework for communication and collaboration among agents, ensur-
ing interoperability and coordination.

Connecting Al agents to a Service-Oriented Architecture (SOA) involves
several technologies and methodologies to ensure seamless integration, interop-
erability, and effective communication between Al components and other ser-
vices. Here’s a breakdown of the key technologies and approaches:

API Integration

o RESTful APIs: Al agents can expose their functionalities through REST-
ful services, allowing them to be consumed by other services within the SOA.
This method is stateless, making it scalable and easy to integrate.

e GraphQL: For more flexible data fetching, GraphQL can be used where
clients can request exactly what data they need from the Al agent, reducing over-
fetching and under-fetching.

Messaging Systems

o Message Brokers (e.g., RabbitMQ, Apache Kafka): These facilitate asyn-
chronous communication. Al agents can publish results or receive tasks through
messages, which is particularly useful for handling high volumes of data or when
real-time processing isn’t necessary.

e FEvent-Driven Architecture (EDA): Al agents can react to events triggered
by other services, allowing for dynamic, responsive systems where Al capabilities
are invoked based on specific business events.

Microservices Architecture

o Containerization (Docker, Kubernetes): Al services can be containerized,
making them portable and scalable. This approach fits well with microservices
where each Al function might be its own microservice.

o Service Mesh (e.g., Istio): Enhances how services communicate, manage,
and secure inter-service communication, which is crucial when integrating Al
agents that might need specific network policies or security measures.

Data Handling and Integration

e Data APIs: For Al agents that require or produce data, data APIs can be
used to integrate with data services or databases within the SOA.

o Data Streaming Technologies: Tools like Apache Kafka or AWS Kinesis
can be used for real-time data streaming to and from Al agents, ensuring they
have the latest data for processing.

Orchestration and Workflow Management

o Workflow Engines (e.g., Camunda, Apache Airflow): These can orches-
trate complex workflows where Al agents are just one part of a larger process,
ensuring that Al tasks are executed in the right sequence and context.
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o Serverless Computing: Using platforms like AWS Lambda or Azure
Functions, Al tasks can be executed in response to events without managing the
underlying infrastructure.

Security and Governance

o OAuth, JWT (JSON Web Tokens): For secure communication and authen-
tication between services.

o API Gateways: To manage access to Al services, ensuring that only au-
thorized services can interact with Al agents.

Monitoring and Management

o Service Monitoring Tools (e.g., Prometheus, Grafana): To monitor the
health, performance, and usage of Al services within the SOA.

o Centralized Logging: Tools like ELK stack (Elasticsearch, Logstash, Ki-
bana) for logging and analyzing interactions and performance of Al agents.

Al-Specific Technologies

o Model Serving Platforms (e.g., TensorFlow Serving, Seldon Core): These
platforms allow for the deployment of machine learning models as services, mak-
ing it easier to integrate Al models into SOA.

o Feature Stores: Centralized repositories for managing and serving features
used by machine learning models, ensuring consistency and reducing data duplication.

Integration Patterns

e Proxy Pattern: Al agents can act as proxies or facades, simplifying the in-
terface for other services.

o Adapter Pattern: Used to convert the interface of an Al agent into another
interface clients expect, improving reusability.

The technology for connecting Al agents to SOA involves a blend of modern
software architecture practices, cloud technologies, and Al-specific tools. The
goal is to create a flexible, scalable, and maintainable system where Al capabili-
ties are seamlessly integrated into business processes, enhancing overall system
intelligence without disrupting existing services. This integration requires careful
planning, especially around data flows, security, and performance, to ensure that
the Al components work harmoniously within the broader service ecosystem.

While the agent-based Al approach within SOA is powerful, there are some
challenges and factors you need to consider:

e Complexity: Introducing agents into SOA can increase system complexity,
especially when managing interactions between autonomous agents and services.

o Communication Overhead: Agents and services need to communicate
frequently, which can introduce latency or bottlenecks in distributed systems if
not carefully designed.

e Security: Autonomous agents might make unauthorized decisions or in-
teract with malicious services. Ensuring secure communication and decision-
making is critical.

o Standardization: SOA relies on standard protocols (e.g., SOAP, REST),
while agents may require additional protocols for negotiation, collaboration, or
reasoning. Aligning these standards can be challenging.

e Scalability of Decision-Making: As the number of agents and services
grows, ensuring that agents can make decisions in a timely manner without over-
whelming the system is essential.
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o Interoperability of Al Models: Agents might use different Al models,
which could lead to compatibility issues. A common framework or ontology may
be needed for agents to collaborate effectively.

¢ Monitoring and Debugging: Debugging agent behaviors in a distributed
SOA environment can be complex, especially when agents are making autono-
mous decisions based on incomplete or uncertain information.

It should be emphasized that this approach differs significantly from previ-
ous developments, where a software agent-based service-oriented integration ar-
chitecture for collaborative intelligent systems was proposed. A unique feature of
mentioned approach was that the order planning process was organized online
through negotiations between agent-based web services. Of course, the software

agents used were not present Al agents [22].
Agent-based Al within a Service-Oriented Architecture (SOA) is a powerful
combination. Examples of applications of Agent-Based Al in SOA are presented

in Table 3.

Table 3. Examples of applications of Agent-Based Al in SOA

No  Sectors Use cases Agents’ role
Al agents represent energy producers (solar panels, wind
turbines), consumers (homes, businesses), and storage
Smart Grids | units. They interact and negotiate in real-time to balance
Resource s . o
energy supply and demand, optimize grid stability, and
Management
1 reduce costs
and Agents model suppli facturers, distributors, and
Optimization Supply gents model suppliers, manufacturers, distributors, an:
Chain customers. They autonomously manage inventory, pre-
Logistics: dict disruptions, and optimize delivery routes to improve
& ’ efficiency and responsiveness
Al agents act as virtual shopping assistants, learning cus-|
E tomer preferences and providing personalized product
. -commerce . !
Personalized recommendations, deals, and support, enhancing the
2| Customer shopping experience
Service . . Agents offer personalized financial advice, analyze mar-
Financial : .
Servi ket trends, and manage investment portfolios based on
ervices L ¢ )
individual client goals and risk tolerance
Agents simulate patients, doctors, hospitals, and other
Complex healthcare providers to model disease spread, evaluate
Healthcare . .
System treatment strategies, and optimize healthcare resource
3| Modeling allocation
~and Traffic Agents represent vehicles, pedestrians, and traffic sig-
Simulation M nals. They interact to optimize traffic flow, reduce con-
anagement . .
gestion, and improve road safety
Agents control robots in manufacturing, warehouse au-
. tomation, and exploration. They can adapt to changing
Robotics . 1 i
Autonomous environments, collaborate with other robots, and learn
4 from experience
Systems . . P .
. Agents perceive the environment, make driving deci-
Self-Driving | _: X . X
C sions, and coordinate with other vehicles to ensure safe
ars . A
and efficient navigation

Examples of Real-World Applications:

e IBM Watson: Used in healthcare to provide personalized cancer treat-
ment recommendations.

e Amazon Alexa: Employs Al agents for natural language understanding
and task automation.
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o Tesla Autopilot: Utilizes agent-based Al for autonomous driving features.

Agent-based Al in SOA is transforming how we design and build intelligent
systems. By combining the strengths of both approaches, we can create more flex-
ible, scalable, and responsive solutions to complex real-world problems.

CONNECTING AI AGENTS TO SAAS

Applying an Al agent to a Software as a Service (SaaS) platform can indeed be
highly beneficial, offering numerous advantages that can enhance the value prop-
osition of the SaaS product. It is important to recall the definition of SaaS, which
is a software delivery service in which a provider hosts a software service and
makes it available to customers over the Internet. Customers can access the soft-
ware through a web browser, eliminating the need to purchase, install and main-
tain software on their own servers. The SaaS provider assumes responsibility for a
wide range of tasks, including maintaining servers and databases, providing up-
dates and implementing security measures. There are a number of platforms for
creating sophisticated web applications without writing code [23]:

o Customer Relationship Management (CRM): Salesforce, HubSpot, Zoho Creator.
Enterprise Resource Planning (ERP): SAP, Oracle NetSuite.
Project Management: Trello, Asana, Webflow.
Document Collaboration: Google Workspace, Microsoft 365.
E-commerce Platforms: Shopify, Magento, Airtable.
Marketing Automation: Mailchimp, Marketo, Bubble.
Human Resources: BambooHR, Workday.

Key Characteristics of SaaS Platforms:

o Cloud-Based Delivery: SaaS applications are hosted on servers in the
cloud, accessible via web browsers or lightweight client applications. This elimi-
nates the need for users to install software on their local machines.

e Subscription-Based Pricing: Users typically pay for SaaS on a subscrip-
tion basis, which can be monthly, annually, or based on usage. This model con-
trasts with traditional software where you buy a license outright.

e Multi-Tenancy: The software is designed to serve multiple customers
(tenants) from a single instance of the application. Each customer’s data is iso-
lated and secure, but the codebase and infrastructure are shared.

o Scalability: SaaS platforms are built to scale easily, allowing them to ac-
commodate growth in users, data, or functionality without significant additional
setup or cost.

o Automatic Updates: Updates, including new features, security patches,
and bug fixes, are automatically rolled out to all users, ensuring everyone has the
latest version without manual updates.

e Data Management: The provider manages data storage, backup, and recov-
ery, which includes handling data security and compliance with relevant regulations.

o Accessibility: Users can access the software from any device with an in-
ternet connection, often requiring only a web browser, which enhances mobility
and remote work capabilities.

Benefits of SaaS Platforms:

e Cost Efficiency: Reduces the need for capital expenditure on hardware
and software licenses.
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o FEase of Use: Generally easier to deploy and use compared to on-premises
software.

o Flexibility: Allows for flexible scaling of resources according to business
needs.

o [nnovation: SaaS providers often update their services with new features,
keeping the software current with market trends.

Challenges:

o Dependency on Internet: Requires a reliable internet connection for access.

e Data Security: Concerns about data privacy and security since data is
stored on external servers.

o Customization: Some SaaS solutions might not offer the level of customi-
zation that on-premises software can provide.

o Vendor Lock-in: Potential for dependency on the SaaS provider, making it
difficult to switch.

Key Benefits and Potential of AI-SaaS Integration:

e Enhanced Automation: Al agents automate routine business processes
in SaaS applications, minimizing human intervention and can automate routine
tasks, customer inquiries, or even complex processes like data analysis, freeing up
human resources for more strategic tasks.

e Improved Customer Experience: Al agents use SaaS platforms to de-
liver fast and personalized services to customers and to tailor the user interface,
content, and recommendations based on user behavior and preferences, making
the service more intuitive and engaging.

o Data Analytics and Insights: Al agents analyze data within SaaS appli-
cations to deliver actionable insights and to automate routine tasks, customer in-
quiries, or even complex processes like data analysis, freeing up human resources
for more strategic tasks.

e Collaboration Efficiency: Al optimizes collaboration processes within
SaaS applications and optimize the use of computational resources, ensuring the
SaaS platform scales efficiently with demand.

e Cost and Time Savings: Al-SaaS integration reduces operational costs
by minimizing the need for manual labour and saves time.

o Security and Compliance: Al agents enhance data security and compli-
ance within SaaS applications by identifying unusual patterns that might indicate
a security breach or unauthorized access.

¢ Innovation and Competitive Edge: Al agents can be used to de-
velop new features or enhance existing ones, providing a competitive edge
by offering capabilities that are difficult for competitors to replicate quickly.

Market Differentiation: A SaaS with integrated Al can differentiate itself in
a crowded market by offering smart, proactive services.

e Customer Engagement: Chatbots and Virtual Assistants can provide 24/7
customer support, handle FAQs, and guide users through the platform, improving
customer satisfaction and engagement.

Al agents integrated with SaaS (Software as a Service) applications offer a
wide range of opportunities for businesses, including process optimization, cus-
tomer satisfaction, cost savings, and strategic decision support. When integrating
Al into a SaaS platform, the Al functionalities are often provided as part of the
service, enhancing the platform’s capabilities (Table 4).
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Table 4. Examples of applications of Agent-Based Al in SaaS

Ne| Sectors Use cases Agents’ role
Learnin Al agents act as virtual tutors, adapting to individual learning
Personalized  Platfo rn;gs styles, recommending relevant content, and providing person-
| User alized feedback to optimize learning outcomes
Experience Content Agents analyze user preferences and viewing history to
Streaming | suggest personalized recommendations, discover new con-
Service tent, and create custom playlists
CRM Al agents automate repetitive tasks like data entry, lead
Svstems qualification, and customer segmentation, freeing up hu-
2 Intelligent y man agents to focus on more strategic activities
Automation|  Project Agents can monitor project progress, identify potential
Management | risks, and automatically assign tasks to team members
Software based on their skills and availability
Helo Desk Al agents provide instant answers to common questions,
Proactive Sotptware troubleshoot issues, and escalate complex problems to human
3| Customer agents, improving response times and customer satisfaction
Support Agents engage in natural language conversations with cus-
Chatbots | tomers, providing support, answering questions, and guid-
ing them through processes
Marketing | Agents analyze customer data to identify patterns, predict
Data Automation | behavior, and personalize marketing campaigns for better
4| Analysis Platforms engagement and conversion rates
and Ins}.li ohty Business | Agents can sift through large datasets, identify trends, and
Intelligence generate reports to provide valuable insights
Tools for decision-making
Cybersecurity Al agents monitor network traffic, detect anomalies, and
}ll’lat forms respond to security threats in real-time, protecting sensitive
5 Enhanced data and systems
Security Identity Agents can analyze user behavior, identify suspicious ac-
and Access tivities, and prevent unauthorized access to critical re-
Management sources
AgentForce is Salesforce’s innovative Al agent designed to
Automated deliver speed, efficiency, and personalized solutions in
6 Task AgentForce | €3S like customer service, sales, and marketing. Its core
Manage- g strength lies in placing artificial intelligence at the heart of
ment business processes, helping companies become smarter and
more competitive

Examples in Action:

o Salesforce Einstein: Uses Al agents to provide sales predictions, auto-
mate tasks, and personalize customer interactions.

e HubSpot: Leverages Al for content optimization, lead scoring, and chat-
bot interactions.

e Grammarly: Employs Al agents to provide grammar and writing suggestions.
By incorporating agent-based Al into SaaS applications, businesses can un-

lock new levels of efficiency, personalization, and intelligence, ultimately deliver-
ing greater value to their customers. In summary, a SaaS platform delivers soft-
ware applications over the internet, managed by third-party providers, offering
users a convenient, scalable, and often cost-effective way to access software. The
integration of Al into these platforms leverages cloud computing’s scalability and
data processing capabilities to provide advanced, data-driven features that can
significantly enhance the functionality and user experience of the software.
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BUILDING AI AS A SERVICE (AIAAS)

With AlaaS, businesses of all sizes can access natural language processing (NLP),
machine learning (ML) algorithms, predictive analytics, and more to automate
tasks, analyze data, or improve business strategies and customer experience. They
can use and benefit from these Al tools, even without a large team of developers
or a huge budget, making it a lower-risk way to integrate Al into their business.
As a cloud computing service, AlaaS is flexible and can easily scale as its needs
grow without updating your hardware or infrastructure [24; 25].

Advantages:

o Cost-effectiveness: Businesses can access Al capabilities without the need
for significant upfront investment in hardware and software.

o Scalability and Flexibility: AlaaS solutions can be easily scaled up or
down to meet changing business needs.

o Faster Deployment: Pre-built Al agents can be quickly integrated into ex-
isting systems and workflows.

o Access to Expertise: AlaaS providers offer expertise and support to help
businesses effectively leverage Al technology.

o Business Model Innovation: AlaaS can open new revenue streams by of-
fering Al capabilities as a subscription or pay-per-use model, potentially attract-
ing a broader customer base.

o Scalability: Easier to scale Al services as they are managed centrally by
the service provider, who can optimize resources across multiple clients.

o Focus on Core Business: Allows companies to focus on their core compe-
tencies while outsourcing Al development and maintenance.

Challenges:

o Dependency: Clients become dependent on the service provider for Al
capabilities, which could pose risks if the provider faces issues or if there are
changes in service terms.

o Customization.: Generic Al services might not fully meet the specific
needs of every business, potentially requiring additional customization which
could negate some cost benefits.

e Data Privacy and Security: Outsourcing Al means sensitive data might be
processed outside the organization, raising concerns about data privacy and com-
pliance with regulations like GDPR or CCPA.

o Market Saturation: The AlaaS market could become saturated, leading to
price wars and reduced profitability.

The “Al Agent as a Service” model involves selecting of an Al agent type
and tools for Al agent Development [25; 27]. The type of Al agent which is build-
ing depends on the complexity of the task and the environment in which it will
operate. From simple reflex agents to learning agents and multi-agent systems,
each type has strengths and applications. Similarly, the tools and frameworks
which are choosing will depend on project requirements, such as scalability, ease
of use, and the specific domain (e.g., robotics, gaming, or conversational Al). By
combining the right type of agent with suitable tools, it is possible to create pow-
erful Al systems tailored to your needs. Some existing use cases where this model
has been implemented: are summarizing in Table 5.
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Table 5. Examples of use cases for which AlaaS was developed

Ne|  Sectors AlaaS Agents’ role
Companies like Ada and Intercom offer Al-powered
Customer . . .
Servi chatbots that can be integrated into websites
crviee d apps to handle customer inquiri id rt
Agents and apps to handle customer inquiries, provide support,
Specialized & and even process transactions
peciatize Sales and Tools like Drift and Conversica provide Al agents that
1 Al X ) .
Assi Marketing can qualify leads, schedule appointments, and nurture
ssistants : . .
Agents prospects through personalized email campaigns
HR and Services like Ideal and Pymetrics use Al agents to screen
Recruiting |resumes, conduct initial interviews, and match candidates
Agents with the best-fit jobs
UiPath and |These platforms offer Al agents that can automate repeti-
ALP d Automation | tive tasks, such as data entry, invoice processing, and
) Au-tocr)r‘:z;iirgn Anywhere report generation, across various business applications
. These services use Al agents to connect different apps
Platforms Zapier and . . L
and automate workflows, such as sending notifications,
IFTTT . .
creating tasks, and updating spreadsheets
Healthcare | G008le Cloud| This Al agent allows healthcare providers to analyze
3 | Data Anal Healthcare patient data for better treatment outcomes, operational
ata ANAY= | Ap[ with Al efficiency, and compliance with healthcare regulations
SIS capabilities without needing to develop Al models in-house
C This Al agent not only checks for grammar and spelling
ontent . . .
4 G . Grammarly but also provides suggestions for clarity, tone,
eneration X . . .
" for Business and engagement, ensuring high-quality content
and Editing .
production at scale
Knewton’s This Al agent personalizes the learning experience for
5 | Personalized Alta each student, adapting content and difficulty based on
Learning | for adaptive individual performance, thereby improving learning
learning outcomes
Energy Si ) This Al agent helps in scheduling maintenance
iemens . . )
6 Sector MindSphere efficiently, reducing energy costs, and extending
Optimization p the lifespan of infrastructure
Real-time This Al agent helps in reducing traffic jams, improving
INRIX . ‘ .
7 Traffic emergency response times, and enhancing overall city
Traffic Al 1
Management mobility

These examples demonstrate how “Al Agent as a Service” can be applied

across various industries to provide specialized Al functionalities without the
need for clients to invest heavily in Al infrastructure or expertise. This model al-
lows businesses to leverage cutting-edge Al technologies for specific tasks, en-
hancing their operations, customer service, and decision-making processes.

COMPARISON OF DIFFERENT WAYS OF Al AGENTS’ USAGE

There are three basic approaches: connecting Al agents to SOA, connecting Al agents
to SaaS and building a new business model “Al as a Service”. Which is better?

Key Differences:

e SOA: Emphasizes modularity, reusability, and interoperability across dif-
ferent systems and applications within an organization. It’s ideal for complex en-
terprise-level solutions where integration and flexibility are crucial.

e SaaS: Focuses on enhancing specific applications with Al capabilities to
improve user experience, automate tasks, and provide intelligent insights. It’s of-
ten delivered as part of a cloud-based software subscription.
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e AlaaS: Provides access to pre-built Al agents or tools for specific tasks, such
as natural language processing, image recognition, or data analysis. It allows busi-
nesses to leverage Al without the need for extensive development or infrastructure.

The choice depends on the organization’s strategic goals, existing techno-
logical landscape, risk tolerance, and market positioning [26] The detailed analy-
sis of important factors, including features of integration, scalability, customiza-
tion, maintenance, deployment and cost, are summarized in Table 6.

Table 6. Comparison of different ways of Al agents’ usage

Agent-Based Al in

Agent-Based Al in

Feature SOA SOA Al Agents as a Service
Archi Decentralized, Centralized, Typically centralized,
rchitecture . . S . .
service-oriented application-specific API-driven
AL agents are integrated| Al agents are inte- |Al capabilities are offered as
Integration | as services within an grated into or along- |standalone services, accessi-
S side SaaS applications,| ble via APIs, which can
Method existing or new SOA often through APIs be integrated into any
framework or as plugins platform or application
Deployment | On-premise or cloud Cloud-based Cloud-based
Focus [gration. entrprise-level| functionaly. wser | SPecialized Al tasks,
fe4 , p vel  functionality, user pre-built agents
solutions experience
Customization High Moderate LIH\;E,?S ’:l;llt é%iirgizmg
Scalability }ﬁfﬁ)lggiciglg_le Agent—]SSased Alin | Highly scalable, managed
. . aaS by the provider
ing/removing agents
Users have control over
Less control over data,| what data they send to the
thle} Fflll Il congol over data what simplifies data | Al service, but the data
Handling oW and processing management processing happens on the
provider’s infrastructure
Can be complex due to| Lower maintenance
the need to maintain | burden on the user [Low for users, as the service
Maintenance | both Al services and |side as SaaS providers| provider manages the Al
the underlying SOA | handle much of the | infrastructure and updates
infrastructure backend maintenance
C Higher upfront Subscription-based, Pay-as-you-go,
ost . . .
investment predictable costs variable costs
Smart grids, supply |Personalized learning . .
Examples chain gptimizaggn}: platforms, CRM sys- Chatbots, virtual assistants,

tems, help desk soft

healthcare systems

automation tools

Choosing the Right Approach:

The best approach depends on your specific needs and goals:

o SOA: Best for large organizations with complex systems and integration
requirements.

e SaaS: Suitable for businesses seeking Al-powered features within spe-
cific applications.

e AlaaS: Ideal for those wanting to quickly integrate Al capabilities into
their existing systems or build custom Al solutions without heavy investment.

Comparison Summary:

o [ntegration Complexity: SOA > SaaS > AlaaS (AlaaS being the simplest
for external integration).
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o Control Over Data and Infrastructure: SOA > SaaS > AlaaS (SOA of-
fers the most control).

o Scalability and Flexibility: AlaaS > SaaS > SOA (AlaaS and SaaS excel
in cloud-native environments).

Ultimately, these approaches are not mutually exclusive. They can be com-
bined and integrated to create comprehensive Al solutions that address a wide
range of business challenges.

CONCLUSIONS

Businesses are increasingly leveraging Al to enhance their operations and cus-
tomer experiences. There are three primary ways to integrate Al:

Al with SOA: This involves incorporating Al agents into existing Service-
Oriented Architectures (SOA). SOAs are built on interconnected services, and
adding Al can automate tasks, analyze data within these services, and improve
overall system efficiency. This approach is useful for businesses with established
SOAs looking to enhance functionality.

Al with SaaS: This integrates Al agents into Software as a Service applica-
tion. This can personalize user experiences, automate tasks within the application,
and provide valuable insights from user data. This approach is beneficial for
businesses utilizing SaaS solutions and wanting to improve their capabilities.

Al as a Service: This is a business model where Al capabilities are offered as
a standalone service. Companies can access sophisticated Al tools without
investing heavily in infrastructure or expertise. This is ideal for businesses want-
ing to experiment with Al or needing specific Al functions without building them
from scratch.

Each approach has its own merits and the best choice depends on a busi-
ness’s specific needs, existing infrastructure, and Al goals. However, all three
approaches have the potential to help businesses improve their operations and
gain a competitive advantage. Careful attention to design, communication, secu-
rity, and scalability is required to fully realize the benefits of these approaches.

Al agents powered by advanced generative Al (GenAl) technologies will be
the most disruptive force in technology in 2025 [29]. These autonomous systems,
capable of performing complex tasks with minimal human intervention, are
poised to revolutionize industries, rethink workflows, and increase productivity.
Using the results of recent research, including Deloitte’s 2025 Forecast Report
[30], we can predict the emergence, application, and future of Al agents in most
industries. Retrieval-augmented generation (RAG) extends the ability of Al
agents to work with unstructured data. Such agents can quickly find the informa-
tion they need and generate accurate answers, making them invaluable for knowl-
edge management and improving the efficiency of managing interdependent
workflows. Al agent architectures are becoming more modular, allowing for greater
customization and scalability. This evolution ensures that organizations can deploy
solutions tailored to their specific needs without significant Al agent overhauls.

The surge in popularity of Al agents in late 2024 mirrors how ChatGPT and
other LLMs transformed the Al market in 2022. Now, vendors and developers are
massively shifting from creating cutting-edge LLMs and Al chatbots to develop-
ing Al agents and exploring ways to implement them. Recently, a new approach
to language modelling (called Large Concept Models or LCMs) has been an-
nounced that operates at a higher semantic level, dealing with concepts that often
correspond to a sentence in text or an equivalent speech utterance [31].
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It is predicted that starting in 2025, organizations that embrace this transfor-

mation will thrive, while those that cling to traditional SOA and SaaS paradigms
will struggle to remain relevant. Ethical considerations are at the forefront of Al
agent development. In 2025, the focus will be on explainability so that users can
understand and trust the decisions made by Al agents.
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ATEHTHUA NIAXII 10 BIPOBA/IKEHHSA HITYYHOI'O IHTEJIEKTY (AI)
B MEKAX CEPBIC-OPIEHTOBAHOI APXITEKTYPH (SOA) / A L Ilerpenko

Anotanis. [ltyynnii inTenext (1) cTae TeXHONOTi€0 3arabHOTO MPU3HAYEHHS 1
HaOyBae yHIBEpCAJBHOTO XapakKTepy AJs TEXHIKH, HAYKH 1 CYCHUIbCTBA, SIKHH ChO-
TO/IHI MPUTAMAHHHMIT JIMIIEC MaTEMATHI[i Ta KOMIT FOTEPHUM TEXHOJOTisIM. ATCHTHUH
migxin po peamizamii 1111 B Mexkax cepBic-opi€HTOBaHOI apXiTEeKTypH IOAATKIB € 3a-
XOIUTHBOIO 1 Jly’Ke CHHEPreTHYHO KOHIEMier0. [ToeHaHHA [MX MapajurM MpH-
3BOJMTH J0 CTBOPCHHS HAIiHHNX, MAacIITAOOBAHUX Ta IHTEIEKTYaIbHUX CHCTEM, SIKi
n100pe miaXoasITh Ui AMHAMIYHKX 1 po3noiieHux cepenosuil. [TogaHo pe3ynbrati
MOPIBHSUIBHOTO aHaNi3y TPhOX MOXIMBHX MigxoxiB no interpauii IIII B 6i3nec-
npotecy, a came: miakiarodenus areHtiB I mo cepsic-opieHTOBaHOI apXiTeKTypu
(SOA), migxmouenns arentis LI mo mporpamuoro 3a6e3neyeHHs (SaaS) Ta moOy-
nmosa I sax mocnyru (AlaaS). Po3rnsHyTO MOTEHIIiHHI mepeBaru, BUKIMKH, MPH-
KJIaJ¥ Ta MipKyBaHHS i3 3aCTOCYBaHHSIM KOJKHOTO 3 IUX ITiTXO/IB.

Kurouosi ciioBa: Al (Artificial Intelligence), arentuuii Al, Al-agent, SOA (Service
oriented architecture), SaaS (Software-as-a-Service), RAG (Retrieval-Augmented
Generation), Benuki MoBHI Mozeni (LLM), onHoareHTHi i OaraTroareHTHI CHCTEMH,
matdopmu po3pobnennst Al arenris, inTerparis arentiB Al 3 SaaS, arentu Al i SOA.
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NEURAL NETWORKS OF DIFFERENT GENERATIONS IN THE
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Abstract. This paper discusses ANNSs of different generations. The efficiency of us-
ing computational intelligence in the task of short- and medium-term forecasting in
the financial sphere is investigated. For the investigation, a fully connected feed-
forward network (Back Propagation), a recurrent network (LSTM), a hybrid deep
learning network based on self-organization (GMDH neo fuzzy), and a hybrid sys-
tem of computational intelligence based on bagging and group method of data handling
(HSCI bagging) were chosen. The experimental parameters chosen are the predic-
tion interval, the number of inputs, the percentage of validation data in the training
set, and the number of fuzzifiers (for GMDH neo-fuzzy). Experiments were con-
ducted, and the best results for different prediction intervals were compared. The op-
timal parameters of the networks and the feasibility of their use in the task of fore-
casting at different intervals are determined.

Keywords: generations of ANNs, Back Propagation, LSTM, GMDH neo fuzzy,
HSCI bagging.

INTRODUCTION

Generations of artificial neural networks represent different stages in the evolu-
tion of artificial intelligence (Al) and machine learning technologies. Each gen-
eration introduces new approaches, architectures, and improvements that make
neural networks more powerful and efficient.

The first generation of artificial neural networks encompasses early
developments in artificial intelligence and machine learning. The basic model of
this generation is the perceptron, developed in 1957 by Frank Rosenblatt [1]. It
was the simplest type of artificial neural network and consisted of three main
components. The S-System (Sensory System) was represented by a set of points
in a TV raster, or a set of photocells. The A-System (Association System) per-
formed the switching functions between input and output. The R-System (Re-
sponse System) consisted of a typically of a relatively small number of units.
Such a model allowed solving only linearly separable problems, i.e. problems
where a straight line can be drawn to separate data classes. However, it was not
possible to solve more complex problems, such as the XOR-problem, where
classes cannot be separated by a straight line. Although the perceptron was an
important step forward, its capabilities were limited. After researchers realized
that it could not solve nonlinear problems, the development of neural networks
slowed down for a while, but the first generation of neural networks laid the
foundation for future research. It demonstrated the ability of machines to learn
from experience, albeit with limited capabilities. This led to the further
development of more complex models in the following generations.
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The second generation of artificial neural networks has advanced signifi-
cantly compared to the first, introducing multi-layer architectures and advanced
learning methods such as the back-propagation algorithm. This generation opened
up new possibilities for solving more complex problems that could not be solved
by simple first-generation models. The main feature of this generation was the
introduction of Multilayer Perceptrons (MLPs). Such networks consisted of sev-
eral layers of neurons: an input layer, one or more hidden layers, and an output
layer. The second generation will include the Back Propagation neural network,
which was proposed by Rumelhart, Hinton, and Williams in 1986 [2]. The authors
of this paper first showed how to train such a network with an arbitrary number of
layers and proposed a recurrent gradient-type algorithm for training it for a net-
work with an arbitrary structure. This network belongs to the class of feed-
forward neural networks. The Back Propagation Network has been widely used in
numerous tasks of function approximation, forecasting, and pattern recognition.
Its versatility is defined by the Universal Approximation Theorem [3]. With its
multilayer architecture and backpropagation algorithm, the second generation of
neural networks was able to solve problems that cannot be separated linearly, such
as the XOR-problem. This significantly expanded the scope of neural networks.

The third generation of artificial neural networks was marked by the
emergence of Deep Learning [4], an approach that has led to significant
breakthroughs in many areas of artificial intelligence. Deep neural networks
consist of a large number of layers (deep architecture), which allows modeling
more complex and abstract data representations. Deep Learning requires large
amounts of data for training and powerful computing resources, in particular
graphics processing units (GPUs). This has become possible due to the
development of data storage and processing technologies, as well as
improvements in hardware. It is worth noting that Jurgen Schmidhuber refers to
the Group Method of Data Handling (GMDH) [5; 6] as the earliest deep learning
method, noting that it was used to train a neural network consisting of eight layers
back in 1971 [7]. This method was proposed in the late 60s and early 70s by acad.
A.G. Ivakhnenko and his colleagues. This method is based on the selective
selection of models on the basis of which more complex models are built. The
modeling accuracy at each subsequent step increases due to the model's
complexity. Solving complex problems has led to the emergence of new types of
neural networks. A special type of deep neural network, convolutional neural
networks (CNNs) [8], has been developed for working with images. They use
special layers (convolutional layers) that can detect various image features, such
as contours, textures, and objects, at different levels of abstraction. Recurrent
neural networks (RNNs) [9—-11] are designed to work with sequences of data,
such as text or audio. They store information about previous processing steps,
which allows them to consider context in natural language processing and speech
recognition tasks. In addition to error backpropagation, the third generation uses
advanced optimization, regularization, and normalization techniques to train deep
networks more efficiently, reducing the likelihood of overtraining. The third
generation of neural networks has become a real breakthrough in the field of
artificial intelligence. This generation, artificial neural networks have become
a key tool in the development of intelligent systems that are now used in
everyday life.
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The fourth generation of artificial neural networks is characterized by the
emergence of new architectures and methods that have further expanded the
capabilities of artificial intelligence. The main feature of this generation is the
ability to perform several different tasks using a single architecture. Quite often,
new approaches to training are used, such as pre-training methods on large data
sets followed by fine-tuning on specific tasks, which allows creating models that
can easily adapt to different contexts and tasks. This hybrid approach to building
neural networks allows them to be used in such industries as medical diagnostics,
virtual assistants, business process automation, autonomous vehicles,
personalized advertising, and much more. Their versatility and adaptability are
also achieved through self-organization. The fourth generation is represented by
self-organizing deep learning networks [12—15]. The key feature of this type of
network is that it builds its structure in the process of learning. Transformers have
become an important innovation of the fourth generation. Transformers use a self-
attention mechanism that allows the model to efficiently process sequential data,
such as text, and consider the dependencies between sequence elements regardless
of their location. Large Language Models (LLMs) are one of the most striking
achievements of the fourth generation, such as GPT (Generative Pre-trained
Transformer), BERT (Bidirectional Encoder Representations from Transformers),
and others. These models are capable of generating, analyzing, and understanding
text at a level that was previously considered unattainable. They can perform
translation, text generation, question answering, and other tasks. In addition to
language models, the fourth generation includes powerful generative models such
as DALL-E, Stable Diffusion, and others. These models can create images based
on textual descriptions, opening up new possibilities in creativity, design, and
many other industries. The fourth generation of artificial neural networks has
significantly expanded the boundaries of what is possible in the field of artificial
intelligence. The use of transformers and large language models has allowed for
new heights in understanding and generating natural language, which has become
the foundation for many innovations in various industries. This generation has
also emphasized the importance of multitasking and versatility, as models have
become capable of performing a variety of tasks using a single architecture. Such
advances continue to change the technological landscape and drive the further
development of artificial intelligence, making it even more powerful and useful in
various aspects of life.

What will the next generation of artificial neural networks look like? What
opportunities will we have? What tasks will we be able to solve? To answer these
questions, it is worth taking a closer look at the evolution of the structure of artificial
neural network training algorithms and practically exploring their capabilities.

EVOLUTION OF ANNS

The perceptron [1] is the basis for more complex neural networks, where hidden
layers are added to solve nonlinear problems and work with more complex data.
The Back Propagation neural network has a multilayer fully connected architec-
ture. During training, neuron weights are adjusted to reduce the error between the
predicted result and the actual value [2]. This process ensures efficient training of
the neural network based on a large amount of data [3].

The third-generation LSTM neural network is more complex (Fig. 1).
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Fig. 1. LSTM recurrent network architecture

A forward pass through a single LSTM block consists of several main steps
that are supposed to interact with the internal network state [4; 10; 11]. The first
step is a forget gate unit that decides which information should be erased in the
internal state. The internal state saves all information from all previous steps. The
process of “forgetting” information from previous steps can be expressed with the
usage of sigmoid function and weights matrices:

£ = o-[bif + ZU{ i mejhj.”)], (1)
J J

where x") is a current input vector at time step ¢; 1" is a hidden unit vector at

the current time step that contains information from LSTM block outputs in the
previous time steps; bi/ is forget gate bias vector; U /" is a matrix of input

weights for forget gate; W/ is a matrix of recurrent weights for forget gate.

The next step for LSTM block consists of several intermediate steps. First,
the input gate decides which information in the internal state should be updated
with new data. Then, the network creates a list of new elements that reflect new
information that should be added to the internal state. Finally, the network
()

i

combines all information from previous steps and updates the internal state s
All these operations are described with the following equation:

s = fO0D 4 g,.(’)c[b,. +3U; x4 + ZWi,jh}."l)J : )
j j
g = G[bl.g +YUEA+ Y Wigh_gfbj : 3)
J J

where b is a bias vector into LSTM block; U — input weights in the LSTM

block; W is recurrent weights into LSTM block; g,-(t) is an external input gate
function.

The last step of LSTM block decides which information should be returned
as output. Output value calculated using output gate mechanism:

" = tanh (s{"g{")), (4)

q" =a| b7 + zu;jjxy) n ZWifjhy—” , (5)
i J
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where b?, U?, W is respectively bias vector, input, and recurrent weights ma-
trices of output gate.

For training LSTM stochastic gradient method and its modern modifications
are used. LSTM architecture has been successful on real-world tasks in different
domains and shows that it works much better with long-term dependencies than
poor RNNSs.

A hybrid deep learning network based on self-organization — GMDH-neo-
fuzzy — is a fourth-generation network (Fig. 2) [12; 13].

al1] ~[1]e al2] ~l2]=
b »i N1 )’1' :
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~[2]
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i
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Fig. 2. The process of synthesis of the GMDH-neo-fuzzy network structure

To the system’s input layer a (nx1) -dimensional vector of input signals is
fed. After that this signal is transferred to the first hidden layer. This layer
contains 1, = ¢ nodes, and each of these neurons has only two inputs.

At the outputs N 1 of the first hidden layer the output signals are formed.
Then these signals are fed to the selection block of the first hidden layer.

It selects among the output signals )3,[1] m* (n*=F 1is so called freedom of
choice) most precise signals by some chosen criterion (mostly by the mean
squared error Gil[l] ). Among these n best outputs of the first hidden layer

j/,[l] *n, pairwise combinations j/P] *, )3571] * are formed. These signals are fed to

the second hidden layer, that is formed by neurons N2, After training these

neurons output signals of this layer )?}2] are transferred to the selection block

SB! which choses F best neurons by accuracy (e.g. by the value of ci[z] ) if
]

the best signal of the second layer is better than the best signal of the first hidden
layer )31[1][ ]*. Other hidden layers forms signals similarly. The system evolution
process continues until the best signal of the selection block Sl appears to be
worse than the best signal of the previous sth layer. Then we return to the

previous layer and choose its best node neuron N 51 with output signal f/[‘v]. And

moving from this neuron (node) along its connections backwards and sequentially
passing all previous layers we finally get the structure of the GMDH-neo-fuzzy
network.
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It should be noted that in such a way not only the optimal structure of the
network may be constructed but also well-trained network due to the GMDH al-
gorithm [5; 6]. Besides, since the training is performed sequentially layer by layer
the problems of high dimensionality as well as vanishing or exploding gradient
are avoided.

Let’s introduce into consideration the architecture of the node that is sug-
gested as a neuron of the GMDH-system. As a node of this structure a neo-fuzzy
neuron (NFN) by Takeshi Yamakawa and co-authors in is used [14]. The neo-
fuzzy neuron is a nonlinear multi-input single-output system shown in Fig. 3. The
main difference of this node from the general neo-fuzzy neuron structure is that
each node uses only two inputs.

X, O——e— Mo

S

|
|
I
l > M1z
|
|
|
|
|

X, O——e— U2z Z

Sr(x)

A 4
=
)
g; L

Fig. 3. Neo-fuzzy neuron with two inputs

It realizes the following mapping:
2
y=2fi(x), (6)
i=1

where x; is the input i (i =12,...,n), p is a system output. Structural blocks of
neo-fuzzy neuron are nonlinear synapses NS; which perform transformation of
input signal in the form
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h
Ji(x) = Z Wit i (x;) (7
and realize fuzzy inference: if x; is x ; then the output is w;, where x; is a fuzzy
set which membership function is p;, w; is a synaptic weight in consequent.
The learning criterion (goal function) is the standard local quadratic error
function:

2
E(k)=%(y(k)—ﬁ(k))2=%e(k)2 {(k) % o (x, (k))} ()

i=1 j=1
It is minimized via the conventional stochastic gradient descent algorithm.

In case we have priori defined data set the training process can be performed
in a batch mode for one epoch using conventional least squares method

w(V) ==[§‘,um(k)uw(k)j ]Zv]u[”(k)y(k)=P[”(N)]Zv]u“](k)y(k), ©9)

k=1 k=1 k=1

where (°)+ means pseudo inverse of Moore—Penrose (here y(k) denotes external
reference signal (real value).

If training observations are fed sequentially in on-line mode, the recurrent
form of the LSM can be used in the form

PY (k= Dy (k) - (v} (k= 1) ¢ (x(k))o” (x(k)
(o7 ) P k=D  (x(k)
P (k) = Pk _1) P k= D0” G (x(k) P! (k=1).
1+ (@7 (k)" P (k = )" (x(k))

Consider the HSCI-bagging network (Fig. 4). It is a hybrid system of com-
putational intelligence (HSCI) built on the basis of the ensemble approach and
batching, which builds its architecture in the process of learning based on the
ideas of GMDH [15].

wi (k) =w/ (k—1)+

(10)

k) [ = 50w 2 |y W) | [P0k | S [k z i) @
= = 2 e 2 3
: | |5 AF g o E [
xz(:k) 2 ygl]:(k) g yl[L](k) § ygz]:(k) § ylp](k) § yg ].(k) g y+[ ](k)
k = g 1 K g > é ' g
x,(k) )?E;](k );/[H.l p(k\ "[2](]() j>k+l,p(k) y‘[/s](k

Fig. 4. Hybrid system of computational intelligence based on bagging and GMDH

The architecture of the system contains 2S sequentially connected stacks,
while odd stacks are formed by ensembles of parallel-connected subsystems that
solve the same problem (recognition, prediction, etc.) and even ones are
essentially learning metamodels that generalize the output signals of ensembles
and form optimal results in the sense of the accepted criterion. The output signal

of the first metamodel is the generalized optimal signal y*l(k) and (n—1) output
signals j},[H (k), i=12...,n—1(k) “best members of the ensemble”. At their core,
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metamodels function as selection units in traditional GMDH systems, but not only
select the best results from the previous stack, but also form the optimal solution
based on these results.

Further, the output signals of the first metamodel are fed to the inputs of the
second ensemble, Which is completely similar to the first. The outputs of the sec-

ond ensemble y1 (k) ygz](k) " yq (k) come to the second metamodel, which

calculates the optimal signal y 12 ](k) and (n—1)p yiu (k) “closest” to it. The last
S-th ensemble is similar to the first two, and the output of the last S-th metamodel
is y*[s] (k) , which exactly corresponds to a priori established requirements for the
quality of solving the problem under consideration.

Each of the ensembles contains q different computational intelligence sys-
tems that solve the same problem. There may still be simple neural networks such
as a single-layer perceptron, radial- basis neural network (RBFN), counterpropa-
gating neural network, etc., which do not use error backpropagation procedure for
training, neuro-fuzzy systems such as ANFIS, Wang—Mendel or Takagi—Sugeno—
Kang type, wavelet-neuro systems, neo-fuzzy neurons and others, the output sig-
nal of which linearly depends on the adapted parameters, which allows to use op-
timal speed learning algorithms.

The input information, on the basis of which the system is configured, is a
training selection of input signals:

x(1), x(2),...,x(k),...,x(N),

x(k) = (x,(k),...,x;(k),...,x, (k))T € R", (11)
and its corresponding scalar refence signals y(1),...,y(k),..., y(N). On the basis of
these observations, the elements of the first ensemble are tuned independently of
each other, at the outputs of which ¢ scalar signals j}E,z](k), p=L2,.,q, are
formed, which are conveniently represented in the form of a vector
(k) = (j}{l] (k),.. ,yp](k) ,f/g (k))" . These signals are sent to the inputs of

the first metamodel, at the outputs of which #n sequences j/*[l](k),
j/ﬂl] (k),..., ﬁl[i] (k),..., )3&1]1 (k) the main of which is yM(k) while others are

auxiliary. The main signal of the metamodel y*[l](k) is the union of the outputs
of all members of the ensemble in the form of:

y*[”(k)=fw*[” k) =3 (ywT! (12)
=1

M1 —

where w is a vector of adapted parameters-synaptic

*[1 *1 *[1]\T
=o' w )

weights on which additionally restrictions are set on unbiasedness:

q * *
Y will=1lwtl=1, (13)
p=1
where I, — (g x1) is the vector of unities.
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The problem of teaching the first metamodel is reduced to minimizing the
standard quadratic criterion in the presence of additional constraints.

Thus, the problem of training the first metamodel can be solved using the
standard method of penalty functions, which in this case reduces to minimizing
the expression:

J (W*[l],S) =(Y(N)- Y[l](N)W*[l])T(Y(N) _
B 7[1](N)W*[1]) " 8_2 (IqT W*[l] _ 1) , (14)

where  Y(N) = (y(1),...,y(k),...,y(N))T — is a vector, Y'(N)=(M(1),...
...,ﬁ[l](k),...,)?[l] (N)T — (N'xq) is a matrix, & is the penalty coefficient.
As a result of learning the first metamodel, the optimal signal y*[l](k) is

formed at its output, as well as ¢ signals j}l[nl,]“(k) from which we choose

n—1(if g>n) with the highest levels of fuzzy membership pl!, which

subsequently in the form of (nx1) — vector are fed to the input of the second

ensemble, the outputs of which go to the inputs of the second metamodel, and so
on. The process of increasing the number of ensembles and metamodels continues

until the required accuracy of the last metamodel with the output y*[s](k) is
achieved, or the value of the criterion minimized for the bagging model begins to

increase, i.e. €2 (v (k) = €2 (0 (k).

DATA SET

Data on the dynamics of changes in the Dow Jones Industrial Average (DJIA)
index from August 2, 2022 to July 31, 2024 were used for forecasting [16]. The
dynamics of DJIA Close values is shown in the Fig. 5.
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Fig. 5. Dynamics of the index Close DJIA
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The correlogram of DJIA Close vales is presented in the Fig. 6.
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Fig. 6. Correlogram of the index Close DJTA

Analyzing the presented curve, one may conclude that there is strong corre-
lation between preceding and conceding values and even for lag 50 days the cor-
relation is more than 0.7.

EXPERIMENTAL INVESTIGATION AND DISCUSSION

Experimental studies of the accuracy of index forecasting using networks were
conducted: Back Propagation, LSTM, HMDH-neo-fuzzy, and HSCI-bagging.
During the experiments, the values of the parameters presented in Table 1 were
changed. The data set was split into three subsets: training, validation, and test.
The test subset of data for all experiments had a fixed size (30 last points from the
dataset) and was not used for training and validation.

Table 1.Experimental Parameters

Parameter Values
Interval 1;3;5;7;15;20; 30
Number of inputs 3;4;5
Number of fuzzifiers 2;3;4
Validation split 04;03;0.2

After training, the accuracy of the models was checked on a test sample. For
each network, the best results of the forecast accuracy according to the MAPE
criterion were determined.

The first set of experiments was conducted with a back propagation network
(2nd generation). It had three hidden layers: the first layer of 7 neurons, the sec-
ond layer of 5 neurons, and the third layer of 3 neurons. The output was a single
signal. The best prediction results of this network for all intervals are shown in
Table 2.
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Table 2. The best results of the Back Propagation network

Interval | Number of inputs | Validation split MSE MAPE
1 3 0.2 1644597.0402 2.9792
3 3 0.2 1824141.7299 3.0973
5 3 0.2 1820227.1563 3.1028
7 3 0.2 1847014.9194 3.1448
15 4 0.2 1926517.248 3.175
20 4 0.2 4176396.3173 4.8037
30 3 0.2 24150324.9138 12.1998

The second set of experiments investigated the prediction accuracy of the
3rd generation network — LSTM. It had the following structure: input signals
determined by an experimental parameter, three hidden layers (32 neurons, 16
neurons, and 8 neurons), and one neuron with an output signal. For all forecasting
intervals, the best results were determined and are shown in Table 3.

For the Back Propagation and LSTM networks, the structure was selected
using Cross-Validation and Grid Search methods. As a result, optimal structures
were obtained and used that do not have too many hidden layers. This approach
made it possible to use minimal computational costs to obtain sufficiently high
accuracy of the results.

Table 3. The best results of the LSTM network

Interval | Number of inputs | Validation split MSE MAPE
1 5 0.2 96500.7026 0.582

3 4 0.2 258966.107 0.979

5 5 0.2 474929.5015 1.3487

7 5 0.2 537666.5732 1.4243

15 3 0.2 1159702.2855 2.0442

20 4 0.2 2847643.2154 3.7911
30 4 0.3 4233239.0843 4.6857

The third set of experiments was conducted to determine the forecasting
accuracy of the 4th generation network — GMDH-neo-fuzzy. The structure of the
network was synthesized during training and in most cases had two hidden layers
and one layer with the output signal. After comparing the obtained forecasting
results on the test subsample, Table 4 was created with the best results and
optimal network parameters for all intervals.

Table 4. The best results of the GMDH-neo-fuzzy

Int. |Number of inputs l\i‘::zlg?gzrzf Validation split MSE MAPE
1 3 2 0.3 155027.4886 0.7004
3 3 3 0.2 332615.1181 1.1576
5 5 3 0.3 417632.8307 1.198
7 5 4 0.3 394795.8022 1.2579
15 5 3 0.4 622501.8958 1.6785
20 4 3 0.3 1086960.4794 2.204
30 4 3 0.3 1138011.8375 2.353
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The last series of experiments was conducted to evaluate the prediction accu-
racy of the HSCI-bagging network, which also belongs to the 4th generation. The
previous networks were used for its implementation. The best forecasting results
are presented in Table 5.

Table 5. The best results of the HSCI-bagging

Interval | Number of inputs | Validation split MSE MAPE
1 5 0.2 80602.0465 0.5054
3 4 0.2 248445.23 0.9685
5 4 0.2 384022.2476 1.1568
7 4 0.2 409905.6681 1.2263
15 5 0.2 595730.7206 1.6062
20 5 0.2 827577.2912 2.011
30 4 0.2 978388.1249 2.1217

Based on the data from Tables 2-5, Table 6 was created to compare
forecasting results according to the MAPE criterion.

Table 6. Comparative table of the best forecasting results

the

Interval |Back Propagation | LSTM | GMDH-neo-fuzzy HSCI-bagging
1 2.9792 0.582 0.7004 0.5054
3 3.0973 0.979 1.1576 0.9685
5 3.1028 1.3487 1.198 1.1568
7 3.1448 1.4243 1.2579 1.2263
15 3.175 2.0442 1.6785 1.6062
20 4.8037 3.7911 2.204 2.011
30 12.1998 4.6857 2.353 2.1217

For the convenience of analyzing the results, a comparative graph of the average
forecast accuracy according to the MAPE criterion for all the investigated networks
at each of the intervals was also constructed. This graph is shown in Fig. 7.

1 — Back Propagation

12 2 15TM

3 — GMDOH-neo-fuzzy
4 — H5Ci-bagging

MAPE

~

0

Interval
Fig. 7. Comparative diagram of forecast accuracy according to the MAPE criterion
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Thus, the results of the conducted studies show that the Back Propagation
network showed the worst results at all intervals. The best forecasting accuracy
according to the MAPE criterion was obtained using the 4th generation
HSCI-bagging network, its slightly better than hybrid GMDH-neo-fuzzy network.
The LSTM recurrent network showed good results on short-term intervals, but
starting from interval 5, it is inferior to the GMDH-neo-fuzzy network.

CONCLUSION

This article considers the problem of short- and middle-term forecasting in the
financial sector using the Dow Jones Industrial Averagse (DJIA) dataset.

Experimental investigations of the forecasting accuracy of neural networks
of different generations were conducted: Back Propagation (2nd generation),
LSTM (3rd generation), GMDH-neo-fuzzy (4th generation) and HSCI-bagging
(4th generation).

During the experiments, at each of the short- and medium-term intervals, the
optimal parameters for each of the networks were determined, at which it
demonstrated the best forecasting results.

The accuracy of forecasts by the MAPE criterion of all networks at short and
medium-term intervals was compared. The best forecasting results were obtained
using HSCI-bagging, and the GMDH-neo-fuzzy hybrid network showed slightly
worse results, but better than other studied networks of previous generations.

The results of the investigation show that, in general, the forecasting
accuracy increases with the generation of neural networks. In addition, the latest
generations of artificial neural networks have shown better results on medium-
term intervals.
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NOCJAIKEHHSI E®EKTUBHOCTI IITYYHHUX HEWPOHHUX MEPEX
(IITHM) PI3HUX ITOKOJIIHB ¥ 3AJAUYI ITIPOTHO3YBAHHS Y ®IHAHCOBIHA
C®EPI / €.B. bonsaacekuit, FO.I1. 3aituenko, O.10. 3aituenko, O.B. Ky3smenko

Amnoranisi. Posristayro IITHM pisHux nokomine. JocmimkeHo eQeKTHBHICTh BUKO-
PHCTaHHS OOYHCIIOBAIBLHOIO IHTEJIEKTY B 3aJa4aX KOPOTKO- Ta CEPeIHbOCTPOKOBO-
ro MPOTHO3YBaHHSA y (iHaHCOBIi chepi. s nOCHiKeHHS 00paHO MOBHO3B’SA3HY
Mepexy mpsimoro mommpenus (Back Propagation), pekypentny mepexy (LSTM),
ribpunHy Mepexy riaumboKoro HaB4aHHs Ha OCHOBI camooprasizanii (GMDH-neo-
fuzzy) Ta TiOpunHy cucTeMy OOYHCIIOBAIFHOTO IHTEJECKTY Ha OCHOBI OCTTiHTY Ta
MeToAay rpymnoBoro ypaxysanus aprymenTis (HSCI-bagging). SIk excriepuMeHTanbHI
napaMeTpu oOpaHO IHTEpBaJI IIPOTHO3YBAaHHS, KUIBKICTh BXOJIB, BIICOTOK Bajila-
LIHUX JaHUX y HaBYaJbHIHM BUOIpLi Ta KUIBKICT (azudikaropis (ust GMDH-neo-
fuzzy). IIpoBeneHO eKcliepMMEHTH Ta MOPIBHSHO HAMKpamlli pe3yibTaTH, OTPHUMaHi
JUISL PI3HUX IHTEPBaiB MPOTHO3YBaHHs. BH3HAUeHO ONTHMAIBHI ITapaMeTpy Mepex
Ta JOLIJIBHICTh X BUKOPUCTAHHS B 33/1a4i IPOTHO3YBaHHs Ha Pi3HUX 1HTEepBaax.

Karwuosi cioBa: mokominas [IIHM, Back Propagation, LSTM, GMDH neo fuzzy,
HSCI bagging.
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ASSESSING THE IMPACT OF AI-GENERATED PRODUCT
NAMES ON E-COMMERCE PERFORMANCE

O. BRATUS

Abstract. This paper studies the impact of Large Language Model (LLM) technol-
ogy on the e-commerce industry. This work conducts a detailed review of the cur-
rent implementation level of LLM technologies in the e-commerce industry. Next, it
analyzes the approaches to detecting Al-generated text and determines the limita-
tions of their application. The proposed methodology defines the impact of LLM
models on the e-commerce industry based on a comparative analysis between indi-
cators of machine-generated texts and e-commerce product metrics. Applying this
methodology to real data, one of the most relevant data collected after the release of
ChatGPT, the results of statistical analyses show a positive correlation between the
studied indicators. It is proved that this dependence is dynamic and changes over
time. The obtained implicit indicators measure the influence of LLM technologies
on the e-commerce domain. This influence is expected to grow, requiring further
research.

Keywords: large language models, Al-detection, e-commerce, product performance.

INTRODUCTION

Since the release of the first version of ChatGPT on November 30, 2022, LLMs
have become integral across numerous aspects of human activity. The capabilities
of these models to search for information, serve as assistants, and analyze data
have made them widely applicable in various sectors, including business and in-
dustry [1]. Particularly in e-commerce — a field where Natural Language Proc-
essing (NLP) techniques were already well-integrated before the advent of LLMs
— these models have found applications at every stage of interaction among cus-
tomers, sellers, and products. The introduction of LLMs has inevitably trans-
formed e-commerce practices, significantly changing the industry. Given that the
presence of LLMs in a business isn’t always immediately apparent, the challenge
of assessing their impact on e-commerce closely ties into the ability to discern
whether textual data was generated by an LLM or not.

Perplexity per token is a key metric for assessing the predictive power of
language models, including prominent transformer models like BERT and GPT-4,
among other LLMs. This metric has been crucial for comparing different lan-
guage models on the same dataset and fine-tuning hyperparameters, though it is
sensitive to linguistic characteristics and sentence length [2]. Despite its central
role in developing language models, perplexity has limitations. Notably, it does
not reliably characterize speech recognition performance and may not effectively
indicate overfitting and generalization capabilities [3; 4]. This has led to question-
ing the merit of solely focusing on perplexity optimization.

Furthermore, while perplexity is a common baseline for differentiating be-
tween machine-generated and human-generated text, it is often inadequate when
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used alone, leading to a shift away from methods solely reliant on statistical sig-
natures. Instead of relying solely on raw perplexity scores, a more nuanced ap-
proach involves comparing the perplexity measurement with cross-perplexity [5].
This method assesses how unexpected one model’s next token predictions are to
another, providing a more distinct separation between machine and human text
than perplexity alone.

Thus, to investigate the impact of LLM technology on e-commerce, the fol-
lowing research questions are formulated:

RQ1: Do text perplexity-based statistical indicators and e-commerce product
metrics correlate?

RQ2: Does the relationship between text perplexity-based statistical indica-
tors and e-commerce product metrics evolves over time?

This research contributes to the understanding of LLMs’ influence on e-
commerce. The key contributions are as follows:

1. To the best of the author’s knowledge, this study is among the first to as-
sess the impact of LLM models on e-commerce, with the introduction of a unique
approach and then using it on real-world data.

2. This paper explored the relationship between text perplexity-based statis-
tical indicators and product metrics and found a positive correlation that, as veri-
fied by statistical techniques, appears to change over time.

The structure of this paper is organized as follows: Section 2 reviews related
work, Section 3 describes the methodology, Section 4 details the experiments
and results, and Section 5 concludes the paper and proposes directions for fu-
ture research.

RELATED WORK

LLM in NLP. Recent advancements in NLP have been significantly shaped by
(LLMs like GPT-2, GPT-3, and BERT, which have established new benchmarks
in various NLP tasks due to their ability to produce coherent and human-like text
[6; 7]. These models have demonstrated their effectiveness beyond benchmarks
and have been successfully utilized in real-world applications such as automated
customer support, conversational systems, and text summarization [8; 9].

More recently, advanced LLMs, including GPT-4 [10], Gemini [11], and
Llama 2 [12], have shown remarkable proficiency in natural language processing
tasks [1], information retrieval [13], and various other domains [14; 15].

NLP in e-commerce. NLP techniques have been extensively utilized in e-
commerce for various tasks, including sentiment analysis, recommendation sys-
tems, and search engine optimization [16; 17]. Previous research has investigated
using NLP to extract product attributes, create stylistic variations of product de-
scriptions, and generate multilingual descriptions [18; 19]. Although these meth-
ods show promise, they have yet to achieve the scalability needed to produce
high-quality, human-like results. While NLP applications in business settings are
not a novel concept, there has been limited exploration into their tangible effects
on revenue and customer engagement.

LLM in e-commerce. The integration of LLM technology into e-commerce
has not only surpassed existing NLP solutions but has also been instrumental in
addressing a broader range of challenges. Key applications of LLMs in this do-
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main (Fig. 1) include advanced customer support, content generation (such as
product descriptions, blog posts, comments, and reviews), content evaluation (in-
cluding ratings and sensitivity analysis of user feedback), recommendation sys-
tems, and search engines [20].

Content Content
generation evaluation
Recmender LLMin Search
system e-commerce engine

Y

Advanced customer
support

Fig. 1. Applications of LLMs in e-commerce

One notable trend is the fine-tuning of state-of-the-art LLMs for specific e-
commerce tasks. For instance, LLMs created for automating product description
generation enhance click-through rates and significantly reduce the manual effort
required in content creation [21]. Similarly, employing LLMs for analyzing prod-
uct reviews offers substantial benefits to e-commerce stakeholders — such as
owners, managers, marketers, and data analysts — by providing quicker re-
sponses to customer feedback, thereby improving the overall effectiveness of e-
commerce strategies [22]. In search engine optimization, LLMs are utilized for
keyword selection and content enhancement [23].

Additionally, there is a growing trend towards developing families of LLM
models tailored specifically for e-commerce applications. These models are not
designed to be generalists across multiple domains but are specialized and opti-
mized for e-commerce tasks, training exclusively on relevant data and targeting e-
commerce metrics [24; 25]. Given the widespread adoption of LLMs in the e-
commerce sector, exploring how this technology impacts the industry is crucial.

Al-generated text detection. Early efforts to detect machine-generated text
have shown potential, particularly with models whose outputs are not convinc-
ingly human-like. However, the advent of transformer models for language
generation [6; 7; 12; 26] has rendered many of these basic detection mechanisms
ineffective. One strategy is to record [27] or watermark all generated text [28], but
such preemptive measures require complete control over the generative models.

In response to the growing prevalence of machine-generated text, primarily
through platforms like ChatGPT, a wave of research has focused on post-hoc de-
tection methods. These approaches do not rely on cooperation from model devel-
opers. Detection methods can be broadly categorized into two types. The first in-
volves training detection models, where a pre-trained language model is fine-
tuned for the binary classification task of detecting machine-generated text [29—
31]. Techniques such as adversarial training [32] and abstention [33] are also em-
ployed. Alternatively, instead of fine-tuning the entire model, a linear classifier
can be applied to fixed learned features, allowing for the integration of commer-
cial API outputs [34].

The second category includes methods based on statistical signatures charac-
teristic of machine-generated text. These approaches typically require little or no
training data and can be easily adapted to new model families [35]. Examples include
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detectors based on perplexity [33; 36; 37], perplexity curvature [38], log-rank [39],
intrinsic dimensionality of generated text [40], and n-gram analysis [41]. While this
overview is not exhaustive, recent surveys can reveal further details [42—45].

From a theoretical standpoint, the main limitation of detection is that fully
general-purpose language models, by definition, would be impossible to detect
[46-48]. However, even models approaching this ideal may still be detectable
with a sufficient number of samples [49]. In practice, the relative success of de-
tection methods, including those proposed and analyzed in this work, provides
evidence that current language models are still imperfect representations of hu-
man writing and, thus, detectable.

RESEARCH METHODOLOGY

The proposed methodology employs a specialized approach that examines the
statistical properties of texts, particularly those that indicate the extent to which a
text is machine-generated, and compares these with product metrics. The goal is
to identify potential relationships between the two characteristics. This methodol-
ogy is structured into three distinct stages (Fig. 2): 1) calculating the machine-
generated characteristics of text features; 2) assessing the e-commerce product
metrics; 3) conducting a statistical analysis to determine any significant correlations.

Al-generated text
detection

E-commerce data Statistical analysis

E-commerce
product metrics

Fig. 2. Proposed methodology

Al-generated text detection. As described in related works, one of the ap-
proaches to detecting machine-generated text involves calculating specific statis-
tical indicators of the texts and comparing them to predefined threshold values.
This paper follows two critical conditions to choose a model for detecting ma-
chine-generated text. First, there is the absence of a training dataset to fine-tune
classifiers for machine-generated text recognition. Second, there is no information
on whether LLM models were used in generating the texts and, if so, which spe-
cific models. Therefore, a detection model that does not rely on training (zero-
shot model) and is agnostic to any LLM model is required. The method, called
Binoculars, meets these criteria and utilizes the binoculars score, which calculates
the ratio of perplexity to cross-perplexity [5]:

log PPLy;, (s)
logX = PPLy, y, (5)

BM1 My (s)

where perplexity, log PPLy, (s) is defined as the average negative log-likelihood
of all tokens in the given sequence s cross-perplexity, log X —PPLy;, a1, (5), is

defined as the average per-token cross-entropy between the outputs of two mod-
els, M, and M, when operating on the tokenization of the sequence s .
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In other words, the numerator in this method is the perplexity, which quanti-
fies how unexpected a string is to model A/,. Conversely, the denominator as-

sesses how unexpected the token predictions of model M, are when evaluated by
M, . Intuitively, this means that a human is expected to diverge from M, more
than M, could, assuming that the LLMs M, and M, re more similar to each

other than they are to a human. This approach achieves state-of-the-art accuracy
without requiring any training data. It can detect machine-generated text from
various modern LLMs without needing model-specific adjustments. Therefore,
this work utilizes the Binoculars score as a statistical signature for identifying
machine-generated text.

E-commerce product metrics. Using an e-commerce dataset that captures
interactions between customers and products, various metrics can be calculated to
provide valuable insights into product performance and customer behaviour. Met-
rics related to sales and revenue include sales volume, revenue, conversion rate,
and profit margin. Another category of metrics focuses on user experience, en-
compassing indicators such as product return rate, customer reviews, and ratings.
The scope of product metrics is not confined to these examples; it is instead de-
termined by the availability of specific features in the dataset that enable the cal-
culation of particular metrics.

Statistical analysis. The third and final stage of the proposed methodology
is a statistical comparison of machine-generated text characteristics and product
metrics. Spearman’s rank correlation coefficient is used to determine any relation-
ship. It is a nonparametric measure of rank correlation that assesses how well the
relationship between two features can be described using a monotonic function.

A bootstrap method is used to answer this research’s second question and
determine whether the relationship between the studied metrics has changed. It
estimates the confidence intervals and significance of the difference between two
Spearman coefficients. Bootstrapping can provide a flexible and robust way to
handle non-parametric statistics without relying on normality assumptions. Boot-
strap involves repeatedly resampling the data with replacement. For each boot-
strap sample, the Spearman correlations for each of the two datasets are calcu-
lated, and the difference between them is computed. Then, the differences from
all bootstrap samples (1000 samples in this work) are collected to form a distribu-
tion of differences and determine the confidence interval. A 95% confidence in-
terval is used, which means the 2.5th percentile and the 97.5th percentile of the
bootstrap differences are found. Suppose the 95% confidence interval does not
include zero. In that case, it indicates a statistically significant difference between
the two correlation coefficients and, therefore, a statistically significant change in
the relationship between machine-generated text characteristics and product met-
rics. Otherwise, if the interval includes zero, no significant difference exists be-
tween the correlations at the chosen confidence level.

EXPERIMENTS

Dataset and Preprocessing. One of the challenges in researching the effects of
LLM technology on e-commerce is the scarcity of accessible, complete, and up-
to-date datasets. Given that ChatGPT was only released in November 2022, and
considering the gradual integration of LLMs within the e-commerce sector, it will
take some time to accumulate and publish comprehensive datasets.
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The MerRec [50], introduced in March 2024, is one of the first datasets that
meets these requirements. It encapsulates detailed records of user interactions on
the Mercari e-commerce platform, tracking millions of users and products over
six months, from May to October 2023. MerRec not only captures basic features
such as user attributes (user_id, sequence id, session id) and product attributes
(item_id, product id) but also includes specialized data like timestamped action
types, product taxonomy, and textual product descriptions, making it a rich re-
source for analysis.

This analysis focused on products listed during the dataset’s initial (May)
and final (October) months. Given limited computing resources and to minimize
data skew from outliers or abnormal product behaviour, the data is preprocessed
with specific criteria: only those products are selected whose names contain at
least five words and are purchased at least once.

Generalized word shift graphs were utilized to enhance the clarity of product
names analyzed in this research. Such visualizations provide a meaningful and
interpretable summary of how individual words contribute to variations observed
between two distinct text corpora [51].

For instance, the product names in the Women category for October 2023
were analyzed, featuring low (“Al-generated”) and high (“human-generated”)
binoculars scores. Examples of top 20 product names with the lowest and the
highest binoculars scores are presented in Table. Names scoring low on the bin-
oculars scale exhibited higher standardization, including consistent word order,
capitalization of each word, and numerical size descriptors. In contrast, names
with high binoculars scores (likely human-generated) displayed a less structured
word order, lacked punctuation and used words to describe sizes (e.g., small).

Top 20 product names in the Women category for October 2023 with the lowest
and the highest binoculars scores

Top 20 product names Top 20 product names
with the lowest binoculars score with the highest binoculars score

Sebek Zigvolt Acrylic Stud Earrings

Converse size 7.5 women’s shoes womens ugg boots size 9 FIGS rose joggers size Small Petite

Keychain Wallet, Wristlet, Bangle, Bracelet, ID Card J di floral D
Holder, Purse, Key Chain, G crew midi tlora’ sun Lress .
Christian Louboutin Women Black Heels Shoes Size 8.5 (38.5) Motel Olivia faux l.eather. biker jacket white
Vtg Sterling Silver 925 Hinged Bangle Bracelet She Darc sweatshlrt! Size small o
Polo Ralph Lauren Women’s V-Neck T-Shirt - Size Me- Grae Cove linen short slecve waist ,tle
dium - Navy Blue poclfets mini drqss blush women’s XL
UGG Brookfield Brown Sheepskin Leather Boots Size 8.5 Hot topic rob zombie hoodic XS .
Avatar: The Last Airbender Aang & Katara Mini Backpack Famous magic land couples OS leggings
Womens Old Navy Fleece Jacket Size Small August Silk womens colorful funky
Nike air max 270 women size 7 patterned.Shorts .
Old Navy Active Fleece Jacket Kate spade Pitch Purrfect Piano Cross-

. body KC729 NWT
%ulu}ergon (I{O(?% Sleeé/le - Slzse 10 Beautiful Disaster Tribe Jacket Size L
Turp % 0}01 ;1 l(<) Iig }f GVE Weast.e r 105 Express Low rise columnist pants
ory Burch Black Leather Soots Size 10. New sweatshirt hoodie Jeffrey Star
Victoria’s Secret PINK Bling Leggings

. . . Hades Disneyland Spirit Jersey Small
The Nightmare Before Christmas Jack Skellington Save for R. Special love lot
Nike Air Max 2X (Women) ave for Roseimary Specia 'ove 1o

- Hot Topic Mushroom Collar dress
Super cute and comfy pajamas

Coach Wyn Logo Pl Small Wallet
Tommy Hilfiger Women’s Medium Red and White Striped N(I)Eiil buri, (;11 e {),%; ori?iqg:c r;l?m d erawgar
Dress

. . Cat In a pumpkin earrings
Costume Jewelry Lot - 25 pieces - Necklaces, Bracelets, Earrings Waffle Debut Retro Sneaker leopard
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The examination using
word shift graph (Fig. 3)
revealed minimal signifi-
cant differences in word
usage between the two
groups (the first group con-
tains product names with
the binoculars scores from
first quartile (Q1) and the
second group contains
product names with the
binoculars scores from
fourth quartile (Q4). How-
ever, several subtle distinc-
tions were noted. Primarily,
descriptive words for sizes
(e.g., small, medium, xs, xI)
were used in ‘“human-
generated” names. In con-
trast, numerical representa-
tions (e.g., 7.5, 8, 8.5) were
employed in “Al-
generated” names, enhanc-
ing the accuracy and stan-
dardization of size descrip-
tions. Additionally,
abbreviations (e.g., sz, nwt)
were often included in “hu-
man-generated” names.
Thus, the example of the
Women’s product category
demonstrates how product
names with different bin-
ocular scores differ from
each other.

LLM models. As de-
scribed in section 3, the
binoculars method is used
as an Al-generated text de-
tector, which requires 2
LLM models. Moreover,
these models should pro-
vide access to the raw logits

of all tokens in the given sequence to calculate the binoculars score. Unfortu-
nately, most state-of-the-art LLM models (GPT-4, Claude-3, etc.) do not provide
access to such logits. Therefore, the open-source LLM models are considered, and
the Falcon-7b model and the Falcon-7b-instruct model are chosen, which are pre-
trained generative text models with 7 billion parameters and demonstrate high
performance.

144

ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 1



Assessing the impact of Al-generated product names on e-commerce performance

It was carried out on the remote resources of Google Colab and consumed
approximately 10 hours of A100 GPU to generate the scores for nearly 300000
unique product names.

Evaluation metric. To investigate the impact of LLM on e-commerce
(namely, on product names), and based on the features of the selected MerRec
dataset (unique user actions), the conversation rate is used as one of the central
business metrics in e-commerce that indicates product performance. It is defined
as the ratio of the total number of customers who purchased the product compared
to the total number of customers who interacted with it.

Results. The proposed methodology’s performance is evaluated on the real-
data MerRec dataset. Overall, a positive correlation between binoculars score and
conversation rate is found, which differs depending on the product category.
These results are inspected in more detail in the following.

RQ1 Do text perplexity-based statistical indicators and e-commerce
product metrics correlate?

First, the conversation rate scores are calculated for all products sold in May
2023; then, for the same products, the binoculars scores of their names are calcu-
lated. After that, the Spearman correlation coefficient between these indicators is
calculated, and it found that it differs significantly for products of different cate-
gories (Fig. 4). For example, for the Men and Kids categories, the correlation is
the highest at 0.54 and 0.53, respectively, which indicates a moderate correlation
degree. The correlation is somewhat lower, but also significant, for products in
the Women category (0.28). There is a group of categories for which the correla-
tion is positive but very weak (Sports & outdoors, Pet Supplies, Toys & Collecti-
bles, Vintage & collectibles). There are also categories for which the correlation
is practically absent, but what is important to note is that there are no products for
which the Spearman correlation is negative (except Garden & outdoor).
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Fig. 4. Spearman correlation coefficients between binoculars score and conversation rate
of products from the MerRec dataset
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It is to noticed that the correlation is the largest for the most general groups
(Men, Women, Kids, Office, Electronics), which are characterized by a wide
range of products and their diversity, while products that can be attributed to a
specific field of activity (Sports & outdoors, Pet Supplies, Vintage & collectibles,
Handmade, etc.) have very weak or zero correlation. It can be assumed that for
general categories, it is not easy to come up with an original product name that
will distinguish it from others and interest customers; at the same time, for spe-
cific domain categories, the names of products may contain certain specifications,
which will interpret them as original, which, however, is typical for them, and in
no way distinguishes them from other products.

A similar analysis was conducted for products sold in October 2023. Simi-
larly, a positive correlation between binoculars score and conversation rate is ob-
served. However, for most categories, the correlation decreased; for a few, such as
Other and Garden & outdoor, the correlation became negative, albeit very weak.

Thus, a moderate positive correlation between binoculars score (a text per-
plexity-based statistical indicator) and conversation rate (an e-commerce product
metric) is seen. It can be interpreted that a higher probability of the product name
being generated by a human (higher binoculars score) correlates with better prod-
uct performance.

RQ2 Does the relationship between text perplexity-based statistical indi-
cators and e-commerce product metrics evolves over time?

A statistical comparison of the correlation coefficients of the data for May
and October is performed. It is found that for most categories, there is a statisti-
cally significant change in correlation (Fig. 5). Thus, finding a boxplot with
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Fig. 5. Distribution of Spearman correlation coefficients across different product catego-
ries. Boxplots show median (red line) and 25- and 75-percentiles with whiskers ranging
from 2.5- to 97.5-percentile
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whiskers entirely above zero indicates a significant decrease in the correlation
between binoculars score and conversation rate and placing it below zero, on the
contrary, indicates an increase in correlation. It can be concluded that out of all 15
categories, for seven categories (including those with the highest correlation coef-
ficients in May), the correlations decreased statistically; only for three categories
increased, and for the rest of the categories, they remained unchanged (or their
change is statistically insignificant).

So, for six months, from May to October, for most products, there is a trend
to decrease the correlation coefficient between binoculars score (text perplexity-
based statistical indicator) and conversation rate (e-commerce product metric).
This may be due to the increased use of LLM technology to generate product
names, but it is still small.

CONCLUSIONS

In this work, the methodology to determine the impact of Al-generated product
names on e-commerce performance is proposed; namely, the relationship between
the binoculars score of product names and the conversation rate of products is
investigated. It examines in detail the current level of implementation of LLM
technology in the field of e-commerce, considering a wide range of problems
solved by language models. In addition, the existing state-of-the-art detection
methods of machine-generated texts are described, and one of those methods that
performs zero-shot and model-agnostic detection is used. Proposed approach is
applied to real data for 2023 and a positive correlation between binoculars score
(text perplexity-based statistical indicator) and conversation rate (e-commerce
product metric) is found. This positive correlation tends to decrease, which is ver-
ified statistically. Thus, the impact of LLM technology on e-commerce is ob-
served, and only an increase in this impact is expected in the future.

For future work, a semantic analysis of the comparison of product names
over time on changing typical words in the product names triggered by the activ-
ity of LLM models can be conducted, which may be fascinating, but this is a
question for further research.
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OLIHIOBAHHA BIUIMBY HA3B ITPOAYKTIB, CTBOPEHUX IITYYHUM
IHTEJIEKTOM, HA EOEKTUBHICTbB EJIEKTPOHHOI KOMEPIII / O.C. bparycs
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AHoTanis. JlocmimKeHo BIUIMB BelMWKuX MOBHHX mozenedl (LLM) Ha enexTpoHHY
KOMepIIifo. 3iiCHEHO NeTaJbHUH OIS MOTOYHOTO PIBHSA BIpoBamkeHHS LLM y
CJIEKTPOHHIN KoMepii. [IpoaHanizoBaHO iCHYIOYI MIAXOH IO JETEKIT TEKCTIB, 3re-
HepoBaHuX mWTyyHuM iHTenexToM (ILI), Ta BU3HaYeHO 0OMEKEeHHS X 3aCTOCYBaHHSL.
3anponoHOBaHO METOJOJIOTII0 BU3HAaYeHHs BIMBY LLM Ha eJekTpoHHY KOMeplito
Ha OCHOBI NOpiBHsHH iHAKMKaTOpiB IIII-3reHepoBaHnX TEKCTIB Ta MPOAYKTOBUX Me-
TpuK. [IposeMOHCTPOBAHO 3aCTOCYBAHHSA METOJOJIOTII Ha pealbHUX JaHUX, IO 3i-
Opani micns penizy ChatGPT, i oTpuMaHO pe3ynbTaTH CTATUCTUYHOTO aHAMI3Y, SIKi
MOKA3YIOTh JI0JIaTHY KOPEJAII0 MK JOCIHiKYBaHHMH MOKa3HUKamu. [linTBepmke-
HO HasIBHICTh JMHAMIKH Ii€] 3aIeXHOCTI Ta 11 3MiHM 3 yacoM. OTpHuMaHi HesBHI iH-
JMKATOpU BHMIpIOIOTh BIUIMB LLM Texnoorii Ha cepy eneKTpoHHOI KoMmepuii.
OuikyeMo, 110 BIUIUB 3pOCTATHME, TIOTPEOYIOUYH IOJAIBIIHX TOCIIJDKEHb.

Kuiouosi ciioBa: Benmki MoBHI Mozedni, LI-gerexiis, exekTporHa KoMepIis, edek-
THUBHICTbH IIPOIYKTY.
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BIZJOMOCTI ITPO ABTOPIB

Angpocos /Imutpo BacuiboBuu,
acmipanT kadenpu mry4asnoro intenekty HHITICA KITI im. Iropst Cikopepkoro, Ykpaina, Kuis

Boasincskuii €Brewiii Borogumuposuy,
npodecop, JOKTOp TEXHIYHHX HayK, Tpodecop Kadeapu ITyYHOro iHTeJIeKTy XapKiBChKOro
HALlIOHATLHOTO YHIBEPCUTETY PaliOeNIeKTPOHIKY, YKpaiHa, XapKiB

Bpartych Onexcanap CepriiioBuy,
acripaHT Kadeapu MateMatidHuX MerofiB cucremHoro ananizy HHITICA KIII im. Irops Ci-
Kopcbkoro, Ykpaina, Kuis

Buxuiok fApocias Iroposuy,
npodecop, AOKTOP TEXHIYHUX HAYK, nmpodecop kadempu mryyHoro intenaekty HarionansHoro
yHiBepcuTeTy «JIbBiBChKa MOJIITEXHIKAY, YKpaiHa, JIbBiB

T'opopeuskuii Bikrop I'eopriiioBuy,
JIOLCHT, KaHauaaT (Hi3MKO-MaTeMaTHYHUX HAyK, JIOUCHT Kadeapu aBTOMAaTh3allil eeKTPOTeX-
HIYHUX Ta MEXaTPOHHHX KOMIUIEKCiB HaB4aibHO-HayKOBOTO IHCTUTYTY €HEpro30epeyKeHHs Ta
enepromeneLxkMenTy KIII im. Irops Cikopebkoro, Ykpaina, Kuis

3aiiuenxo Ouena FOpiiBua,
npodecop, AOKTOP TEXHIYHMX HAyK, mpodecop Kaeapu MaTeMaTHYHUX METOIB CHCTEMHOTO
ananizy HHITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

3aiiuenko IOpiii [leTpoBuy,
npodecop, JOKTOp TEXHIYHUX Hayk, npodecop kaderpy MaTeMaTHYHUX METOJIB CUCTEMHOIO
ananizy HHITICA KIII im. Irops Cikopcbkoro, Ykpaina, Kuis

Kop06an /imutpo BikToposny,
JIOLIEHT, KaHUAAT TEXHIYHUX HayK, JOLEHT Kadeapu ynpapiiHHs cyaHoM HanionansHoro yHi-
BepcuTetry «OJecbka MOpChKa akaaeMishy, Ykpaina, Oneca

Kortenko Oser BacuiboBu4,
CTapIMii BUKIIaaa4 Kadeapu Oe3MeKH )UTTEISITBHOCTI, eKoJIoTil Ta XiMil O1echbKoro HarioHa-
JIEHOTO MOPCHKOTO YHiBepcuTery, Ykpaina, Oneca

Ky3bmenko Ouekciii BitaaiiioBuy,
acmipanT Kadeapu cucremHoro npoektyBanHst HHITICA KIII im. Irops Cikopcbkoro, Ykpaina,
Kuis

Kypatox Cepriii BikropoBuy,
JoKTop (inocodii, crapmmii HaykoBuil criBpoOiTHUK IHCTHTYTY BilicbkoBo-Mopcebkux Cuit
HarmionaneHoro yHiBepcuteTy «Onecbka MOpChKa akaneMis», Ykpaina, Oneca

Maprssnos [Imutpo Iroposuy,
acucTeHT Kadenpy MTy4YHOro inTenekty HartionansHoro yHiBepeuTeTy «JIbBiBChKa TOJITEXHi-
Kay», Ykpaina, JIbBiB

Measnuk Irop BitaniiioBuy,
npodecop, AOKTOP TEXHIYHHX HayK, rmpodecop kadenpy eIeKTPOHHUX MPUCTPOIB Ta CHCTEM
(axynsrery enektponiku KIII im. Iropst Cikopebkoro, Ykpaina, Kuis

Meabnuk Onekciii MukosaioBuy,
npodecop, JOKTOp TEXHIYHUX Hayk, rpodecop kadeapu CyIHOBOAIHHS i MOPCHKOI Oe3MeKu
OpnecbKoro HallioHATLHOTO MOPCHKOTO YHIBEpcHTeTY, YKpaiHa, Oneca

Hesincbknii lenuc Borogumuposuy,
KaHAUJAT TEXHIYHUX HayK, MJOUEHT Kadelpu eNeKTpOHHUX 3aco0iB  iH(opMaliiiHO-
KOMIT IOTEPHHX TEXHOJIOTIH [HCTHTYTY TelekoMyHiKallid, palioeNIeKTPOHIKMA Ta EIEKTPOHHOI
texHiku HarionansHoro yHiBepcuteTy «JIbBiBCbKa MoniTexHika», Ykpaina, JIbBiB

HepnamkiBcbka Hanis IBaniBHa,

npodecop, TOKTOp TEXHIYHUX HayK, JOLEHT Kadeapu kadeapy MaTeMaTUYHUX METOJIB CUCTeE-
mHuoro aHanizy HHITICA KIII im. Iropst Cikopebkoro, Ykpaina, Kuis
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Onnmenko OJier AHaroJriioBuy,
npodecop, JOKTOp TEXHIYHUX Hayk, npodecop kadenpu ynpasiinHsa cyaHoM HarionanbsHoro
yHiBepcuTeTy «Oecbka MOpChKa akajeMisy, Ykpaina, Oneca

Oueperna BanenTuna BanepiiBua,
JIOLICHT, KaHAWIAT TEXHIYHUX HAYK, JOLEHT Kadeapu CYAHOBOMIHHSA i MOpChKoi Oe3neku Opie-
CBHKOT'0 HalliOHATBHOT'O MOPCHKOTO YHIBepcHTeTY, YKpaina, Oneca

Ilerpenko Anatoiii IBanoBU4Y,
npodecop, JOKTOp TEXHIYHUX Hayk, podecop kadeapu cucremuoro npoekryBanns HHITICA
KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

ITonoB Anpapiii FOpiiioBuy,
acripaHT Kadeapu MateMatidHuX MerofiB cucremHoro ananizy HHITICA KIII im. Irops Ci-
Kopcbkoro, Ykpaina, Kuis

IMounnok Ajsina BosiogumupiBua,
KaHAUJAT TEXHIYHUX HAyK, CTApIIUi HayKOBUH cHiBpOOITHUK HaykoBO-1OCIIJHOTO IHCTUTYTY
enekTpoHiku Ta MikpocucremHoi TexHiku KIII im. Irops Cikopebkoro, Ykpaina, Kuis

Pomaniok Bagum BacuinboBuy,
npodecop, JOKTOp TEXHIYHUX HayK, npodecop kadeapu eKOHOMIYHOI KiOepHETHKH Ta iHPOp-
MaUiiHUX cucTeM BIHHUIIBKOTrO TOProBeIbHO-eKOHOMIYHOIO iHCTUTYTY Jlep:KaBHOIO TOProBe-
JIbHO-€KOHOMIYHOTO YHIBEpCUTETY, YKpaiHa, BinHuis

Cem’sniB Irop OuiexcanapoBuy,
JIOLIEHT, KaHIWAAT MEUYHNX HayK, JOLEHT Kadenpu drusiatpii Ta myiasMoHoorii bykoBuH-
CBKOT'0 JIEP)KaBHOI'O MEIMYHOT0 YHIBepCUTeTy, YKpaina, UepHiBIi

Cxkpunka Muxaiino IOpiiioBuy,
acripaHT KadepH eeKTPOHHUX TIPUCTPOIB Ta cucteM (akybrery enaektpoHiku KIII im. Iropst
Cikopcbkoro, Ykpaina, Kuis

Trkauyk Anapiii BacniboBuy,
crapimuii Bukianau kadenapu Gisuky Ta eIeKTpOoTeXHIKM XMENbHULBKOIO HAlliOHAIBHOTO YHi-
BEPCUTETY, YKpaiHa, XMEeIbHULIBKUI

Txkauyk I'anna CepriiBua,
JIOICHT, KAHIUIAT TEXHIYHUX HAYK, MOIEHT Kadempu XiMii Ta XiMIYHOT iHkeHepil XMeTbHHIb-
KOTO HAIlIOHATLHOTO YHIBEPCUTETY, YKpaiHa, XMenbHUIbKU

lep6una Oabsra BacuiaiBua,

JIOLICHT, KaHIUJIAT TEXHIYHUX HAyK, IOLCHT Kadeapu eKcrutyaraii (JIoTy i TEXHOJIOTIT MOpCh-
KX nepeBe3eHb OJIeChKOro HalliOHATBHOTO MOPCHKOTO YHIBepcHTeTy, YKpaina, Oneca
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