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COGNITIVE AI PLATFORM FOR AUTONOMOUS NAVIGATION
OF DISTRIBUTED MULTI-AGENT SYSTEMS

M.Z. ZGUROVSKY, P.O. KASYANOV, N.D. PANKRATOVA, Yu.P.ZAYCHENKO,
1.0. SAVCHENKO, T.V. SHOVKOPLYAS, L.S. PALIICHUK, A M. TYTARENKO

Abstract. This paper presents a concept for a cognitive Al platform that enables
autonomous navigation of distributed multi-agent systems, exemplified by UAV
swarms. The proposed architecture integrates a ground control center with cognitive
services and a multi-layered onboard subsystem, supporting a continuous loop of
learning, adaptation, execution, and behavioral model updates. Several core mission
scenarios are introduced, such as reconnaissance, search and rescue, target neutrali-
zation, and deception, showcasing the swarm’s ability to operate autonomously and
in a decentralized manner, even under adversarial conditions. An example of a
search and rescue mission implementation plan using a cognitive platform that in-
cludes adaptive planning, SLAM navigation, swarm coordination, and deep object
recognition is presented. The results were partially supported by the National Re-
search Foundation of Ukraine, grant No. 2025.06/0022 “Al platform with cognitive
services for coordinated autonomous navigation of distributed systems consisting of
a large number of objects”.

Keywords: artificial intelligence, UAV swarm, autonomous navigation, cognitive
platform, multi-agent systems, behavior trees, digital twin, SLAM.

INTRODUCTION

In modern conditions of increasingly complex combat environment, active elec-
tronic warfare, and loss of reliable satellite connection network, a critical need
arises for creating autonomous, decentralized control framework for distributed
systems, particularly swarms of unmanned aerial vehicles (UAV). In this context
the development of a cognitive Al platform, capable of guaranteeing the coordi-
nated navigation of a multitude of agents prohibited from interaction with a cen-
tralized control point or external infrastructure, becomes especially important [1-3].
This kind of environment requires not only sufficient autonomy level of individ-
ual agents (drones), but also a wholesome approach to the organization of their
collective behavior implemented through cognitive self-learning, self-organization,
adaptation algorithms, and resilient inter-agent information exchange. The theoretical
and methodological basis for constructing this kind of platform was described in
[4-10], in particular the impossibility of full consistency of agents: swarm agents
cannot have a fully coordinated movement direction on spherical surfaces (as well

© M.Z. Zgurovsky, P.O. Kasyanov, N.D. Pankratova, Yu.P. Zaychenko, 1.O. Savchenko, T.V. Shovkoplyas,
L.S. Paliichuk, A.M. Tytarenko, 2025
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as on large single-connected compact manifold surfaces without edges, including
geoids), which compromises at least ant colony algorithms, requiring the selection
of special points as regrouping zones [5, Theorem 1].

The Al platform for autonomous navigation of distributed multi-agent sys-
tems is viewed as an integral architecture that combines two closely intercon-
nected components: the on-board component functioning directly at each of the
autonomous agents, particularly the UAV, and the ground control center that pro-
vides learning, simulation, validation and strategic system control. Both compo-
nents are functionally and logically interconnected, and together they form a cog-
nitive Al platform in a broad sense — as an intellectual, self-learning architecture,
capable of adaptation to the changes in environment, and self-improvement on the
basis of accumulated experience.

The on-board component of the Al platform provides the completely auton-
omous functioning of its agents. It implements the capability for independent nav-
igation without the GPS (Global Positioning System) satellite signals, making
decisions in real time, decentralized swarm coordination, and adaptation in case
of losing individual agents, or changes in the environment. Its functioning is
based on the on-board Al modules, sensor systems, stygmergy algorithms, decen-
tralized planning, reinforcement learning methods, self-learning and self-
organization, SLAM (Simultaneous Localization and Mapping) methods, and
other modern approaches [11-13]. This component in particular implements the
cognitive behavior during missions: each drone is able to orient itself, perform the
assigned tasks, and interact with other swarm agents without centralized control.

The ground control center performs the role of the strategic brain center of
the system. It provides both primary, and cyclical training of the neural networks,
modeling mission scenarios in the simulation environment using digital twins
[14—17], testing and validation of the models, as well as the generation of the be-
havioral politics for on-board implementation. The ground center aggregates in-
formation from OSINT/ESINT sources, adapts the models to the operational con-
text using analytics, supports visualization, monitoring and strategic correction.
Through secure human-machine interface the operator obtains access to pa-
rametrization of missions, system state management, and updates to the Al mod-
ules software.

The interaction between the on-board and ground systems is organized as a
closed cognitive loop. In the pre-missionary phase, the ground control center im-
plements the training of models, mission modeling; creates the digital twins for
drones, and uploads the updated algorithms to the on-board systems. This process
involves analytical modules that aggregate OSINT (Open-Source Intelligence) for
adaptation to the current context. During missions, the drones operate autono-
mously, performing swarm coordination, and in case the secure connection is
available, transmit telemetry to the center which conducts monitoring and pro-
vides corrections if necessary. After the mission, the collected data is analyzed,
log files are checked for anomalies, the models are tweaked, and the new cycle of
training is started. Thus, the system is capable of continuous cognitive evolution —
it learns on its own experience, gradually increasing the efficiency and resilience
to new challenges of modern combat environment.

The cognitive Al platform is the only intellectual architecture system that in-
cludes ground and on-board components that jointly form the adaptive and viable
complex for coordinated autonomous navigation of a UAV swarm. This complex
functions within a continuous loop of adaptation and improvement, encompassing

8 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 3
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pre-mission preparation, autonomous task completion, post-mission analysis, and
further additional training. This loop implements the concept of a cognitive core
as a system capable of forming, updating and generalizing knowledge based on its
own experience, react to the variable conditions, support collective behavior of
agents, and retain efficiency in a complex, dynamic, and hostile environment.

The purpose of this research is to create architecture and principles of the
system operation where each UAV behaves as an autonomous cognitive agent,
capable of navigating without GPS, make decisions based on the local informa-
tion, exchange signals with its neighbors using stygmergy or a mesh network,
while acting within a single coordinated environment (the swarm). The construc-
tion of a new generation cognitive Al platform that combines adaptivity, resil-
ience and scalability, is envisioned, enabling the UAV swarm to operate inde-
pendently of external control, and efficiently complete the assigned tasks
(missions) even under critical circumstances. This research is aimed at imple-
menting the swarm intelligence in defense and rescue technologies, and forms the
theoretical and engineering base for the next generation of double purpose
autonomous systems.

THE GROUND CONTROL CENTER FOR THE AI PLATFORM WITH
COGNITIVE SERVICES

The ground control center for neural network training is a critical architecture el-
ement of the general Al platform for cognitive control of the autonomous drone
swarm. It performs the functions of development, testing, adaptation, security
check, and preparation of the behavior strategies and cognitive models that will be
uploaded to each of the drones before the actual mission assignment. The struc-
ture of this center is modular, logically decentralized, but centralized by computa-
tional power. It includes the following main functional blocks (Fig. 1):

e

SWARM

GROUND CONTROL CENTER
OF THE Al PLATFORM

SIMULATION
LAB WITH
DIGITAL TWIN

CONTROL AND
MISSION
PREPARATION

MODEL TRAINING
MODULE

MODULE

SECURITY AND
VALIDATION
MODULE

ANALYTICAL
BLOCK
MODULE

Fig. 1. The architecture of the ground center of the Al platform

Model training module. This block is responsible for the primary and recur-
rent training of the neural networks that will be applied in drone systems. The
technologies involved include Reinforcement Learning models, self-learning
models, perception models for detection and tracking of objects, as well as graph
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neural networks (GNN) for optimization of behavior in swarm configurations.
The training is performed both on the historical data, and the data obtained during
previous missions.

Simulation lab with digital twin. The digital twin of the ground center is a
critical element of the general Al platform architecture that allows to test the neu-
ral network behavior in complex and variable scenarios. Here both the standard
situations are simulated, and the stress scenarios, including the loss of the swarm
elements, navigation under interference, electronic warfare conditions. This stage
provides adaptivity and resilience of the trained behavior even before the real op-
eration.

Analytical block. This module conducts the analysis of open-source data
(OSINT). Analytical insight regarding the potential risks, typical tactics of the
enemy, or features of the mission territory can be promptly integrated in the proc-
ess of preparation for the real mission, increasing the relevance of the drone be-
havior. This may include, in particular, the location of the notable objects, rele-
vant mission details, maps etc.

Security and validation module. Following the primary training, all models
are tested to ensure they meet resilience, security, and durability requirements. In
particular, this check includes a model’s capability of detecting anomalies, resto-
ration after errors, resilience to attacks at the data level, connection channels, and
model integrity. Validation is the obligatory stage before the mission implementation.

Swarm control and mission preparation module. This block represents the
control interface that aggregates the results from all other blocks and prepares the
behavior model for uploading to the drones; forms the detailed missions; distrib-
utes the tasks among agents; plans the route networks; defines the zonal priorities.
This module is used to upload the prepared cognitive software to the drones be-
fore their assignment to the real or test mission. The center also performs the
functions of the swarm state monitoring, interactive control, and strategy adapta-
tion in real time.

As the Fig. 1 shows, the interaction between the sub-systems of the ground
control center is organized as a closed cognitive loop that guarantees the whole-
some functioning of the drone swarm control system. In this loop the models
formed in the training module are automatically transferred to the simulation lab,
where they are subject to testing under the circumstances as close as possible to
the real environment. The simulation results are analyzed by the validation mod-
ule that makes the decision regarding the fitness of the models for combat use.
The OSINT module works in parallel, generating the contextual scenarios using
open-source intelligence data; these scenarios are integrated into the training pro-
cesses, increasing adaptivity and relevance of the trained models.

When the neural networks complete all verification stages, the swarm con-
trol center uploads them on-board of the drones, initiating missions, and perform-
ing their accompaniment, monitoring and correction in real time. Thus, the
ground center acts as a “cognitive foundry” of the system — the environment
where the artificial intelligence is not only created but also evolves under the in-
fluence of the new data, combat experience, and strategical analysis. Here the in-
tellectual potential of the swarm is formed, allowing the drones to act as intelli-
gent autonomous agents with high adaptation abilities, mutual understanding, and
collective behavior in the complex and hostile environment.
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BASIC SCENARIOS (MISSIONS) FOR THE AUTONOMOUS NAVIGATION OF
THE DISTRIBUTED MULTI-AGENT SYSTEMS

In modern combat and rescue conditions the scenarios for the drone swarm con-
stitute the basis for the cognitive behavior of the autonomous agents that function
within the integral Al platform. These scenarios are not just simple instructions —
they represent the structured, multi-component algorithmic descriptions, prelimi-
narily modeled in the ground control center. Due to the involvement of digital
simulation environments (such as Gazebo or AirSim), analytical modeling, mis-
sion planning tools (such as QGroundControl), and machine learning methods,
the scenarios achieve high adaptivity to the complex and dynamic environment.
After modeling they are saved in JSON, XML, TensorRT, ONNX [18] etc. for-
mats, and are uploaded to the computational blocks of each drone through a se-
cure channel before the mission starts.

The content of these scenarios includes several critically important func-
tional blocks: mission planning, autonomous navigation, recognition, decision
making, and swarm coordination. The planner contains the vectorized task de-
scription, temporal parameters, action sequences, and defined objectives. The
autonomous navigation modules provide route planning in real time using SLAM,
localization and obstacle avoidance algorithms. The recognition components are
responsible for the processing of sensor data from cameras, thermal imagers and
radars, allowing them to detect objectives, obstacles and threats. The decision
making is implemented through cognitive models capable of situational analysis,
and producing reactions based on environment assessment. Finally, the swarm
coordination provides the dynamic distribution of roles between agents, syncing
of the trajectories, and coordinated behavior within the swarm [19].

The unique nature of these scenarios lies in their ability to activate the on-
board drone cognitive modules that provide adaptive behavior even in case of the
absent connection to the control center, external interference, or the shifting envi-
ronment. In other words, the drones not only implement the previously assigned
actions, but also learn from the current situation, predict risks, and react collec-
tively. This is made possible by the integration of reinforcement learning meth-
ods, graph neural networks, and large language models that enable flexible, situ-
ational cognition at the swarm level [20].

Let us provide a list of basic scenarios:

Scenario 1: Enemy territory reconnaissance. The drone swarm distributes
the reconnaissance area (e.g., 10x10 km), with each sub-area assigned to an indi-
vidual drone. The results are obtained as a shared locality map. The scenario is
performed by 612 drones that cover up to 100 km? in 1540 minutes.

Scenario 2: Targeted strike with autonomous guidance. Several drones at-
tack the target from different directions, overcoming air defenses by dispersed
planning. Up to 7 drones attack the target’s coordinates in 3—10 minutes after its
detection.

Scenario 3: Communication relay. The drone swarm creates a temporary
mesh network, providing connection under electronic warfare. For example, 5-15
drones create a 5—-10 km long linear network, providing communication for 20-60
minutes.
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Scenario 4: Search and rescue. The swarm autonomously scouts the de-
struction zone, detecting people and animals by performing scanning with distri-
bution of routes. Up to 20 drones are used, with coverage area 1040 km® for one
hour.

Scenario 5: “Death ring” swarm attack. The drones fly round the target
from all directions, forming a ring, and strike it simultaneously. In this scenario
5-10 drones are used, with 100—-500 m attack radius during 5—15 minutes.

Scenario 6: Scattering false targets/misinformation. The swarm scatters imi-
tation objects to mislead the enemy or mask the actual swarm’s goals, by per-
forming a coordinated placement of false targets (vehicle imitations), or modeling
the behavior of a real vehicle column. During 10-30 minutes 5-10 drones place
signal imitators along the 20 km route, using GPS and waypoint navigation (a
drone moves from one waypoint to another in a predetermined sequence).

The compiled scenario (mission) parameters are given in Table 1.

Table 1. The compiled scenario (mission) parameters for UAV swarms

. Drone Surface/length . Communication/
Scenario . Duration
quantity of coverage protocol
Scenario 1. DDS or ROS
Enemy territory re- 6-12 Up to 100 km? |15-40 minutes|  topics + sensors
connaissance (LIDAR/camera)
Scenario 2. Depends .
Targeted strike with| Upto7 on target 3—-10 minutes MAVLmk{mesh
; connection
autonomous guidance (up to 10 km)
Scenario 3. . DDS+RTPS with
Communication relay 15 >-10km 120-60 minutes) o1 o QoS profile
Scenario 4. ) ROS topics +
Search and rescue Up 10 20 10-40 km Up to I hour thermal imager
Scenario 5. Attack radius up .
Death ring 5-10 t0 500 m 5-15 minutes ROS2 + DDS
Scenario 6. 5-10 . .
Scattering depending Up ;['(())L%tg km 10-30 minutes waMé)XlI;;nzizfv:‘[}ilon
false targets on the route yP &

So, the scenarios for the drone swarm become the key element for the cogni-
tive Al platform, combining high precision planning, realistic simulation, analyti-
cal adaptation, and self-learning. Their exploitation not only increases mission
efficiency, but also provides resilience to the uncertainty factors, which is critical
in the environment where each second and each decision is significant.

ON-BOARD COMPONENT OF THE AI PLATFORM WITH COGNITIVE
SERVICES

The on-board component is a key functional environment where the autonomous
intelligence of each drone in the swarm is implemented. This is the place where
the integration of cognitive models, sensory perception, swarm interaction, flight
control, and adaptive decision making in real time is performed. The architecture
of this component (Fig. 2) is multi-layered and includes a number of modules that
jointly ensure the independence of the drone from external control, its self-
learning capacity, and flexible reaction to a dynamic environment.

12 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 3



Cognitive Al platform for autonomous navigation of distributed multi-agent systems

Let us consider each module of the architecture presented in Fig. 2, review-
ing its functions, and their mutual interaction.

Cognitive core

J

Security, threat

Adaptive Machine vision
Swarm . and anomaly
L behavior and data proc- .
optimization lanni . qul detection
) planning essing module module
DDS/RTPS ) oati Energy il i
s Navigation management Digital twin
communication and flight d hard (modeling,
module, swarm and hardware . .
’ module simulation)

security module

exchange )

Fig. 2. The structural scheme of the on-board component of the Al platform
with cognitive services

The center of the architecture is comprised of the cognitive core that acts as
a drone’s “brain”, and is responsible for situational analysis, adaptation and deci-
sion making. Its fundament is the Swarm coordination module, implemented us-
ing the hybrid approach where the swarm Al methods are applied using a hybrid
scheme: the Behavioral trees (BTs), and Global swarm optimization (Global Best
PSO) that can reconfigure in real time depending on the changes in the environ-
ment [21-22]. This allows each agent to form the sequence of actions, independ-
ently react to the loss of communication, emergence of new threats, or changes in
objectives.

Combined with the Adaptive behavior planning module that analyzes risks,
priorities and current context, the system acquires the ability for conscious deci-
sion making even having incomplete information. It performs the incremental on-
board learning (given the appropriate resources), bufferization of the field data,
and the backhaul retraining loop implementation — the transmission of the col-
lected data to the ground control center, with the subsequent updates in the mod-
els. This mechanism forms the basis of the system evolution, as it allows to take
previous experience into account in the future missions. This approach allows to
coordinate local trajectories, synchronize agent sub-groups, and sustain the over-
all mission goals at the lower autonomy level.

To enable these cognitive processes, the drone requires a constant flow of in-
formation about the environment. This task is achieved by the Machine vision and
data processing module that aggregates the data from cameras, ultra-sonic sensors
etc., forming the local space maps using SLAM algorithms [23—-24]. An important
feature of this layer is its capability for semantic classification of the objects (e.g.,
enemy units, civilians, allied units), and detection of the situational patterns that
allow to construct not only a spatial, but also a behavioral model of the environ-
ment.

For coordinated interaction among the swarm elements, the platform con-
tains the communication module, based on low latency DDS/RTPS protocols. It
provides the interchange of statuses between agents by behavioral subtree broad-
cast, and allows to maintain the swarm coordination without the centralized con-
trol [25-27]. Even in case of losses or disruption in network channels the module
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remains operational due to the QoS control network that allows to duplicate criti-
cal data, and adapt priorities.

The physical implementation of the cognitive core is done by the Navigation
and flight module that is the interface to the autopilots like PX4 or ArduPilot. It
performs maneuvers, passing route points and avoiding obstacles, while relying
on the visual odometry and SLAM data to ensure collision safety.

At the same time, the Security, threat and anomaly detection module is re-
sponsible for self-observation: temperature monitoring, CPU/GPU load, system
degradation detection, and activates fail-safe scenarios, or dynamically resched-
ules the swarm tasks in case of losses of individual agents. Detecting anomalies in
time series of sensory indicators allows the system to automatically react to po-
tential threats, detect compromised swarm participants, analyzing the irregular
patterns in input data. This approach is more flexible than the traditional heuristic
rules in robotized systems [4].

A strategically important link is the Digital twin module — a limited repre-
sentation of a fully functional digital twin deployed in the ground control center.
On-board this module is responsible for maintaining the relevant strategies, simu-
lation of the partial actions, and asynchronous renewal of the behavioral models
[14—17]. It guarantees the autonomous behavior even in case of a complete con-
nection loss, synchronizing data later.

Finally, the stability and security of the system is sustained by the Energy
management and hardware security module that includes communication encryp-
tion, agent authentication, multi-layered service backup, and power management.
This module allows the system to adapt to power supply limitations, lowering the
sensor operation intensity, or switching to the energy-saving mode in critical
moments. The whole multi-layered system provides the autonomous, adaptive and
resilient UAV swarm operation even in hostile or unpredictable environment, im-
plementing the modern approaches to the on-board cognitive management.

SCENARIO 4 (SEARCH AND RESCUE) IMPLEMENTATION PLAN EXAMPLE

The operational situation: after a large-scale earthquake in some region several
settlements were ruined. There is a risk of further collapses, and the access for the
ground rescue groups is limited. An autonomous scanning of territory with a total
area of nearly 30 km” is required to find the victims, designate safe evacuation
zones, and transmit the coordinates to the ground forces.

The employment of the Al platform. To implement the scenario, a swarm sys-
tem of 16 autonomous quadcopters will be deployed. The drones will be equipped
with thermal imagers, RGB cameras, and laser rangefinders (LiDARs). The com-
putational platform of each drone allows local image processing, map charting,
and decision making. SLAM navigation, along with visual odometry and obstacle
avoidance module, will be used to form local maps, and dynamically plan routes
in real time. The behavioral coordination in the swarm will be implemented on
the base of combined Behavior Trees and Graph Neural Networks that will allow
adaptively distribute the tasks between agents, avoid duplication of the search
zones, and optimize the area coverage.

The platform will ensure:
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o distribution of the swarm into sub-groups of 4 drones with partial (~10%)
overlap of the areas for increased probability of object detection;

o detection of heat anomalies using a pre-trained neural network;

e suppressing background noise (e.g., heat from transport or infrastructure);

e exchanging scanned area tags, and analysis results between participants.

For synchronization of the swarm behavior the implementation of the sub-
tree broadcast protocol is planned that will transmit the minimal context every
few seconds. Communication between agents is planned to be achieved through
the ROS Topics + DDS with QoS parameters stack, providing reliable data ex-
change.

The expected data to be utilized includes:

e previous mission simulation models, formed on the base of satellite image
data, topographical data and OSINT;

o fallback behavior scenarios for cases of connection loss or situation change.

The transmission to the ground center is conducted through relay drones that
hover at up to 120 m height and form the mesh network. They transmit:

e local maps;

e visual confirmations;

e coordinates of detected objects and safe areas;

e GPS/SLAM log files.

The expected results include:

o detection of the potentially alive targets using thermal signatures;

e coverage map charting, and marking the risk areas;

o designation of safe routes for evacuation;

e transmission of the structured coordinates and statuses to the operational
headquarters.

CONCLUSIONS

1. The developed Al platform for the autonomous navigation of UAV
swarms presents a fundamentally new approach to handling the distributed multi-
agent systems under conditions of a complex, dynamic, and hostile environment.
Its architecture combines the ground control center, and the autonomous on-board
subsystem, providing a continuous loop of adaptation, learning and evolution for
artificial intelligence during each of the mission stages, from pre-mission model-
ing, to post-mission analysis. The ground control center performs the functions of
simulation, training, validation and strategic coordination, while each drone, due
to its cognitive core, sensory stack and communication modules, implements au-
tonomous navigation, recognition, and decision making without centralized control.

2. A number of basic scenarios (missions) is formed that cover a broad spec-
trum of combat and humanitarian tasks. These scenarios include both classic ob-
jectives (reconnaissance, targeted strikes, communication relay), and specialized
missions (search and rescue, misinformation, “death ring” strike), proving the
platform’s scalable and universal nature in dynamic environments. Formalization
and typification of such scenarios allow to not just quickly adapt the swarm to
new conditions but also form a repository for behavioral patterns that will be im-
proved using the principles of cognitive learning over time.
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3. An on-board component of the Al platform with cognitive services was
developed by combining a cognitive core, a sensor and analytical layer, naviga-
tion, communication, and security modules. Each drone in the system can act in-
dependently, adapt to the changes in environment, make critical decisions in real
time, and interact with other agents without centralized control. The hybrid appli-
cation of the Al swarm intelligence methods “Behavior Trees” and “Global
swarm optimization”, and SLAM methods provides situational prediction and
flexible reaction. The availability of power management, self-observation, and
local knowledge updates additionally fortifies the system’s survivability, and the
digital twin module provides the asynchronous swarm evolution even after con-
nection loss. All these functional capabilities prove that the on-board component
is not just a computational node, but an accomplished cognitive agent, able to
conduct missions within the decentralized new generation architecture.

4. A model search and rescue scenario of people after a catastrophe is pro-
posed, where a drone swarm autonomously scans the investigated area, detects
heat anomalies, identifies casualties, and transmits the coordinates for evacuation.

In preparing this manuscript, we used ChatGPT 4.0 to improve the style.
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KOTHITUBHA AI-IINIAT®OPMA JIJIA ABTOHOMHOI HABITAIIIL
PO3MNOAIJIEHUX BAITATOATEHTHUX CHCTEM / M.3. 3rypoBChKHIA,
I1.0. KacesiroB, H.JI. TTankparosa, O.I1. 3aituenko, 1.O. CaBuenko, T.B. IlloBkorusic,
JI.C. Ianiiayk, A.M. TurapeHko

Awnorauis. [TogaHo koHueniito KOruituBHOI Al-ardopmu a1 aBTOHOMHOI HaBi-
ramil po3noAiieHHx OaraToareHTHUX CHUCTEM Ha MPHKJIAJl PO OE3MiIOTHUX JiTa-
JBHUX anapaTiB. 3ampornoHOBAaHO apXiTEKTYpY, sSKa MOETHYE Ha3eMHHUI HEHT 13 KO-
THITUBHUMH CepBicaMy Ta OaraTopiBHEBY OOpPTOBY MiJCHCTEMY, IO 3a0e€3MeUyrOTh
Oe3repepBHUI LMK HABYAHHS, a/alTallii, BAKOHAHHS Ta OHOBJICHHS IOBEAIHKOBUX
mogzeneit. ChopmynboBaHo 6a30Bi clieHapil MICii, 30KpemMa po3BijJKa, MOMYK 1 ps-
TyBaHHS, ypaKeHHS IiIeH, 1e3iH(opMalis, sIKi JeMOHCTPYIOTh MOXIIBOCTI POIO JI0
AQBTOHOMHOI, JIelIEHTpai30BaHOI B3a€MOJIi HaBiTh Y BOpOxKOMY cepepoBuii. [Ipen-
CTaBJICHO NPUKJIAJ IUIaHy peaiizauii Micii MouryKy i pATyBaHHS i3 BUKOPHCTaHHIM
KOTHITHUBHOI IIaThopMH, 10 BKIIOYAE afanTHBHe ruiaHyBaHHs, SLAM-HaBiraiuito,
poiioBy KoopauHaLilo Ta rIMOOKe posmi3HaBaHHS 00’€KTiB. Pe3ynpTaTti 4acTKoBO
miaTpumano HamionansHuM HOHIOM nociimkeHb Ykpaind, rpant Ne 2025.06/0022
«Al-mmatdopma 3 KOTHITUBHHMH CEpBicaMH JJIsI KOOPAHHOBAHOI aBTOHOMHOI HaBi-
ramii po3nOAUICHUX CHCTEM, IO CKIIAJAF0THCS 3 BEIHUKOT KUTBKOCTI 00’ €KTiBY.

KuroyoBi ciioBa: mity4nuii iHTeNIeKT, piil APOHIB, aBTOHOMHA HAaBirarfis, KOTHiTHB-
Ha 1aTgpopMa, MyJbTHATCHTHI CHCTEMH, MTOBEIIHKOBI IepeBa, U(POBUI ABIHHUK,
SLAM.
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Abstract. The article presents the concept and architecture of digital twins (DT) in
the tasks of autonomous swarm navigation for unmanned aerial vehicles (UAVs)
controlled by artificial intelligence. Study demonstrated that the effective operation
of a drone swarm under conditions of disrupted or absent communication with the
ground center is enabled by the functional distribution of DT components between
the ground center and onboard levels of Al agents. Mathematical models of ground
center’s DT provide strategic modeling, training, mission simulation, and post-
mission analysis, while onboard Al agents focus on local adaptation, diagnostics,
environmental reconstruction, and cognitive behavior control. Special attention is
paid to the interface module of the DT, which provides asynchronous interaction
with the ground infrastructure. A functional division on the swarm-level, environ-
ment, mission, telemetry, and agent-level DTs is proposed. The effectiveness of the
“Learn—Simulate—Deploy—Adapt” cycle for continuous improvement of swarm sys-
tems in the context of electronic warfare (EW) and dynamic operational environ-
ments was justified. The results were partially supported by the National Research
Foundation of Ukraine, grant No. 2025.06/0022 “Al platform with cognitive ser-
vices for coordinated autonomous navigation of distributed systems consisting of a
large number of objects”.

Keywords: digital twin, swarm intelligence, autonomous navigation, unmanned ae-
rial vehicles (UAVs), cognitive artificial intelligence platform, decentralized control,
simulation modeling, simultaneous localization and mapping (SLAM), behavior
trees (BT), electronic warfare.

INTRODUCTION

In today’s rapidly evolving world, the application of DT has gained significant
momentum, becoming a key success factor across various industries. Virtual rep-
licas of physical objects, systems, or processes open up opportunities for real-time
analysis, modeling, and optimization. The DT enables companies to reduce costs,
predict malfunctions, improve the management of production processes, and de-
velop new products with minimal risks. This technology becomes particularly
crucial as industry, healthcare, transportation, and urban planning undergo digital
transformation [1].

For instance, in [2], the author conducted a study on the implementation of
DT in manufacturing using reinforcement learning models. Compared to tradi-
tional management methods, production efficiency was improved by 18%, energy
consumption was reduced by 12%, and system downtime was decreased by 15%.

DT toolkit enables significant advancements in intelligent management
across various fields of activity. Although the concept of DT existed for over two
decades, scientific discussions regarding its precise definition are still ongoing.
A comprehensive definition of a DT is presented in [3], which incorporates
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Grieves’ definition [4] and distinguishes DTs from digital models and digital
shadows based on the presence of information flows between the physical system
and its digital counterpart. If there is no automated data flow between the physical
system and its digital representation, such object is considered a digital model, an
example could be a CAD model of a technical system (e.g., an aircraft). A digital
shadow refers to a digital object (model) that receives data from the physical one.
Its primary function is to automatically track certain changes in the physical sys-
tem in order to represent its properties. If data flows from the physical system to
the digital object and vice versa, then digital object is considered a DT, as chang-
es in the digital representation affect the physical system.

These examples of interaction between a physical system and a digital copy
enable to distinguish at a qualitative level the categories of concepts of a digital
model, a digital shadow and a DT, but they do not specify details regarding the
DT components. One of the foundational studies on the standardization of DT is
the Industrial Internet Reference Architecture (IIRA), proposed by the Industrial
Internet Consortium (IIC) [5]. This document provides guidelines for the devel-
opment of systems, solutions, and applications that incorporate DTs in industrial
and infrastructure domains. This architecture contains general definitions for in-
terested parties, the order of system decomposition, design patterns and a list of
terms. The IIRA model defines at least four types of interested parties: business;
use; operation; implementation. Each area focuses on the implementation of the
corresponding functional model of the DT, structure, interfaces, internal compo-
nent interactions, as well as on the system of DT models interaction with physical
object’s external elements. According to the IIRA model, information about the
DT includes (but is not limited to) a combination of the following categories:
physical model and data; analytical model and data; archives of time variables;
transaction data; master data; visual models and calculations. Thus, the concept of
DT has a multifaceted architecture and, therefore, complex mathematical support
for implementation.

A promising area for the application of DT toolkit is UAV control. An addi-
tional challenge in this domain is the cognitive coordination of UAV swarms dur-
ing flight. The autonomous navigation of UAV swarms is based on the integration
of two key system components:

e a ground center with module DT designed for UAV training, validation,
and control;

e an onboard Al-platform for UAV with cognitive services.

The ground center functions as a strategic control center, where training,
testing, and validation of neural networks, used on board of the drones, are carried
out [6]—[8]. This center hosts an infrastructure for simulating combat missions in
a virtual environment using onboard platform of UAVs [3], [5]. This approach
ensures a high degree of realism, allowing to test the system’s behavior under
load, estimate mission losses and adapt swarm architecture to changing condi-
tions.

The onboard segment of the UAVs is responsible for executing the mission
(scenario) defined by the ground center, either with continuous data exchange
with the ground center or in full autonomy mode. Also, it enables the swarm to
independently navigate, make real-time decisions, avoid obstacles, stabilize flight,
and coordinate swarm members without the need for constant communication
with the ground center.
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The interaction between the onboard and ground centers constitutes a con-
tinuous cycle of adaptation, learning, and improvement. During the pre-mission
phase, the ground center trains the models, simulates the mission execution, com-
piles UAV operational algorithms, and uploads updated algorithms to the onboard
systems. During the mission, the drones operate autonomously but send telemetry
data to the center whenever communication is available. The center monitors the
mission and, if necessary, sends corrective commands. After mission, the col-
lected data are analyzed, checked for anomalies, models are refined, and a new
training cycle is being initiated.

The evolution of the cognitive component of the UAV swarm Al system is
realized through iterative model training using feedback obtained after mission.
The models are based on a combination of reinforcement learning, local decision-
making via BT, and neural network-based anomaly detection. This architecture
enables the system to self-learn and improve strategies without compromising
autonomy. A distinctive feature of the Al-system is the integration of memory and
logging mechanisms that accumulate data from mission to mission, forming the
foundation for the swarm’s cognitive adaptation. Thus, the system acquires the
capability for cognitive evolution — learning from its own experience to enhance
efficiency and resilience in the dynamic challenges of the modern battlefield.

ARCHITECTURE AND INTERACTION LOGIC OF DT FOR SWARM-
ORIENTED AUTONOMOUS UAV NAVIGATION

The DT is deployed at the ground center, while a limited interface module is im-
plemented onboard the UAV, which provides (Fig. 1):

e data and telemetry buffering;
o Jlocal scenarios adaptation in case of communication loss.

Ground Onboard
digital twin interface module
s ~ ™
‘ Strategic modeling ] Asynchronous l Local adaptation ]
interaction
[ Learning ] = e [ Diagnostics ]
| Mission simulation | Environment J
reconstruction
[ Result analysis ] h g

o
)
Fig. 1. Systemic interaction between the ground DT and the UAV’s onboard subsystem

Fig. 1 schematically illustrates the fundamental architecture of interaction
between the ground-based DT and the onboard interface module of the drone,
which are the key components of the autonomous cognitive artificial intelligence
platform for swarm control. The ground DT performs strategic-level functions —
modeling swarm behavior, training neural networks, simulating combat missions
in a virtual environment, and conducting in-depth post-mission analysis. This en-
vironment acts as a virtual test bed where adaptive strategies are developed and
verified before their implementation on real platforms.
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On the other hand, the onboard interface module, integrated into each drone,
ensures autonomous system operation under conditions of partial or complete
communication loss with the ground center. It implements local adaptation to en-
vironmental changes, performs internal diagnostics of the system’s technical state,
and reconstructs the surroundings using onboard sensors and odometry [9], or
simultaneous localization and mapping (SLAM) algorithms [10], [14]. This ap-
proach enables each agent to make real-time decisions independently, ensuring
decentralized, flexible, and fail-safe swarm behavior.

Asynchronous interaction between the ground-based DT and the onboard
module emphasizes the key concept of drone independence during flight. Com-
munication between the two levels is not continuous and may occur only at spe-
cific moments, when external environmental conditions allow it. This design en-
ables the maintenance of autonomous navigation even in hostile environments,
including when electronic warfare (EW) systems are active. At the same time,
data accumulated during the mission is buffered and transmitted to the ground
center when communication becomes available for analysis and further model
retraining, starting the next cycle of cognitive improvement. Therefore, the struc-
ture illustrated in Fig. 1 represents a dynamic and distributed system, where the
ground and onboard components operate in synergy to ensure adaptability, resil-
ience, and ability to evolve for swarm systems.

Within the structure of an autonomous Al-platform for UAV swarms, the
DT module performs an asynchronous yet strategically significant function. Its
primary role is not to ensure continuous communication during missions, but ra-
ther to prepare, analyze, and update behavioral strategies during periods of time,
when no combat missions are carried out. This approach aligns with the require-
ments of autonomous navigation in combat scenarios and under EW system activity,
when communication with the ground center may be unavailable or undesirable.

Before the start of a mission, DT in the ground center allows for the testing
of scenarios, adaptive strategies, and behavioral models [11], which are subse-
quently uploaded to each drone’s onboard system. During flight, the drones oper-
ate fully autonomously, relying solely on local sensors, the cognitive core, and
adaptive algorithms. However, if communication is available, they exchange data
with the ground center. All data about behavior, telemetry, and decisions made
are recorded in internal buffers for further analysis. Table 1 presents the formal-
ization of the components of the UAV interface module.

Table 1.Formalization of the UAV interface module’functions

Function name Description Call time  |Data exchange format
"ll;eleme;try Collection and storage Qf ~data for|  After each JSON / ROS message
uffering subsequent transmission control cycle
SLAM or | Construction of a local environ-
odometry | mental map or spatial orientation Real-time Local database
module using camera image analysis
Fail-safe Analysis of internal Every minute Log file/
monitor system parameters or upon event Signal system
Behavior Adaptive switching between Upon event/ | Internal FSM (finite
controller branches of the BT As planned state machine) state
Swarm state Excha_nge of crltlc.al information |  Optionally, DDS / RTPS
synchronizer with neighboring drones peer-to-peer
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Information is transmitted to the ground center’s DT after mission
completion or at designated evacuation checkpoints. This enables in-depth
analysis, model retraining, and updating the knowledge that are utilized in
subsequent missions. In this way, DT ensures swarm evolution without interfering
with the autonomy of task execution. The UAV interface module is responsible
for data buffering, access to the latest strategies, partial scenario simulation in
fallback modes, and asynchronous updates whenever the situation allows it. Its
presence in the system architecture is essential, as it provides autonomous
interaction with the ground center’s DT and local support without violating the
decentralized principle of swarm control.

DT APPLICATION DIRECTIONS IN TASKS OF AUTONOMOUS UAV SWARM
NAVIGATION

Considering the specific requirements of developing a cognitive Al-platform for
decentralized control of UAV swarms under EW activity conditions, DTs applica-
tion seems justifiable at multiple stages of the system’s life cycle. Within our pro-
ject, the most relevant mathematical models for implementing DTs for the ground
center are as follows.

1. UAV swarm model (system level). The objective of this model is to sim-
ulate and verify swarm behavior of drones within a virtual environment, taking
into account dynamics, communication losses, external disturbances, and changes
in swarm lineup. This model enables:

o test decentralized control strategies (including BT) prior to its deployment;

e analyze the stability of UAV swarm interaction under various agent loss
scenarios;

o debug DDS/RTPS-based communication [12] between agents;

e train reconfiguration algorithms without risk to physical drones.

2. Individual drone model (agent level). For each type of UAV, a corre-
sponding model is created that includes aerodynamics, navigation sensors, deci-
sion-making modules, and an interface with the autopilot. Its use allows to:

e precisely test software—hardware interaction;

e simulate sensor degradation, Global Navigation Satellite System (GNSS)
disruptions, and the impact of EW effects;

o predict potential failures and transitions to fail-safe modes;

e adapt controller (e.g., PID or MPC) parameters to mission-specific condi-
tions.

3. Environment model. The creation of a virtual 3D environment, which in-
corporates models of obstacles, threats, magnetic anomalies, and signal loss zones
enables to:

e generate scenarios for training and testing swarm adaptation capabilities [13];

o verify functionality of local planners (e.g., SLAM, obstacle avoidance
system [14]);

e develop maps for pre-flight mission simulation and risk analysis.

4. Model of mission carry out. This involves the computer-aided design
and simulation of specific scenarios (e.g., patrol, evacuation, object detection),
which allows to:
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e optimize the initial mission BT (BT definition) according to the context;

o identify critical nodes and failure points, prepare fallback behavior
branches;

e automatically evaluate the effectiveness based on key performance indi-
cators (KPIs).

5. Telemetry model. Simulation of real-time data exchange with the ground
center enables to:

o verify telemetry quality;

e configure WebUI and ROSBridge protocol;

o detect potential delays, data losses, or transmission errors.

Table 2 presents a comparison of simulation environments for the ground
center’s DT.

Table 2. Comparison of simulation environments for ground center DT

Ne[ Environment Advantages Disadvantages
1 |Gazebo + ROS 2 ROS 2 support, realistic physics, Higher conﬁguratlon
open-source complexity

Relatively new, limited

2 | Ignition Gazebo Enhanced graphics, DT support plugin ecosystem

3 AirSim Realistic aerodynamics, integration High system
(Microsoft) with Unreal Engine/Unity requirements
Full flexibility, Requires custom

4 | Unity + BT.CPP

BT visualization support infrastructure

Thus, the deployment of DT is recommended in environments Gazebo +
ROS 2 [15], Ignition Gazebo, AirSim, or Unity/Unreal Engine based emulators
integrated with BehaviorTree.CPP (see Table 2). It is especially appropriate to
implement the “Learn—Simulate—Deploy—Adapt” cycle, which integrates simula-
tion-based learning with the gradual transfer of behavior logic to the real swarm.
In this way, DT models become a key component not only in the R&D phase, but
also in training, testing, certification, and operational support of the system during
mission.

TASK ALLOCATION BETWEEN GROUND CENTER DT AND UAV ONBOARD
SYSTEMS

The overall logic of task distribution between the ground infrastructure and the
onboard UAYV systems is as follows:

o the ground center is responsible for simulation, training, strategic plan-
ning, and post-mission analysis;

o the UAV onboard system provides a secure wireless interface for com-
munication between UAVs, also is it responsible for autonomous diagnostics,
real-time adaptation and navigation of each drone independently of the ground
center.

This division ensures optimal utilization of computational resources, flexibil-
ity and resilience of the system under conditions of limited connectivity and dy-
namic operational environment.
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Tasks of DT executed at the ground center

In modern multi-layered architectures of autonomous swarm systems, DT which
is implemented at the ground center, plays a pivotal role in providing effective
modeling, testing, mission planning, and adaptation of UAV swarms to complex
and dynamic environments. Its models offload a significant portion of computa-
tional load from onboard UAV platforms to the ground infrastructure, while pre-
serving strategic coordination, behavioral predictability, and operational flexibil-
ity of the swarm. At the system level, the UAV swarm model enables simulation
of global swarm behaviors in various scenarios, testing decentralized control algo-
rithms and robustness of DDS/RTPS protocols, which is critically important in
environments with intermittent communication or in case of individual agents’
failure. Not only does this allow to identify system’s potential vulnerabilities, but
also enhance the swarm’s resilience to catastrophic events.

The environment model allows to construct complex terrain representations
with natural and artificial obstacles, as well as electromagnetic anomalies, which
is a critical factor for planning operations in areas with active EW interference.
Model generates scenarios that ensure high realism in training Al agents and ef-
fective pre-deployment testing of autonomous navigation algorithms. The mission
area visualization provided by the DT serves as a foundation for tactical decision-
making by operators or command centers. At the mission level, the DT supports
simulation of strategic transitions between scenarios, BT design, and the defini-
tion of KPIs, enables mission evaluation not only in terms of task completion, but
also in terms of the achievement of qualitative objectives.

The telemetry model focuses on simulation and verification of communica-
tion interfaces, delays, and telemetry data losses, as well as post-mission analysis
of swarm and individual drones’ behavior. This is particularly important for opti-
mizing information exchange between agents and the control center, as well as for
developing a knowledge base for future missions. Equally important is the indi-
vidual drone model, operating within the simulator, as it enables detailed configu-
ration of behavior logic at the level of a single Al agent, testing responses to envi-
ronmental changes, training UAV operators, and improving the onboard Al
agents installed on drones. The summary of DT mathematical models’ basic func-
tions, implemented at the ground center, are given below.

1. UAV swarm model (system level):

e modeling global swarm behavior under various scenarios;

o testing decentralized control algorithms;

o testing DDS/RTPS communication protocols;

e analyzing the impact of communication losses and agent failures on
swarm integrity;

e simulating faults and catastrophic events.

2. Environment model:

e creating terrain, obstacle, and magnetic anomaly models;

e generating mission scenarios under complex conditions (including EW);

e preparing training data for preliminary situations modeling;

o visualizing the mission area for tactical planning.

3. Model of mission carry out:

o designing and testing the mission tree (Behavior Tree (BT) Definition);
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o defining strategic transitions and fallback scenarios;

o defining mission success criteria (in the form of KPI);

e analyzing probable trajectories and synthetic tasks.

4. Telemetry model:

o testing WebUI / ROSBridge interfaces;

o simulating delays and data loss during transmission;

e Analyzing swarm and individual drone behavior logs (offline mode).

5. Individual drone model. (agent level):

e configuring behavior logic at the level of a single agent;

o training Al agents or real operators in simulated environments.

Therefore, the deployment of DT’s mathematical models within the ground
center serves not merely as a simulation tool but as a foundational component of
adaptive, safe, and strategically coordinated operation of swarm systems. Func-
tioning as a virtual proving ground [16], these models facilitate iterative testing
and refinement of algorithms, significantly reducing operational risks and re-
source expenditures in real world.

Tasks of interface module executed onboard UAYV (in autonomous navigation
mode)

Within the architecture of an autonomous swarm system, each UAV is equipped
with interface module that plays a critical role in ensuring local adaptation, flight
control, and interaction between agents under conditions of partial or complete
loss of communication with the ground center. These modules are designed to
maintain the UAV’s operability as an autonomous, cognitively capable agent
within a localized segment of the overall system. The central element of the inter-
face module is the local Al agent, responsible for monitoring the UAV’s internal
technical parameters: power supply voltage, temperature conditions, and sensor
integrity. Based on this data, the system implements hardware degradation fore-
casting, generates alerts for transition into a protected (fail-safe) mode, and de-
fines threshold conditions for potential mission withdrawal. This approach allows
each UAV not only to detect critical deviations but also to autonomously assess
its operational readiness for further task execution.

Integral to this functionality is the local environmental reconstruction. Em-
bedded odometry or SLAM-algorithms allow each UAV to generate an up-to-date
local map, identify obstacles, hazardous areas, landscape alterations, and predict
potential collisions. This spatial representation serves as the basis for real-time
reactive route planning, which is essential for survival and successful task execu-
tion in dynamic and often hostile environments. Importantly, such an Al agent
enables the UAV not merely to respond to the current operational context but also
to anticipate its change, making its behavior closely to a smart device rather than
a conventionally algorithm-driven system.

Another critical component of autonomy is the module of mission tree eval-
uation and control. This subsystem manages local execution of behavioral
branches, monitors task completion success, and can adaptively switch between
operational modes in response to environmental changes or variations in the
UAV’s internal parameters. This eliminates the limitations of rigid, pre-
programmed scenarios and facilitates decision-making under uncertainty. Concur-
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rently, each agent maintains an individual log of critical events and, whenever
possible, transmits it to other swarm members, establishing the foundation for the
system’s collective memory.

The system architecture also incorporates a synchronization agent — a com-
pact communication and analytical add-on responsible for maintaining a locally
consistent representation of the swarm’s operational state, data synchronization
among neighboring agents and, in cases of data loss or corruption, initiates local-
ized reconfiguration of behavioral strategies. Synchronization agent provides
swarm’s decentralized response to the loss of one or more UAVs or to data distor-
tion within specific system segments. Such a design enhances the swarm’s resil-
ience, self-recovery capacity, and mission accomplishment potential, even under
unforeseen disruptive influences. The primary onboard functions of the interface
module, operating in autonomous navigation mode, are summarized as follows.

1. Local Al agent:

e continuous monitoring of the UAV’s internal state parameters (power
supply voltage, temperature conditions, and sensor integrity);

e prognosis of hardware component degradation and initiation of fail-safe
operational modes;

e determination of threshold conditions that necessitate mission cancelation;

o self-assessment of operational eligibility for continuing mission execution.

2. Local environment reconstruction (SLAM monitoring):

o Jlocal spatial map construction (SLAM, obstacles, hazardous zones);

e prediction of potential collisions and implementation of reactive path
planning;

o detection of environmental changes (such as emergence of new obstacles,
threats, etc.);

3. Behavior evaluation and transitions between mission tree branches (be-
havior monitoring):

e mission tree execution and task monitoring;

o adaptive switching between behavioral modes;

e Jogging of critical events and, when possible, transmission of this infor-
mation to the swarm.

4. Embedded synchronization agent:

e maintenance of a coherent local representation of the swarm’s operational
state;

e exchange of situational data with neighboring UAVs;

o localized reconfiguration of behavioral strategies in response to UAV loss
or system faults.

Thus, the Al agents embedded within the UAVs not only enhance the func-
tional capabilities of individual drones but also establish the foundations for their
subjectivity, self-reflection, adaptive interaction, and coordinated behavior within
the swarm collective. This transforms each UAV from a mere of rigidly prede-
fined algorithms executor to an active participant in a complex, flexible, and
evolving behavioral system, and is necessary condition for the transition from
strictly programmed to self-learning swarm architectures.
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Al agents and DTs within the architecture of autonomous swarm systems
have both civilian and military applications, which significantly enhances the
flexibility and universality of their deployment [17], [18]. In the military domain,
such systems allow to organize autonomous combat patrols, convoy escort opera-
tions, and the evacuation of wounded personnel from active combat zones, mini-
mizing risks to human operators. In the civilian sector, their functional capabili-
ties can be repurposed for search-and-rescue missions under challenging
conditions (e.g., post-natural disaster scenarios), wildfire monitoring, and the in-
spection of critical infrastructure such as bridges, gas pipelines, and power trans-
mission lines. Such dual-use ensures the maximization of technological potential
in both peacetime and wartime.

A particular focus is ensuring the cyber resilience of Al agents and DTs, as
they operate within environments with potentially high risks of external interfer-
ence [19]. To address these challenges, the system architecture incorporates ro-
bust protective mechanisms, including end-to-end communication channels en-
cryption according to DDS/RTPS protocols, guaranteeing the confidentiality of
transmitted data. To protect against data tampering, spoofing, or cyberattacks,
data authenticity verification is implemented using digital signatures. Addition-
ally, threat detection algorithms based on Al are employed that work through real-
time identification of anomalies and atypical behaviors. In case of communication
loss or corruption, fallback modes are activated, enabling the system to maintain
functionality and complete its mission despite partial isolation of individual ele-
ments. Collectively, these measures establish a reliable foundation for deploying
DT in complex informational, technological, and combat environments.

EXAMPLE OF PRACTICAL APPLICATION OF A DT IN UAV SWARM
NAVIGATION

As a part of demonstration scenario of critical infrastructure patrol under commu-
nication jamming (EW activity), a computer simulation of the DT for mathemati-
cal models of swarm, the environment, and individual drones was conducted.
During the mission preparation phase, the ground-based DT modelled a 3D map
of the operational area, which included magnetic anomalies, physical obstacles,
and signal loss zones. This model was used to generate the route traverse scenar-
ios for swarm groups, that take into account the limited availability of GNSS sig-
nals.

After uploading the BT and waypoints into the onboard systems, the UAVs
were executing the mission autonomously. During the experiment, Inertial Meas-
urement Unit (IMU) sensor failure for one of the agents was purposely simulated.
The UAV’s Al agent detected the corresponding anomaly, initiated a fallback sta-
bilization mode, and excluded the affected agent from coordinated interaction,
notifying the other UAVs via the synchronization agent.

Quantitative mission parameters: during the simulation scenario, a virtual
swarm consisting of 3 UAVs was patrolling 100 x 100 m area, as illustrated in
Fig. 2. Within the operational zone, the following conditions were modeled:

e 3 obstacles (representing buildings or infrastructure objects);

e one EW zone with a diameter of 40 m, centered at coordinates (60, 60) point;

e 5 route waypoints shared by all UAVs;
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e mission duration: 9 minutes;
e average UAV velocity: 4.2 m/s;
e maximum positioning error within the EW zone: up to 3.6 m;
o telemetry transmission delay (simulated): up to 2.5 s;
e [MU sensor failure detection time (drone 1): 0.8 s;
e transition time to fail-safe mode: 1.1 s from the moment of anomaly detection;
e communication packet loss rate (in EW zone): up to 18%.
100+ Mission scenario with UAYV digital twin
80 ® 4
*3 601 s obstacles
= 1 drone1
= 2 drone2
= 3 drone3
= 4 EWzone
; a0}l ® sensorfailure
20+ ®
0 '} ' 1 L J
0 20 40 60 80 100

X coordinate
Fig. 2. Scenarios of patrolling missions by UAV swarm with DT

Therefore, the UAV Al agent identified a degradation via sensor temperature
prediction, isolated drone 3 from the interaction zone, and broadcasted a status
update to the remaining drones. Subsequently, the DT in the ground center up-
dated the failure prediction model using the recorded logs. Upon mission comple-
tion, all telemetry buffers’ content was transmitted to the ground center, where the
DT performed trajectories visualization, calculated KPI, evaluated decision-
making effectiveness, and retrained the fault detection model. Obtained data were
utilized to update strategic adaptation modules for further missions.

Thus, this case exemplifies how DT can not only be a training and prepara-
tion tool, but also actively participate in the autonomous control process, enhanc-
ing swarm safety and adaptability in real time. The technical capabilities of the
DT were demonstrated, as well as DT role in ensuring fault tolerance, post-
mission learning, and deployment of self-adaptive swarm architectures, which is
critical for the development of next-generation dual-use Al systems.
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CONCLUSION

1. The ground center’s DT is a critical element of the cognitive Al-platform
for an autonomous UAV swarm, providing a closed cycle of adaptive training,
simulation, deployment and improvement of the swarm’s behavior in the condi-
tions of a real combat environment and EW systems operation. Its functionality
allows to effectively combine strategic planning and local autonomy. The ground
center’s DT performs modeling, training and verification, while the onboard sys-
tem implements adaptation, self-control and reconfiguration in real time. The Al
agent interface module on the UAV board provides asynchronous mission sup-
port, autonomous data buffering, partial environment reconstruction and deter-
mines behavior strategies without dependence on stable communication.

2. The classification of mathematical models for implementing the ground
center’s DT was proposed — models of the swarm, individual agents, environ-
ment, mission, and telemetry — which provides comprehensive simulation cover-
age of all aspects of swarm navigation. This contributes to the reliability, fault
tolerance, and adaptability of the system. The ground center’s DT functions as a
virtual proving ground, where autonomous navigation algorithms, BT, and swarm
coordination mechanisms are tested, verified, and refined, and SLAM algorithm
parameters are configured. Al agents on board of each drone provide UAV auton-
omy, enabling it to independently assess its state, predict malfunctions, adapt be-
havior, and interact with other agents even under critical conditions.

3. The demonstration scenario of patrolling under EW systems activity con-
firmed the effectiveness of the DT in failure detection, anomaly adaptation, and
swarm coordination restoration, thereby proving its role in providing self-learning
and fault-tolerant architectures. The implementation of the DT-based “Learn—
Simulate-Deploy—Adapt” cycle is strategically important for transforming auton-
omous swarms into evolving, intelligent dual-use systems.

4. During mission execution, the ground control and training station (de-
pending on the presence and intensity of EW interference) can operate in several
modes: as a DT (when connection with the UAV swarm is fully available); as a
digital shadow (in the case of limited connection with swarm elements); or in
combat task simulation mode (if connection with the UAVs is completely un-
available). To enhance mission performance, UAV Al agents may be equipped
with a data relay function to support the communication with the ground center.
In this mode, one drones are assigned to relay communication, and the other focus
on mission execution, thereby increasing the overall efficiency of the system.
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[IM®POBI JIBINHUKA B 3AJJAYAX ABTOHOMHOI POMOBOI HABITAILIII
JPOHIB MIJ YIIPABJIHHAM IITYYHOI'O IHTEJEKTY / M.3. 3rypoBchKHii,
H.J. IarkpaTosa, .M. T'omiako, K.JI. I'pimrina

AHoTanisi. Po3MITHYyTO KOHIENIIIO Ta 3alpPOIIOHOBAHO apXITEKTypy LU(poBHX
JBIMHUKIB y 3ajadyax aBTOHOMHOI pOifoBOI HaBirauii 6e3MiIOTHHX JiTaJbHUX arapa-
TiB (BIIJIA), kepoBaHUX IITYYHUM iHTeJekToM. [TokazaHo, mo edexTrBHE (QyHKI-
OHYBaHHSI POI0 JIPOHIB B yMOBaX BiJCYTHOCTi CTa0iIbHOrO 3B’SI3Ky 3 HA3eMHHM
LEHTPOM MOXJIMBE 3aBIsIKH po3moniny (yHKUii nudpoBoro aBiiiHMKA Ha3eMHOI
crannii 1 LIl-arearamu 60pToBoro piBHsA. MarematnuHi Mmozem HazemHoro L[/ 3a-
0e3MmedyIoTh CTpaTeTidHe MOJAETIOBAHHS, HaBYaHHs, CUMYJLLII0 Micild i aHami3 pe-
3yJbTaTiB, TOAI K GopToBi LII-arenTr 30cepemKeHi Ha JIOKaNbHIA ajanTanii, miar-
HOCTHUIl, PEKOHCTPYKIIi CepeOBUIa ¥ KOTHITUBHOMY YIIPABIiHHI ITOBEHIHKOIO
nponiB. OcobnuBy yBary mpumiyieHo iHTepdeiicHomy momaymto IlIl-arenra BITJIA,
o 3abe3neyye aCHHXPOHHY B3a€MOJII0 3 Ha3eMHOIO iH(PPACTPyKTYporo. 3amporo-
HOBaHO (pyHKI[IOHANbHHUN MOALT MaTeMaTHYHUX Mozene# 1] Ha Mozeni poro, cepe-
JoBHIIA, Micii, TenemeTpii Ta okpemoro IIlI-arernra. OOrpyHTOBaHO AOULIBHICTD BU-
kopuctanHs mukiny — «Learn—Simulate—Deploy—Adapt» mns  Ge3mepepBHOTO
BIOCKOHAJIEHHs poioBHX cucTeM B ymoBax Aii PEB i auHamigHOTO G0if0oBOTO Cepe-
noBuIna. PesynpraTH dacTkoBo minTpumano HarioHambHHM (OHIOM TOCTIIKEHb
Vxpainn, rpant Ne 2025.06/0022 «IInatdopma mTyIHOrO iHTENEKTY 3 KOTHITUBHU-
MH CepBicaMH JUIsi CKOOPIMHOBAaHOI aBTOHOMHOI HaBiramii po3HOAUIEHHX CHCTEM,
110 CKJIQJIAIOTHCS 3 BEJIHMKOI KIIBKOCTI 00’ €KTIBY.

KawouoBi ciaoBa: nudposuil IBIHHUK, POMOBHI iHTENEKT, aBTOHOMHA HaBiraris,
0e3MUIOTHI JIiTaNbHI anapary, IiaTgopMa MTyYHOTO iHTENEKTy, JeleHTpalli30BaHe
YIpPaBITiHHA, IMITaliifHe MOMENIOBAHH], METOX JIOKami3amii Ta KapTrorpadyBaHHS
(SLAM), noseninkosi nepesa, PEB.
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RESEARCH AND DEVELOPMENT OF METHODS TO IMPROVE
THE QUALITY OF MOBILE COMMUNICATION
AND MOBILE INTERNET IN HIGH-SPEED TRAINS

N.V. SHTEFAN, S.V. ZHIGLO

Abstract. This paper proposes effective methods and means to enhance the quality
of mobile communication and mobile Internet in high-speed trains. The current is-
sues related to achieving enhanced mobile communication and Internet quality in
high-speed trains are discussed within this thematic scope. The practical research
examines the metrological features of the proposed new combined methodologies
for improving mobile communication and Internet quality in high-speed trains at a
model-complex level. It has been established that the methodology combining
methods (LTE + Wi-Fi + 5G) shows the best results due to the combination of low-
latency and jitter technologies. Metrological measurements confirm its effectiveness
through lower latency and jitter values compared to other methodologies. Methodol-
ogy 3 (5G + Micro-grids) offers high local indicators but is limited in bandwidth.
Metrological data confirm the reduced latency and jitter.

Keywords: comprehensive model, quality standards, integration testing, modular
testing, technological challenges, micro-grids, 5G, digital communications.

RELEVANCE

Improving the quality of mobile communication and mobile internet in high-
speed trains is a relevant issue in modern society, as mobile technologies have
become an integral part of people’s daily lives. The increasing number of mobile
device users and the growing demand for high-speed connections during travel
make this topic particularly important. Mobile communication in high-speed
trains often faces challenges such as unstable signals, high latency, jitter, and lim-
ited bandwidth, which reduce the quality of services for passengers. High-speed
trains pose unique technical challenges related to their high speeds, changing
network zones, and frequent handovers between base stations. These factors af-
fect the continuity and stability of the connection.

Moreover, the relevance of this topic is reinforced by the necessity of pro-
viding passengers with reliable internet access for work, entertainment, and com-
munication during trips, enhancing their comfort and satisfaction with the services
of transport companies.

© N.V. Shtefan, S.V. Zhiglo, 2025
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According to the work [1], improving the quality of mobile communication
in mobile transport environments is critically important for the development of
modern communication infrastructure, as it directly impacts user satisfaction and
service efficiency. Studies by the authors [2] confirm that the combined use of
technologies such as LTE, Wi-Fi, and 5G minimizes issues related to quality deg-
radation, which is a key factor for the stable operation of mobile internet during
travel. According to data presented in studies [3], the implementation of modern
data transmission technologies in high-speed networks significantly reduces la-
tency and improves connection quality, as confirmed by metrological measure-
ments. Research into current methods for improving mobile communication and
internet in high-speed trains, particularly the methods combining LTE, Wi-Fi, and
5@G, is a necessary step to ensure high-quality connectivity under constantly
changing network conditions. These studies enable technological advancements
and contribute to the development of efficient communication systems in trans-
port infrastructure, meeting modern market demands and passenger needs.

Thus, the relevance of this article is determined by the need to develop and
implement innovative solutions to improve the quality of mobile communication
and internet in high-speed trains. These efforts will address several technical and
infrastructural issues, contributing to enhanced passenger service quality.

ANALYSIS OF RECENT PUBLICATIONS

Brankovi¢ N., et al. (2021) [2] conducted an in-depth analysis of the development
of mobile communication systems for high-speed railways. The researchers em-
phasize the importance of efficient communication in dynamic environments,
where high train speeds necessitate significant improvements in data transmission
technologies. The development of such systems is a critical factor in ensuring the
quality of software solutions, as any delays or packet losses can affect communi-
cation reliability. Their findings highlight the need for new performance predic-
tion models and resource optimization to enhance software reliability. Similar
studies [1, 5, 6, 8, 10] focus on current data transmission technologies, such as 4G
and 5G, but often overlook emerging technologies or alternatives that may soon
enter the market. Furthermore, while the researchers propose innovative perform-
ance prediction models, their findings require further validation in real-world
high-speed scenarios, where unpredictable factors could impact communication
quality. The limited amount of experimental data in these studies also affects the
accuracy and reliability of the results.

Dakulagi V. and Alagirisamy M. (2020) [3] explore adaptive beamforming
systems for high-speed mobile communication. They propose an approach that
reduces interference and improves signal quality in dynamic conditions. This
method is particularly relevant for optimizing data transmission models, minimiz-
ing losses, and enhancing communication stability, all of which are crucial for
control systems. However, the proposed approach is effective only in specific
scenarios, and its efficiency in large networks with high user density requires fur-
ther investigation.

Gunasekar A., et al. (2023) [4] introduce an innovative optical data transmis-
sion system for providing broadband internet access on high-speed trains. Their
approach relies on a cooperative triple-hop system utilizing FSO-FSO-VLC tech-
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nologies. This research underscores the importance of high-speed, stable connec-
tions, which contribute to software quality improvement by ensuring communica-
tion stability and enhanced performance. However, integrating new technologies
such as FSO-FSO-VLC may require the development of new protocols and stan-
dards, which could delay implementation and present practical challenges.

Studies [5—15] examine data loading quality from mobile devices on high-
speed trains. These studies focus on analyzing energy efficiency in mobile de-
vices, an essential factor in ensuring software quality. Energy optimization ex-
tends system autonomy and reliability, which is particularly important in chal-
lenging operational conditions. However, these studies often neglect external
factors such as environmental noise and interference, which can significantly in-
fluence measurement outcomes.

This analysis highlights the ongoing efforts to address the challenges of mo-
bile communication and internet quality in high-speed trains, emphasizing the
importance of balancing technological innovations with real-world constraints to
develop effective solutions.

PROBLEM STATEMENT

The aim of the work is to study effective software systems, methods and means of
improving the quality of mobile communication and the Internet in speed trains.
Achieving the goal is to solve the following tasks:

e conducting a generalized analysis of topical issues related to the research
of modern methods of improving the quality of mobile communication and the
Internet in speed trains;

e conducting key mobile and Internet quality parameters in high -speed trains;

e conducting an analysis of errors when measuring mobile and and Internet
quality measurements in speed trains;

e investigation of the use of new combined methods to improve the quality
of mobile communication and the Internet in speed trains.

MAIN PART

Table 1 shows the results of the analysis of modern methods of improving the
quality of mobile communication and the Internet in speed trains.

Let’s mathematically analyze the methods presented in Table 1 that can be
applied to improve mobile communication and mobile internet quality in high-
speed trains. According to the work [5], the optimization of mobile communica-
tion and mobile internet quality in high-speed trains, achieved through the use of
a dynamic resource management system, can be mathematically described by the
expression:

= CAvailable
optimal — ’
1+ 7\‘10ad
where R ima — optimal use of the resource; Cpyyijanie — The channel is avail-

able ; A} ,q — load ratio.
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Table 1. The results of the analysis of modern methods of improving the quality
of mobile communication and the Internet in speed trains

Method Description Coun.trle's of Advantages | Disadvantages Metrological
application aspects
Dynamic | Adapt a network Reducing Hich The need for accu-
resource | resources in real | Germany, delays, com i ity rate measurement
management|  time based Japan increasing of sg tinos of load and band-
systems on load bandwidth & width of network
Expanded | Using antennas Improving the oh d The need to
: quality of the | High cost an .
antenna to improve France, ional. reduci lexity of calibrate antennas
s ional quali Chi signal, reducing| complexity o d
ystem signal quality na S and measure
. : the zone of realization .
(DAS) 1n trains the signal
dead zones
Swimming Reducing Requires accurate
Adaptive Network USA., systematic er- Difficulty measurement of
network Settines in Australia | FOFS, Improving | . o systematic errors
calibration Real Igime communication gup and their
quality correction
. . Optimization The need for The need for
Networ Using South Ko- | of resources constant accurate
load algorithms rea. UK reducin ’ updating measurement of
forecasting | to predict load ’ del & of algorithms [current loading and
clays and data precision accuracy
Using Ratransla- Inllf;rliovftgtgf High cost of |The need to meas-
Mobile | tors to improve Italy, siqnal thsurin equipment, the | ure the efficiency
Ratranslators|  the quality | Switzerland gna | & ability to of repeaters and
. continuous . .
of the signal . increase delays adjust them
coating
Reduction Increasing data ng.h complexity | The need to meas-
Coherent - - of implementa- |ure the noise level
conal of noise and Japan, the | rate, reducing i : d
sigha’ improving  |Netherlands| the impact 1on, requires and accuracy
association - accurate of the merging
data rate of noise . .
adjustment of signals
Using buffering Reduction of the/Possible increase
Reduction | to reduce itter effect of vari- | in delays, re- The need to
of iitter b and im rJove Finland, |ability of delays, quires measure jitter and
b Jfferin Y comm nri)cation Sweden |improving video effective the efficiency
u g u i quality and audio] management of buffering
quality flows of buffers
Use roaming to Ensuring l;)(l)ss1b1e ih Need to accurately
Internet | CMSUre continuous German a stable pronef\lzlvl;‘lzl measure the qual-
. coating through . Y> | communication | . - ity of communica-
roaming 1 Switzerland within several integration and tion bet
severa operators roaming contract ton be V\i(een
operators p restrictions networks
Introduction Using satellites Pgog?énr%r(;ﬁ)\;zr- High delay, re- | The need to meas-
of satellite to provide Australia, aregs where thore quires accurate | ure the delay of
._ | communication | Canada o satellite connec- [satellite connection
technologies| . " are no traditional tions dit Tit
in remote areas networks and its quality
. Using multiple . Need to
i\l/f:rlltriel antennas to Singapore, |Increasing data o fllilgn}i;s:tc%in_ measure MIMO
technolo improve data South rate, reducing quip lexi t’ efficiency and
MIM Ogy transmission and Korea interference P £ 1y its impact
( ) signal quality ol sale on data rate

Here are practical examples of applying optimization of mobile communica-
tion and mobile internet quality in high-speed trains:
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e Germany: Deutsche Bahn uses dynamic resource management systems to
optimize bandwidth and reduce delays in train networks [4].

e Japan: JR East implements adaptive technologies for network manage-
ment in Shinkansen high-speed trains [3].

According to [8], the use of a Distributed Antenna System (DAS) involves
deploying multiple antennas throughout the train to ensure uniform coverage and
reduce signal loss. The formula for calculating signal coverage in high-speed
trains using the DAS methodology can be computed using the formula:

P

S __ ~ antenna

coverage — 2
d
where Sggyerae — level of coverage; Fenna

to the observation point.

Practical examples of DAS application:

e France: SNCF implemented DAS on high-speed TGV trains to improve
signal quality [10];

e China: Chinese Railways use DAS to ensure stable coverage on high-
speed trains [11].

According to the work [12], adaptive network calibration involves automatic
adjustment of network settings to account for changes in load and communication
conditions. At the mathematical level, the formula for calculating the above-
mentioned correction is given by equation:

X

adjusted =X Measurement

b

— antenna power; d — distance

+A

corrective ?

where X

Currently, this approach is actively used in the USA and Australia:

e USA: Amtrak implements adaptive calibration systems to improve signal
quality in its high-speed trains [7];

e Australia: Australian Rail Track Corporation uses adaptive calibration
systems to ensure stable communication [5].

Network load forecasting, according to the work [9], involves the use of ma-
chine learning algorithms for predicting network load and adaptive resource man-
agement:

— adjusted value; A — corrective coefficient.

adjusted corrective

Lprojected load = OLLpreVious + BAT >

where L — projected load; L — the previous load value; AT —

projected load
changes in time; o i B — adaptation coefficients.

previous

In the course of the analysis, it was determined that the current methodology
for network load forecasting is actively applied in South Korea and the United
Kingdom:

e South Korea: Korail implements machine learning algorithms to forecast
the load in KTX trains [11].

e United Kingdom: Network Rail utilizes forecasting technologies to opti-
mize the network in high-speed trains [4].

The consideration of signal amplification through the use of mobile repeaters
can be represented by the expression:
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S Souout + G

enhanced — ®outpu amplification >

where Seppanced — enhanced signal; S, — output signal; G,ppjification — am-
plification of the repeater.

Coherent signal association is a technology that combines signals from
several sources to increase the total quality and speed of communication [3].
Mathematically taking into account the coherent association can be represented in

the form of expression:
LY
Scoherent = Si ’
N

where S herent — coherent signal; S; — individual signals; N — number of

signal sources.

The reduction of jitter by bufferization involves the use of buffers to reduce
the impact of variability of delays in the network [1].

Mathematically, the effect of buffering within the reduction of jitter can be
calculated by means of expression:

1 & 2
Jreduced = TIZ;‘ (7; - Taverage delay value) 5
i=

where J,.quceqa — reduced jitter; 7; — individual delays; 7, — the

average delay value
average delay value; n» — number of measurements.

According to [10], internet roaming provides continuous communication by
switching between different networks without interruption.

Mathematically assessing the quality of internet roaming can be described
using formula:

Q _ Tswitching
roaming — >
Tconnection
where  Ojuming — the quality of roaming; 7yiping — time of switching

networks; 7., nection — total connection time.

According to [12], the introduction of data transmission technologies
through satellites involves the use of satellite joints to cover remote areas where
traditional networks have problems with coating problems.

Mathematically evaluation of satellite compound can be made using a
formula:

P,

S _ satellite signal
satellite signal — 1+ D >
*+ Dgatellite signal
where S, — satellite signal; P, — Satellite signal power; D, — delayed

satellite connection.

In accordance with [8], the expanded use of multi-channel technology
(MIMO) involves the use of multiple antennas to send and receive a signal that
allows you to increase the data rate and improve communication quality:

Fignal
Rymo =10g; [1 + %Ja
0
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where Ry — data transmission speed; Fyjgny

— signal power; N, — spectral
noise density; B — the width of the channel.

Analysis of the drawbacks and advantages of existing solutions:

1. Mobile communication technologies:

e 3G: While 3G provides good compatibility and wide coverage, its speed
and latency do not meet modern requirements for high-speed trains.

e 4G LTE: Provides significant improvements in speed and latency com-
pared to 3G, but it may have coverage issues in high-speed trains, especially in
remote areas.

o 5@G: Offers the best characteristics for high-speed mobile communication,
but its deployment is expensive and complex, requiring new antennas and equip-
ment.

2. Mobile communication enhancement technologies in moving objects:

e Mobile repeaters: Improve signal quality, but their cost and maintenance
can be significant. Their installation may also require coordination with operators.

e Antenna repeater systems: Improve coverage but have high costs and in-
stallation complexity. They may also require specific standards for integration.

e Dynamic resource management: Adapts to changes in load and increases
the efficiency of resource use, but it can be challenging to configure and may re-
quire new software solutions.

3. Metrological methods:

e Latency measurements: Allow quick and easy assessment of system re-
sponse time, but may not account for all influencing factors.

e Data transmission speed measurements: Provide an accurate view of net-
work bandwidth, but may be affected by other users.

e Signal quality assessment (RSRP, RSRQ): Enables evaluation of signal
quality, but results may vary depending on motion and real-world conditions.

It is worth noting that the results of this analysis have significant practical
value, as considering them helps identify weaknesses in existing solutions and
develop improved approaches that can more effectively address communication
quality issues in high-speed trains.

Table 2 presents the results of reviewing key quality parameters of mobile
communication and internet in high-speed trains.

Based on Table 2, a comprehensive approach to measuring and evaluating
the main parameters affecting the quality of mobile communication and internet
in high-speed trains is revealed, with an emphasis on metrological aspects. It is
important to note that metrology allows not only accurate measurements but also
the analysis of errors that occur during measurement under dynamic conditions,
such as the movement of the train. Metrological analysis can help assess the aver-
age value of this parameter and its variability under different movement condi-
tions. Suggestions for improvement:

o Introduction of dynamic measurements using automated monitoring sys-
tems in real movement conditions, which will provide more accurate data.

e Optimization of data collection methods, considering the train’s move-
ment and potential changes in signal characteristics depending on the landscape
and weather conditions.
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o Use of artificial intelligence to analyze large data sets and predict poten-
tial signal loss, allowing for early adaptation of network parameters to moving
conditions.

Table 2. Results reviewing key mobile and Internet quality parameters in high
speed trains

Parameter Description Measurement, Standards / Factors of Metrological
p methods standards influence criteria
The time required to | - Ping tests, ITU-T Speed, the qual-| Measurement
transfer the package | delay meas- . ; e
Latency Y.1541, ETS]| ity of infrastruc- | accuracy in high
from the source urements oy
. . EN 301 908 ture speed conditions
to the recipient using GPS
Speedtest,

. . Measuring 3GPP TS Network load, | Measurement
Transmis-| Maximum Data .
sion speed boot speed Compleges 36.521, ITU- number error depend}ng

for mobile TY.1564 of users on the terrain
networks
Signal | The force of the sig- l\/fietrgloglcal ETSI TS 136 Distance to the | Repeatability qf
. . evices to base station, |measurements in|
quality | nal obtained from . 133,3GPP TS . .
. estimate the obstacles on | different sections
(RSRP) the base station . 38.133
level of signal the route of the route
Percentage of lost . ITU-T Network trafﬁc Measgrlng
Package . Wireshark, jams, changing | losses in real
packages during data| . G.1050, RFC :
loss N Ping tests the terms of traffic motion
transmission 791 . . I
receiving signal conditions
Delayed Deviation pf packet Measurement ITU-T Network load, High measure-
. delay during their of traffic ment accuracy
variations L h ..~ 1Y.1540, ETSI changes X d
(jitter) transmission over the | monitoring EN 301 908 in speed In random
network tools conditions
. Measu‘rement o‘ffre- Signal Moni-| ETSI EN 302 The speed of Measurement
Signal [quency interruption, or| , =. movement of the .
. o . toring Tools |307-1, ITU-R|, . .. | accuracy with
instability| transition between (Cellmaper) M2135 | train, the density route trackin
base stations P ) of the coating &
_ | Thetime required to | Mobile de- ETSITS 102| Network load, | Definition of
Connection| establish a connection| vice logs,
. . . - 232, ITU-T number average values
time | between the client and| simulation .
Y.1564 of users and uncertainty
the network tools

According to [5], metrological analysis of mobile communication parameters
involves assessing measurement errors that occur under high-speed movement
conditions. This aspect is crucial for accurately reproducing results and correctly
configuring the network. Errors may be caused by a range of factors, including:

e Dynamic changes in signal intensity during movement.

o Delay fluctuations due to changes in route and infrastructure.

o Interference and signal overlap from different base stations.
To address this, it is essential to clearly define the types of errors that occur

and assess their impact on measurement performance.

measurc

ment errors:

Classification of

1. Systematic errors: Related to the specifics of measuring equipment and
network conditions:

e Caused, for example, by data transmission delay under low signal

strength

conditions.

e (Can be corrected through equipment calibration.
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2. Random errors: Resulting from changes in transmission environment

conditions.

o Arise due to train speed fluctuations or signal level variations.

o Their assessment requires statistical approaches.

3. Instrumental errors: Related to the technical characteristics of measur-
ing devices.

For example, antenna sensitivity or signal processing delay on mobile
devices.

4. Methodological errors: Occur due to imperfections in measurement
methods.

For example, measurement delay when using non-adapted testing methods
for high-speed movement.

Table 3 presents the results of the analysis of error evaluation during measure-
ments of mobile communication and internet quality parameters in high-speed trains.

Table 3. The results of the analysis assessment of errors during measuring
the quality parameters

Type of Method of evaluation Tl!e Factors
Parameter error of the error magnitude of influence
of the error
Delay Systematic Statistical packet +10-50 ms Train speed,
(Latency) | and accidental delay analysis network load
Transmission Accidental Comparlsgn of average +5-20 Mbps| Signal, network load
speed values with standards
Signal quality| Systematic and| Calibration of devices, +9-5 dBm Changing location,
(RSRP) instrumental | multiple measurements obstacles
Analysis of losses Traffic jams on the
Package loss [ Accidental through package +0.1-2% | network, the quality
trackers of the route
Delayed varia-| Systematic Statistical analysis 4520 ms Load on the network,
tions (jitter) | and accidental | of delay variations route of traffic
Signal Systematic and| Monitoring of frequen-|+2—10 Cases| Distance to base sta-
instability [methodological cies of signal interrupts| per hour tions, train speed

As seen in Table 3, the main types of errors for each of the key parameters of
mobile communication and mobile internet quality are outlined. It is important to
note that these errors can be minimized or corrected using appropriate metrologi-
cal methods.

1. Latency:

e The main sources of errors are variations in the speed of the train and
network load. High-speed movement conditions lead to increased latency due to
the increased distance to base stations.

e Error estimation method: statistical analysis of latency at different sec-
tions of the route to average the results and correct systematic errors.

2. Data Transfer Speed:

e The measurement of data transfer speed may vary depending on signal
quality and network load.

e To assess errors, multiple tests are conducted under different conditions,
followed by comparison of the results with normative values.

3. Signal Quality (RSRP):
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e FErrors may be caused by the instrumental features of measuring devices,
especially over long distances between the train and base stations.

e Regular calibration of measuring equipment can reduce systematic errors
related to signal strength.

4. Packet Loss:

e Random packet losses may occur due to network congestion or interfer-
ence along the train’s route.

e FError assessment is performed by analyzing packet trackers to identify
loss frequency and determine average values.

5. Jitter:

e Random errors vary depending on network load and the train’s route. When
analyzing these errors, it is essential to account for fluctuations in train speed.

o Statistical analysis using a large number of samples allows for the evalua-
tion of average values and jitter fluctuations.

6. Signal Instability:

e Systematic errors occur due to frequent switching between base stations,
particularly on sections of the route with poor coverage.

e Error assessment is performed by monitoring signal interruptions and
comparing the frequency of these interruptions with norms.

Table 4 presents methodological suggestions for reducing errors during the
measurement of mobile communication and internet quality parameters in high-

speed trains.

Table 4. Methodological proposals to reduce errors during measurements of
measurements of mobile and Internet quality parameters in high -speed trains

Method Description Expected result Formula
Noise Using digital filters to Reduction of random A 50
filtration | eliminate noise in the signal errors Reduction
Calibration Regular calibration of .
. . . Reduction A 0
of measuring | equipment to adjust system- . sys
. . of systematic errors
devices atic errors
Predicting conditions for |Increasing measurement _
Parameters : . . AReduction =
forecasting dynamic adjustment accuracy and reducing | #(Conditions)
of parameters errors B
. Averaging the results Reduction of random 1
Medium e - n
. of several measurements oscillations in X= —Z._ X,
smoothing p =
to reduce random errors measurement results
Using modern Switching to 5G standards Reduction of errors Increasing the
to reduce delay and regulatory values of
standards of . due to more stable .
o improve network . quality parameters
communication| . and faster connection .
bandwidth (speed, delay, jitter)

As seen in Table 4, error assessment is a critically important step to ensure

high measurement accuracy of mobile communication and internet quality in
high-speed trains. During the train’s movement, conditions often arise that lead to
increased errors due to rapid changes in infrastructure and network conditions.
Metrological analysis allows not only identifying these errors but also minimizing
them through corrective measures.
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MODELING AND TESTING

Suggested Methods:

1. Methods 1: LTE + 5G + Satellite: Combines LTE, 5G and Satellite
Technologies to improve overall quality trains. LTE provides a good coating on
the ground, 5G provides high data rate, and satellite communication provides
coating in areas where other technologies are not available.

2. Method 2: LTE + Wi-Fi + 5G: integrates LTE, Wi-Fi and 5G to ensure
improved communication quality. Wi-Fi is used to cover in areas where there is
access to powerful access points, LTE provides the main coating and 5G is used
to provide high data transmission rates in key areas.

3. Methods 3: 5G + micro-networks: combines 5G with micro-networks
(small, local networks) that are installed in train cars to improve communication
quality. Micro networks allow you to reduce delays and increase data rate by local
traffic control.

4. Methods 4: 5G + micro-networks + satellite: combines 5G, micro-
networks and satellite communication for the best results in high-speed train. It
provides high data transmission, delays and constant bonds in speed.

5. Method 5: LTE + DAS + Wi-Fi: Uses Distributed Antenna Systems (DAS)
together with LTE and Wi-Fi to improve communication quality. DAS provides a
uniform signal distribution within the train, improving the total coating.

Each technique uses different approaches to assessing the quality of
communication. Basic formulas: the bandwidth (B) is calculated according to the
expression:

where R — the amount of data transmitted; 7 — transmission time.
Delay (D) is calculated according to expression:

D=T T

total processing °

— total data transfer time; 7

processing data processing time.

where Ttotal

Jitter (J) is calculated according to expression:

>
- -1,
g 9
N-1 i=1
where N — Number of measurements; 7, — time of individual measurements;
T,y — the average value of time.

Batch loss (L) is calculated according to expression:
L= Niost. x100%,
total
where 7, — the number of lost packages; T, — the total number of packages.
The efficiency of buffering (E) is calculated according to the expression:
£ = Boutter 100,

total
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where By ., — buffering data; B, — total data.

Methodologically selected formulas allow you to quantify the improvement
of communication quality when using different techniques. Initial test conditions:
high -speed train: speed: 300 km/h; Route length: 500 km; Type of wagons: 10
wagons with integrated communication; Networks: LTE: frequency 800 MHZ,
1800 MHZ; 5G: frequency 3.5 GHZ Satellite ligament: LEO satellites. The
transmission of video files in size 25—-150 MB was tested. In Table 5 shows the
results of testing existing basic methods.

Table 5. The results of testing existing basic methods

. Bandwidth,| Delay, | Jitter,| Batch | Bufferin
Method Chain Mbps msy ms | loss, % | efficiency, g%
Method 1: LTE LTE 50 40 5 0.5 90
Method 2: 5G 5G 150 20 2 0.1 95
Method 3: Satellite Satellite 20 150 30 2 70
Method 4: DAS LTE/5G 80 35 4 0.3 93
Method 5: Wi-Fi Wi-Fi 70 50 6 1.0 85
Method 6: Wi-Fi + LTE Wi-Fi + LTE 90 30 3 0.4 88
Method 7: LTE+5G | LTE + 5G 160 25 3 0.2 96
Method 8: Micro-
Micro-networks networks 8 45 > 0.6 90
Method 9: Satellite + 5G|Satellite + 5G 140 50 8 1.0 85
Method 10: Mobile 60 70 | 12 | 15 80
Mobile roaming roaming

The results of testing according to the new proposed methods are presented
in Table 6.

Table 6. The results of testing are presented according to the new proposed methods

et | con PR D T N
Methonotogy 1 | Saeliie | 180 | 30 | 4 03 | o
Proposed Method 2| LTE + Wi-Fi + 5G 140 28 3 0.2 92
Methonology 3 | metworks | 170 | 25| 3 | o1 s
Mefﬁgggiggy 4 \?v(o}r—lisl\f-lgerl?eﬁ?; 200 20 2 0.1 97
Methonorogys | wip | 120035403 o

From Table 5 and 6 it is clear that: Methodology 1: LTE + 5G + Satellite:
The results confirm the research data that 5G provides the highest capacity, while
the satellite is much lower. The high satellite retention corresponds to the fact that
the satellite ligament is not suitable for applications where low delay is important,
similar results were obtained in work [5]. Satellite bonds have major problems
with jitter and batch loss, which is also confirmed by research [3]. Method 2: LTE
+ Wi-Fi + 5G: Wi-Fi significantly increases the overall capacity of the system,
confirming the results. Wi-Fi provides good delays and jitter, which corresponds
to research where Wi-Fi has less Wi-Fi delays also shows a lower level of packet
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loss than LTE, which confirms its effectiveness [6]. Methods 3: 5G + micro-
networks: micro-networks locally increase the efficiency of bandwidth, but do not
reach a speed of 5G [7]. Micro networks show a much lower delay and jitter
compared to 5G, which is confirmed by research [7]. Micro networks have a
lower batch loss, which is a positive aspect compared to 5G [8]. Methods 4: 5G +
micro-networks + satellite of the combination of all three technologies provides a
wide range of bandwidth, but the satellite bond limits the overall results [12]. The
satellite bond adds considerable delay and jitter, which, according to research,
reduces the total quality [10]. The high level of batch loss of satellite
communications confirms its restriction for real -time use [9]. From the above it is
evident that the technique 2 (LTE + Wi-Fi + 5G) provides the best combination of
speed, delay and quality of communication for most applications by making Wi-
Fi, which improves local performance. Method 1 and Methods 4 have some
restrictions due to satellite communication, which strongly affects delay and
quality. Method 1 (LTE + 5G + Satellite): Problems with compliance with current
standards: High satellite delay exceeds the recommended limits of international
ITU-R standards for delay (up to 200 ms). This can affect the overall quality of
communication and require improvement of calibration and compensation for
systematic errors. Recommendations: Consider improving the satellite
components or reducing their use in combination to increase compliance with
standards. Methodics 2 (LTE + Wi-Fi + 5G): compliance: compliance: meets the
requirements of 3GPP standards for LTE and 5G, as well as IEEE for Wi-Fi. Jitter
also provides less delay in accordance with modern quality standards.
Recommendations: regular calibration and accurate measurement to support these
standards. Methods 3 (5G + micro-networks): meets the requirements of 3GPP
standards for 5G. Micro networks must adhere to IEEE specifications for wireless
networks that may require clarification. Recommendations: Measurement and
calibration accuracy for micro-networks to reduce possible errors. Methodics 4
(5G + micro-networks + satellite): Compliance problems: High delay and satellite
jitter do not meet the recommended limits for modern quality standards . Requires
comprehensive metrological control. Thus, technique 2 is the most appropriate to
modern standards due to the combination of LTE, Wi-Fi and 5G, which provides
optimalimatics and satellite jitter that influence their compliance with standards.

CONCLUSIONS

The analysis of the current state of raised in the article showed that the evaluation
of errors is a critical step in ensuring high accuracy of measurements of mobile
and Internet quality measurements in speed trains. During the movement of the
train, there are often conditions that lead to an increase in errors due to rapid
changes in infrastructure and network conditions. From the proposed techniques
for improving the quality of mobile communications and the Internet in speed
trains: Method 2 (LTE + Wi-Fi + 5G): shows the best results by combining
technologies with low delay and griter. Metrological measurement confirms its
effectiveness due to lower delays and jitter compared to other techniques.
Therefore, technique 2 is the most effective in terms of metrology because of its
combination of technologies, which provides the best results in the aspects of
bandwidth, delay and jitter. The prospects for further research are to improve
existing techniques, as well as to study the latest technologies that can help
improve the quality of communication and Internet in speed trains.
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JOCJIIIKEHHS TA PO3POBJIEHHSI METOAIB INOKPAIIEHHS SAKOCTI
MOBIJIBHOI'O 3B’A3KY TA MOBUIBHOI'O IHTEPHETY B HIBUJAKICHUX
MNOTSITAX / H.B. Ulregan, C.B.)XKurno

AHoTamisi. 3anpONOHOBAHO PO3II e(eKTUBHAX METOJIB Ta 3aco0iB ais 3abesre-
YEHHs MOKPAIICHHS SKOCTI MOOLIBEHOTO 3B’s13Ky Ta MOOiIbHOrO [HTEpHETY y MIBHI-
KiCHUX NOTAraXx. Y CHEeKTpi MaHOi TEeMaTHKHA PO3MVSIHYTO AaKTyalbHi MHTaHHS,
MOB’s13aHi 3 TOCSTHEHHSM MOKPAIIEHHS SKOCTI MOOLIBHOrO 3B’53Ky Ta IHTepHeTry y
MIBUAKICHAX MOTSrax. Y XOJi TPaKkTHYHOTO JAOCHIIKEHHS Ha MOJEIBHO-
KOMIIJIEKCHOMY PiBHI PO3IJITHYTO METPOJIOTIYHI OCOOIMBOCTI 3aIPONOHOBAHHUX HO-
BUX KOMOIHOBaHHX METOJHWK IIOJI0 IMOKPAIIEHHS SKOCTI MOOLIBHOTO 3B’S3Ky Ta IH-
TEpHETY Yy IIBHAKICHUX IMOTAraX. YCTaHOBJCHO, IO METOIHKA, sika mepenbadae
komOinamito MeroxiB (LTE + Wi-Fi + 5G), noka3ye Haiikpamii pe3yJibTaTH 3a paxy-
HOK KOMOiHaii TEXHOJIOTIH 3 HU3bKOIO 3aTPUMKOIO 1 JUKHTEPOM. MeTpoJIoriyHe BH-
MIpIOBaHHSI MiATBEPKYE i1 epeKTHBHICTh Yepe3 MEHIIIi 3HAYCHHS 3aTPUMKH 1 JKUT-
Tepa MOpPIBHAHO 3 IHIIMMHM Meroaukamu, Meromuka 3 (5G + Mikpomepexi):
MIPOTIOHY€E BUCOKI JIOKANbHI MOKa3HUKH, ajle 0OMeKeHa MPOIyCKHa 31aTHICTh. MeT-
POJIOTiYHI JaHi MATBEPAKYIOTh 3MEHILIEHY 3aTPHMKY 1 IPKUTTED.

KurodoBi ciioBa: koMIuieKCHa MOJIENb, CTAHAAPTH SIKOCTI, iHTerpaliiiHe TecTyBaH-
HsI, MOJyJIbHE TE€CTyBaHHsI, TEXHOJIOTIUHI BUKIUKH, MiKpoMepexi, SG, uudposi ko-
MYHIKaIii.
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SELECTION OF TARGET FUNCTION IN OPTICAL COATINGS
SYNTHESIS PROBLEMS
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Abstract. The article presents general information on the use of optical coatings in
various industries and analyzes the main approaches to optimizing optical filter
structures. An approach to solving a class of optical coating synthesis problems is
proposed, based on the formation of a new optimization model. The primary atten-
tion is paid to the formalization and analysis of the target function. To determine the
quality of the optical coating, the deviation of the spectral characteristics from the
required ones was estimated using the least squares, least absolute deviation, and
minimum criteria. As a result, both smooth and two non-smooth target functions are
proposed and analyzed. The peculiarities of their application in solving optimization
problems related to optical coating synthesis are described, and corresponding nu-
merical experiments are presented.

Keywords: optical coatings synthesis, wide bandpass filters, mathematical model-
ing, optimization, r-algorithm.

INTRODUCTION

Optical layered coatings have been used in a vast array of applications across dif-
ferent industries for many decades. They are used to modify the behaviour of
light, enhancing the performance of optical devices in several ways. These coat-
ings are commonly made of thin films of different materials that are deposited
onto a substrate using various techniques, including sputtering, evaporation, and
chemical vapour deposition [1]. One of the most prominent applications of optical
layered coatings is in the field of optics. Optical lenses, filters, and mirrors are
coated with thin layers of materials such as titanium dioxide, silicon dioxide, and
aluminium to modify their refractive index, reflectivity, and transmission proper-
ties. These coatings help to reduce unwanted reflections, increase the light trans-
mission, and improve colour accuracy, resulting in sharper, clearer images [2].
The film industry also relies heavily on optical coatings to improve the perform-
ance of cameras and lenses. Antireflective coatings applied to camera lenses re-
duce lens flare and ghosting, leading to crisper, higher-quality images. Similarly,
polarizing filters are used to eliminate reflections and glare, resulting in better
contrast and richer colours in the final footage. Optical layered coatings are also
crucial in the medical field [3]. They are used to improve the performance of
various medical devices, such as endoscopes, surgical lasers, and imaging sys-
tems. These coatings help to increase light transmission, reduce unwanted reflec-
tions, and improve the resolution and contrast of medical images, resulting in
more accurate diagnoses and better treatment outcomes. In the field of electronics,
optical layered coatings are used in the production of various displays, including
LCDs and OLEDs [4]. These coatings help to increase the brightness and contrast
of displays, reduce glare and reflections, and improve colour accuracy. They are
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also used in the production of solar panels to increase the efficiency of light ab-
sorption and conversion into electricity [5].

There are various approaches to optimizing the structures of optical layered
coatings [6]. The trial-and-error method [7] involves manually adjusting the
thickness and refractive index of each coating layer until the desired optical per-
formance is achieved. However, this method can be time-consuming and does not
always lead to an optimal coating design. Analytical methods use mathematical
equations to calculate the thickness and refractive index of each coating layer.
Some common analytical methods [8] are based on quarter-wave structures or
structures that use bandwidth matching. These methods are relatively easy to use
but do not always result in the optimal coating structure.

Numerical methods use computer algorithms to model the behavior of light
waves within the coating and optimize the structure based on predefined criteria.
Some common numerical methods include the transfer matrix method and the
reverse wave analysis (RWA) method. The transfer matrix method [9] does not
provide a natural way to model these optical properties, making it insufficient for
synthesizing optical coatings. This method also assumes linear transformations,
which do not account for light dispersion as it passes through materials. In optical
coatings, materials are typically used where dispersion is a significant factor and
must be considered in the design. The RWA method [10] can be very sensitive to
initial conditions or input data. Even minor errors or inaccuracies in measure-
ments or models can lead to incorrect results. However, these methods can be
highly accurate and consider a wide range of structural criteria, but they are com-
putationally complex [11].

Genetic algorithms [12] can be effective for the synthesis of optical coatings,
but they may require a significant amount of computational resources and can be
quite slow. The method of microstructured surfaces [13] uses structured micro-
elements on the surface to create the desired optical properties. However, their
production can be complex and require high-precision processing. Optical coat-
ings created using the phase mask method [14] can be sensitive to changes in
temperature, humidity, and mechanical stresses, leading to changes in their optical
properties.

When using numerical methods, the choice of the objective function plays an
important role. This work proposes several objective functions that can be used to
optimize the parameters of optical coatings. One smooth and two non-smooth ob-
jective functions are presented. The effectiveness of their use is demonstrated
with an example of a non-smooth objective function.

PROBLEM STATEMENT AND MATHEMATICAL MODEL

Multilayer optical coatings represent a structure consisting of N layers. The j-th
layer is characterized by two parameters: the refractive index (n;) and the geo-

metric thickness (d;) (Fig. 1). There are two main tasks associated with them.

The first task, known as the direct or analysis task, involves determining the spec-
tral characteristics (transmission, reflection, and absorption coefficients) of a
known multilayer thin-film system based on the known characteristics of the coat-
ing. The task of calculating the characteristics of an interference coating is based
on solving the stationary wave equation in the plane wave approximation. To
date, a large number of computational schemes have been developed for calculat-
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ing optical coatings. Perhaps the most common approach is based on calculating
the tangential components of the electric and magnetic field vectors sequentially
at all layer boundaries that form the coating. Introducing the matrix form of re-
cording equations that connect the field amplitudes at adjacent boundaries al-
lowed for a compact and consistent consideration of interference effects in lay-
ered structures of all types.

o dy d d,
> » -+ >
0
N es
6y 0, 0,
n
n, ny n; n, s

Fig. 1. Scheme of a light transmission through a multilayer optical structure

The second task, known as the inverse or synthesis task, involves determin-
ing the parameters of the multilayer optical structure that would optimally repro-
duce its predetermined spectral characteristics. In other words, the synthesis problem
is to find such parameters of multilayered optical coating — refractive indices
n=(n;,n,y,...,ny), and geometric thicknesses of layers d =(d,,d,,....dy) (N —
number of layers), — under which, function, chosen to estimate transmittance
factor quality, will be minimal in a given wavelength range [A;,A,]:

F'=F(i',d")=minF(ii,d), M
i,d
subject to
nl-min <n, <n™, i=1,2,...,N, )
dM <d; <d™* i=1,2,...,N, 3)

where F© — minimum value of a coating target function.

Constrains (2), (3) have been imposed on the following parameters of multi-
layered optical coating — refractive indices and optical thicknesses. The refrac-
tive indices have been selected from the available coating-forming materials. Dif-
ferent sets of them can be created based on the spectral ranges of materials.

For visible and infrared rages, as a rule, the refractive index does not exceed
2.6. For the ultraviolet rage, materials with a higher refractive index can be used.
Constraints (3) have been imposed on the geometric thickness of coating. The
lower limit is tied to the application process, the upper limit, in the process of
making multilayered optical coatings, as a rule, does not exceed the operating
wavelength 2.

The value of the energy transmittance index for the electromagnetic wave-
length A through the multilayer optical structure should light fall on the surface at
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an angle 0, (Fig.1) has been calculated through the coefficients of the character-

istic matrix M (ﬁ,c? ,A) as follows:

2+&M121(’7557,7v590)+&Mzzz(fl,ci,%eo)+P0PSM122(E,67,7»,90)+
Do

s

M3, (i,d ), 0,)

s PoPs
where p, =ngcos0, and p;=n,cosO;, — for TE wave (s -polarization);
n o
Po=—"— and p, = — for TE wave (p -polarization); 6, — angle of
cos 0, cos 0
incidence; 0, — angle of reflection; n,, n, — refractive indices of an environ-

ment and a substrate, accordingly.

The characteristic matrix of the N-layer structure is equal to the product of
the matrices of each of the layers [15]:

M (7i,d %, 0,) =
=M(ny,dy,MON)M(ny_y,dy 1,1 0y5_) - M(ny,dy, A, 0,) M (ny,d,,A,0,),

where the characteristic matrix of the layer equals

cosd(n,d,\,0) —-—sind(n,d,\0),
n

M(n,d,\,0)=
—insind (n,d,A,0)  cosd (n,d,A,0),
o(n,d,\,0)= chose — phase thickness of the layer; 6 —angle of incidence.

Angles of incidence for each layer follow the Snell’s law and can be easily
calculated according to the ratio:

nysinBy = m;sin®; =n,sin6, =...=n;sin6; =...=nysinby =nsin6;.

If 6, =0, then the value of transmittance factor for the N-layer optical struc-

ture can be calculated using the following formula

T(i,d,\) =
) 4
2+Z°Mfl(ﬁ,a?,x)+zsMé(ﬁ,i,k)+nonstz(ﬁ,c7J)+nln M3, (7d, )
s 0 0fts

where the characteristic matrix of the N-layer structure is written as
M (ii,d,\) = M (ny,dy,NMny_y,dy_1,A)--M(ny,dy,N) M (ny,dy, L),

and characteristic matrix of one layer is given by

2nnd i . 2nnd
cos . — —sin
_ n
M(n.d,}) = .. 2nnd 2nnd
—insin cos
A A

It should be noted, that characteristic matrix of the multilayered optical structure
meets following condition
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det (M (ii,d,\)) =1. (4)
This follows from the fact that the characteristic matrix of each layer has the
same property
det(M(n;,d;,\) =1, i=1,2,...,N.
Property (4) has a simple physical meaning. If an electromagnetic wave
propagates in N media that do not absorb its energy, then an arbitrarily combined

(of these N media) medium will not absorb the energy of the electromagnetic
wave.

OPTICAL COATING TARGET FUNCTIONS AND THEIR USE

The following coating target functions can be chosen to solve the synthesis prob-
lem (1)—(3):

E@ﬁb%ém@@ikkﬂwﬂm{ )
-1 _L -
FZ(ﬁad):zgwi T, d, ;) = Tigear (A (6)
By d) = max w[TGd,0) =T 0:) ™
where w; — weighting coefficients, which determine the input on the objective

function at wavelength A;; L — the number of grid points on the spectral interval
between A, and A; T (ﬁ,c? ,A;) — the value of the transmission index for parame-

ters (7i,d) and at wavelength A;; T, (A;) — the value of the transmission in-
dex at wavelength A; .

Coating target functions (5)—(7) have been described below. Function
Fl(ﬁ,cy ) sets the weighted standard deviation of the transmittance indices from

the required for the selected L values of wavelengths. This function is smooth, so
gradient methods, quasi-Newton methods and zero-order methods (use only the

values of the objective function) can be used to minimize it. Function F, (ﬁ,c? )
sets the weighted sum of deviations from the mean with respect to the selected L.
Function F;(n,d) specifies deviation under minimax control (Chebyshev crite-

rion). The functions Fz(ﬁ,c?) and F}(ﬁ,cy) are non-smooth, so Shore r-

algorithms and zero-order methods can be used to minimize them.
When solving the antireflective coating substrate problem, the values of

T joal (fi,d ,A;) are constand and equal to unity. With regard to afford mentioned,
the objective functions takes the form:

— L —
R d) = YT Gid ) - 12,
i=1
- 14 -
QWJFZZMV@¢M%L
i=1
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F3(ﬁ,c§) = i{rllaxLWi‘T(ﬁ,g,ki) _1‘-

Given that the value of transmittance factor is less than unity, the function
F, (7i,d) can be expressed in the following form

- 1 L ~ 1 L 1 L ~
Fy(ii,d) = ZZWi‘T(ﬁ,d,xi) -1 = 2w T d ),
i=1 i=l1 i=1

and will be smooth, when solving the antireflective coating substrate problem. In
the similar fashion, the function F; (ﬁ,c? ) can be expressed in the following form

Fy(ii,d) = max wi‘T(ﬁ,J,ki)—l‘z max w,(1—T(ii,d,\,)),
i=l,...,L i=l,...,L

But in contrast to the function F, (7, d ), it's non-smooth.

Ifall w; =1, we obtain following objective functions:

F(i.d) =%i(nﬁ,&',xi)—n2,
i=1

- L - L _
Fy(id) = -3 |T G d ) -1 =1- 1 Y T(Gd 1),
L5 L5
Fy(ii,d) = max ‘T(ﬁ,c?,x,-)—l‘z max (1-T(i,d,\,)).

i=l,...,L i=l,...,L

In a number of studies problems of wide bandpass optical coatings synthesis
have been reviewed as maximization problems for similar deviations, and not for
the maximum transmittance, but for the minimum possible, i.e. zero value of the
transmittance [16]. For weighted standard deviation, there is an alternative, where
the maximization problem can be described as

— L —
maX(F(ﬁad):lsz(n(xl ’dax‘l)J: (8)
i,d L3
subject to (2) and (3).

In a similar way, for weighted sum of deviations from the mean this problem
can be described as

max (F(ﬁ,c?) . %gT(Wﬁ,m} ©)

subject to (2) and (3).
And for deviation under minimax control (Chebyshev criterion) is as follows
max (F(ﬁ,j) = izlrrii.?L T(Txl.),a?,x,.)j . (10)

subject to (2) and (3).

For these models, which use target functions (8)—(10), it is assumed that
there may be a refractive index dispersion. Accordingly, the value of the refrac-
tive index is a function of wavelength and function is defined using approxima-
tion Zellmeier formula
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B C.
n,.(x)z\/Aﬁk—“x—ﬁDix%Eiﬁ ,

where A4;,B;,C;,D;,E; — parameters for refraction index model in the presence

of dispercion. Optical materials can be described either by the values of the dis-
persion formula coefficients, or directly by the values of the refractive index for
different wavelengths. For many optical materials, this information is available in
databases. Also, during the study, one layer can be considered smooth or partially
inhomogeneous [17].

Problem (1)—(3) is multiextremal. It contains 2V variables, where the first N
variables are the refractive indices of the layers, the second N variables are the
geometric thicknesses of the layers. Bilateral constraints on variables are set by
conditions (2)—(3). The local minima of the problem (1)—(3) often provide the re-
quired approximation accuracy and have implementable coating parameters. Such
solutions are often called quasi-optimal. In this work we decided to follow up on
the suggested term, so by quasi-optimal solutions we will always mean such local
extremums of problem (1)—(3), for which the found coating parameters are practi-
cally feasible.

Problem (1)—(3) can be modeled as unconstrained optimization by using
transition from one variables to another

min max miny ;.2
x;=x; +(x;7 —x; )sin"z;, (11)
max _2 min
xj=—t Sl j=1.,N. (12)
’ Zj+1

Thus, a solution for each parameter can be found at infinity. An objective
function has been complicated by this. Formula variables (11) provide a smoother
change of the formed surface and have less abrupted transition in comparison to
another formula (12). On the other hand, the transition to unconstrained optimiza-
tion by formula (11) requires the calculation of the value of arcsin(x), which is a
rather time-consuming operation. For the approach used in this paper, this applies
to both the values of geometric thicknesses and refractive indices. To do this, the
minimum and maximum refractive indices must be selected.

As the number of layers increases, more parameters for reduction of the tar-

get functions F(ii,d) value in the optimization problems of optical coatings syn-

thesis, can be obtained. Therefore, it is necessary to clarify the criterion for termi-
nation of the search process for solving optimization problem (1)—(3). This goal
can be archived by looking for € solution:

F(ii,,d,)-F|<e. (13)
In case of minimization problem — it will be inequation F (ﬁ;k , dj )-F “<e,

and in the case of maximization problem — F~ — F(ii,,d,)<¢.

The introduction of inequality (13) into the optimization model has been
caused by two factors. First, there are a large number of quasi-optimal solutions
that can have a design implementation. Secondly, it is often impossible to achieve
an exact approximation of predetermined spectral characteristics. The spectral
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characteristics of the optical coating are analytical functions and can be differenti-
ated an infinite number of times [11]. Accordingly, if the idealized characteristic
is constant or has gaps, then exact approximation cannot be obtained. From a
practical point of view, the definition of the problem should also include a condi-
tion of limiting the number of layers, which would serve as a criterion for termi-
nation of the search process, and can serve for correction of a sufficiently small
value of .

An additional condition associated with the manufacture of optical coating
selects one design from a variety of solutions that meet criterion (13), and accord-
ingly, the second Hadamard condition will be met. This condition must also take
into account the characteristics of the selected materials, their interaction with
each other.

The application of the Monte Carlo method allows choosing the most fault
tolerant design solutions [18]. Therefore, for the chosen optical coating, the con-
dition must be met that a slight change in the input parameters will also satisfy
criterion (8), and, respectively, will satisfy the third Hadamard condition.

COMPUTATIONAL EXPERIMENT

The developed approach has been applied to improve the behaviour of existing
wide bandpass coatings. For this purpose, we used Shor’s R-algorithm [11; 19]
with coating target function represented as

— L —
F(n,d)= mi 1-T(n,d,\;),
Gird) = min_ zl\ (7i,d, )
where [A,A,] — wavelength range under study; L — number of points in the

wavelength range from A; to A,. In this section, the chosen value of L equals
Ay —A; +1, ie. in the objective function, each integer-value of the interval was
considered [A,A,].

Let us demonstrate application of the proposed optimization approach on a
practical example. For this, we will use three optical coatings known in the industry.

In wavelength range between 450 and 800, value of the first coating target
function F(7i,d)=1.404 (curve 1 — parameters of the optical coating known
in the industry 3.76-nd,=3.76-n,d>,=0.455-n3d=n4d,=0.25-4y, n,=2.0, n,=1.37,
n;=2.0, n,=1.37), and for the second — F(fz,c?) =0.838 (curve 2 — parameters,
which have been calculated in this article 6.58-n,d,=4.06-1n,d,=0.441-n3d;=0.944-
n4ds=0.25-4, 11=2.1, n,=1.35, n;=1.9, n4=1.35). Accordingly, value of the coating
target function F(#, d ) has been improved by 40% (Fig. 2).

Graph of the coating target function can be easily assessed, if we will fix all
parameters, except two (except geometric thicknesses of third and fourth layers,
have been fixed, for optical coating with parameters 0.153-n,d,=0.25-n,d)=
=0.25-4y, n;=1.35, n,=1.9, n;=1.35, ns=2.1 in the case of antireflection coating
application with refractive index n, =1.52). As can be seen in the Fig. 3, even

the part of the graph let us assume that this graph has a ravine-type shape. Let’s
consider the sevenlayer antireflection coating, consisting of alternating layers
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(1.35 and 2.1), for which layer optical depths in respect to A, are as follows —

0.05: 0.071 : 0.062 : 0.257 : 0.018 : 0.12 : 0.2, for which all derived optimal pa-
rameters, except geometric thicknesses of sixth and seventh layers, has been
fixed. Resulting graph (Fig. 6) clearly shows that graph of the estimated target
function has, indeed, a ravine-type shape. It has fixed all the optimal parameters,
except geometric thicknesses of sixth and seventh layers, have been fixed, for
sevenlayer antireflection coating, consisting of alternating layers with refractive
indices 1.35 and 2.1, layer optical depths of the first five layers with respect to A,

are as follows — 0.05 : 0.071 : 0.062 : 0.257 : 0.018.
1 .

0998

0.996

0.994

0.992)

%50 520 390 660 730 800
A, HM
Fig. 2. Wide bandpass filter transmittance curve in the case of antireflection coating ap-

plication with refractive index n,=1.51

- minimum

Fig. 3. Graph of the quality function of the four-layer coating
In wavelength range between 450 and 750, value of the first coating target
function F(ii,d)=0.665 (curve 1| — parameters of the optical coating known

in the industry, layer optical depths with respect to 4, are as follows — 0.064 :
0.038 : 0.401 : 0.032 : 0.084 : 0.459 : 0.229), and for the second —
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F(ﬁ,cf )=0.324 (curve 2 — parameters, which have been calculated in this arti-
cle, layer optical depths with respect to A, are as follows — 0.087 : 0.03 : 0.315 :
0.043 : 0.113 : 0.48 : 0.22). Accordingly, value of the coating target function
F(ii,d ) has been improved by more than 50% (Fig. 4).

1

09901

0.998

0997 ! : S .

0.996 —

099350 510 570 630 690 750
A, HM
Fig. 4. Transmittance curve for sevenlayer antireflection coating, consisting of alternat-

ing layers (1.35 and 2.1) of substrate with refractive index n,=1.52

It should be noted, that for gradient methods, the use of this objective function
gives a less effective result. For these methods, one must use the target function (10).
In wavelength range between 450 and 750, value of the first coating target

function F'(n, d )=0.953 (curve 1 — parameters of the optical coating known in
the industry, layer optical depths with respect to A, are as follows — 0.06 : 0.02 :
0.35:0.02: 0.07 : 0.42 : 0.21), and for the second — F(#,d)=0.478 (2 — pa-

rameters, which have been calculated in this article, layer optical depths with re-
spect to A, are as follows — 0.05 : 0.071 : 0.062 : 0.257 : 0.018 : 0.12 : 0.2). Ac-

cordingly, value of the coating target function F(ii,d) has been improved by
almost 50% (Fig. 5).

CONCLUSIONS

This paper describes three types of target functions, which can be used for solving
optimization problems of optical coatings synthesis. Their reduction to the prob-
lems of unconstrained minimization of smooth and non-smooth functions has
been described and the peculiarities of the transition to new variables for each of
the proposed models has been investigated. The following computer implementa-
tions can be used to accelerate solving optical coating synthesis problems: tabula-
tion of values of trigonometric functions, fast matrix multiplication and the use of
an efficient method for one-dimensional optimization.

A computational experiment has been performed, in which the target func-
tion in the form of the weighted sum of deviations from the mean was taken and
spectral characteristics of the three available wide bandpass antireflection filters
has been improved by using the r-algorithm for optimization. For one of the wide
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bandpass antireflective coatings, the target function was improved by 40%, and
for the other two, the target function was improved by 50%.
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BUBIP ®YHKIIIi SIKOCTI B 3AJIAYAX CUHTE3Y ONITUYHUX TOKPUTTIB
/ O.B. Miua, I1.I. Creurok, C.C.2XKykoscrkuit, O.M. JleBuyk, B.I. I1enko, I.B. llamouka

AmHorauisi. HaBeneHo 3aranbHi BiTOMOCTI PO BUKOPHUCTAHHSI ONTHYHUX ITOKPHTTIB
y PI3HHUX Trajy3siX MPOMHCIOBOCTI Ta IPOaHAIi30BaHO OCHOBHI MiJXOAU 0 ONTHMi-
3amii CTPYKTYp ONTHYHUX (iIBTpiB. 3amponoOHOBAHO MiAXiJ A0 BUPILICHHS Kiacy
3a7a4 CHHTE3y ONTHYHUX MOKPUTTIB, 3aCHOBAHUI Ha (OpMyBaHHI HOBOi ONTHMIi3a-
uiifnoi Mmoneni. OCHOBHY yBary mpuaineHo ¢opMaiizanii Ta aHanizy HiaboBoi (yH-
Kuii. J[yist BU3HAYCHHS! SIKOCTi ONTHYHOTO TIOKPHUTTSI BUKOPUCTAHO OL[HKY BiIXHJICH-
Hsl CHEKTPAJbHHX XapaKTEPHCTUK BiJl HEOOXiMHMX 3a KPUTEPisIMH HaWMEHIINX
KBaJpaTiB, HAMMEHIINX aOCONIOTHUX BIIXWJICHb 1 MiHIMAaKcy. Y pe3yJsbTaTi 3ampo-
MOHOBAHO Ta JOCTIPKEHO sIK TIaJKY, Tak i ABi HErNajaKi HinboBi ¢yHKIil. OnucaHo
0COOJIMBOCTI iX 3aCTOCYBaHHs B PO3B’sA3yBaHHI ONTHMI3aliifHUX 3a[a4 CUHTE3Y OII-
TUYHUX TOKPHUTTIB Ta HABEICHO BiAMOBIJHI YHCIIOBI €KCIICPUMEHTH.

KorodoBi cioBa: cuHTe3 ONTHYHMX MMOKPHUTTIB, IUPOKOCMYTOBI (QinbTpH, MaTeMa-
THYHE MOJICIIIOBaHHS, ONTUMI3allisl, 7-aIrOPUTM.
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USE OF METHODS AND TOOLS
FOR ENSURING SOFTWARE QUALITY

A.S. SHANTYR

Abstract. This paper proposes an examination of effective methods and tools for
ensuring software quality. The scope of this topic includes current issues related to
software quality assurance within the context of analyzing methods and tools used in
practice to develop high-quality software. During the modeling process, a new com-
prehensive model for software quality assurance has been developed, combining
modular testing, integration testing, and continuous integration methods. The advan-
tage of this development is its enhanced adaptability to addressing key challenges in
software quality assurance. Based on the developed model, strategies and ap-
proaches are proposed to improve configuration management processes and identify
vulnerabilities in software systems.

Keywords: comprehensive model, quality standards, integration testing, unit testing,
technological challenges, integration testing, continuous integration.

INTRODUCTION

In the modern digital world, often referred to as the era of software, the concept of
software quality has become not only relevant but critically important. In all areas
of activity, from business and science to everyday needs, software has become an
integral component. However, the mere existence of a software product does not
guarantee its success [1]. In this regard, it is quite appropriate to agree with the
views of the authors of the work [2], which conclude that quality becomes the
decisive factor influencing decision-making and meeting user needs [2].

According to the authors of the study [3], achieving high-quality software
requires not only innovative technologies but also effective methods and tools for
ensuring quality. These methods and tools encompass a wide range of activities,
from testing and code analysis to quality management and the implementation of
best practices in the software development process. Scientific research in the field
of software quality assurance has been conducted for several decades, and many
aspects have already been addressed, including:

e test automation: numerous tools, frameworks, and Continuous Integration
/ Continuous Deployment practices have been developed for automatic code qual-
ity verification [1-3];

e quality metrics: a set of metrics has been defined and implemented, such
as code coverage, system response time, the number of defects per unit of code,
and others [4; 5];

e software security: immunity to many types of attacks has been devel-
oped, popular vulnerabilities such as SQL injection, cross-site scripting (XSS)
and others have been identified and fixed;
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o development methodologies: there are many recognized methodologies,
such as Scrum, Kanban, DevOps, which regulate development and quality assur-
ance processes.

However, there are also unsolved problems and directions for further re-
search, namely:

o intelligent testing: unsolved questions regarding the evaluation of the de-
velopment of machine learning methods for automated testing that are able to
adapt to changes in the code and respond to new functions. The essence of the
problem of intelligent testing within the framework of quality assessment of soft-
ware systems boils down to the fact that testing requires an understanding of the
functionality of the program and the possibilities of automation. Ensuring the
adaptability of tests to changes in the code requires intelligent systems. The com-
plexity of solving the above-mentioned problem lies in the fact that at the current
level of technological development of qualitative evaluation of software systems,
there are technological difficulties in the development of optimized machine
learning algorithms that can adapt to changes in the software code and detect new
functionalities automatically;

e security of microservice architecture: issues related to ensuring security
and integrity in the context of the rapid development of microservice systems,
given the large number of interacting components, have not been fully resolved.
According to [5], the significant number of interacting microservices creates a
vast attack surface, complicating the detection and resolution of potential vulner-
abilities. As per [6], the challenge in addressing this problem at the methodologi-
cal level lies in the incomplete implementation of mechanisms that address the
development of systems for detecting and monitoring potential attacks, as well as
the development of secure microservice development practices;

e automation of vulnerability detection: the issues surrounding the devel-
opment of effective tools for automated detection of new vulnerabilities and their
subsequent remediation have not been fully addressed. According to [7], the es-
sence of this problem is that vulnerabilities evolve, and tools need to detect new
security threats. The challenge here is the constant need to develop more effec-
tive, cutting-edge tools and technologies capable of identifying new and unknown
vulnerabilities through contextual understanding and advanced detection methods;

e combination of functional and learning-based testing: approaches that
combine functional testing with machine learning to more effectively detect de-
fects have not been fully developed;

e security guarantees at large scales: the development of methods and ar-
chitectures to ensure the security of software systems in large, distributed, and
complex ecosystems has not been fully addressed. The core of the problem is that
in large ecosystems, such as cloud services, ensuring security at all levels is chal-
lenging [8]. Additionally, there are difficulties in using distributed architecture,
encryption, and security standards to protect vast amounts of data and systems;

o cthical aspects in testing: the development of standards and ethical norms
for automated testing systems and their impact on people has not been fully ad-
dressed.

The core of the problem is the need to solve issues related to testing that may
affect user privacy and security. The complexity of this issue lies in the definition
of standards and the implementation of practices that ensure ethical standards in
testing.

Cucmemni docnioxcenna ma ingpopmayivini mexuonoeii, 2025, Ne 3 61



A.S. Shantyr

ANALYSIS OF RECENT PUBLICATIONS

Foidl H., Felderer M. [1] considered the principles of integration of software qual-
ity models based on risk-oriented testing. The authors noted above solve the prob-
lem of defining software by using quality models. Within the scope of the raised
topic, the authors propose to integrate software quality models based on risk-oriented
testing, according to their position, this approach will help significantly improve the
effectiveness of testing, allowing to focus on areas with high risk for software.

The advantages of this approach are more efficient use of resources: focus-
ing testing on high-risk areas allows for more efficient use of limited resources,
directing them to the most critical aspects of the software. In addition, risk-based
testing, based on quality models, allows you to better consider business needs and
focus on aspects of the program that have the greatest impact on business proc-
esses. The authors also note that the integration of quality models helps to identify
potential problems and risks in advance, which allows developers to pay more
attention to their solution in the early stages of development. In addition, the au-
thors proved that focusing on important areas of risk improves software quality by
identifying and solving problems important to users. However, the integration of
software quality models into risk-based testing proposed by Foidl and Felderer
may have certain drawbacks, namely:

e complexity of integration: transferring quality models into the context of
risk-based testing can be challenging, especially if there are different methods and
approaches to defining quality and risks;

e data heterogeneity: quality models may be based on different data sets,
and risks may arise from various sources. Integrating this data can be problematic
due to its heterogeneity and incompatibility;

e ambiguity in defining risks and quality: the concepts of risk and quality
may have different interpretations for different stakeholders, making the integra-
tion of models difficult due to this ambiguity;

e need for large amounts of data: effective operation of integrated models
requires a significant amount of data, both on software quality and risks. This can
be a problem where access to such data is limited;

e system complexity: integrating models may require significant effort and
resources to develop, implement, and maintain complex systems.

Thus, while integrating software quality models into risk-based testing can
bring substantial benefits in identifying high-risk areas for software, it is essential
to carefully study and consider the aforementioned challenges for successful ap-
plication of this approach. K. Sahu and R. K. Srivastava [2] examined the founda-
tions of software error prediction using neuro-fuzzy logic methods. Their research
emphasizes software reliability and the need to find effective error prediction
methods. However, the researchers did not explore the possibility of integrating
error prediction methods with other quality assurance methods, such as statistical
models, testing, or defect analysis. In general, recent research in the field of effec-
tive methods and tools for software quality assurance significantly improves the
efficiency of quality assurance processes. According to [9], at the technological-
methodological level, the issues related to the aforementioned analysis require a
deep understanding of the functional and technical aspects of software systems, as
well as innovative approaches to solving them. The complexity lies in combining
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technical expertise with creativity and flexibility in addressing diverse problems.
According to [10], research on software quality assessment methods is ongoing to
identify effective tools and techniques. However, according to [10], research in
the field of software quality assessment requires continuous improvement of
methods and tools, as well as consideration of changes in the technological land-
scape and user requirements. According to [11], research on effective methods
and tools for software quality assurance is a crucial field in information technol-
ogy. According to [12], issues related to software quality assurance can arise for
various reasons, and solving them requires a systematic approach. In the frame-
work of research on quality assurance methods and tools, the researchers from
works [1-15] encountered numerous issues requiring additional comprehensive
analysis. Specifically, in the area of automated testing, it is advisable to conduct
research to develop the most appropriate automated tests covering various aspects
of the software and its functionality to prevent malfunction in real-world condi-
tions [1-4]. In the realm of improving quality metrics, it is important to conduct
research on developing and implementing effective metrics that take into account
various aspects of quality, such as reliability, performance, and security [3]. In
terms of addressing software security issues, it is necessary to analyze and im-
prove methods for identifying and eliminating potential vulnerabilities and to
develop tools that enhance compliance with security requirements in a growing
environment of cyber threats [4—6]. Thus, recent studies require further investiga-
tion to continue comprehensive work on resolving the identified challenges.

Setting the task. Aim of the work is to study effective methods and tools for
ensuring the quality of software systems and to develop a new comprehensive
model for ensuring the quality of software systems, which combines the methods
of module testing, integration testing and continuous integration, which contrib-
utes to the improvement of the quality of the software product at various stages of
development.

Achieving the set goal comes down to solving the following problems:

e conducting a generalized analysis of current issues related to the study of
effective methods and means to ensure the quality of software systems;

e conducting a comprehensive contextual base-review generalization of the
main modern qualitative and quantitative methods that are used to assess the qual-
ity of software systems;

e analysis of the main mathematical models involved in integration testing
and quality assessment of software systems;

o development and research of a new complex model of quality assurance
of software systems, which is based on a combination of methods of module test-
ing, integration testing and continuous integration.

THE MAIN PART

Conducting a generalized analysis of current issues related to the study of ef-
fective methods and tools for ensuring the quality of software systems, it is
appropriate to highlight a number of issues in this area, which are presented in
Table 1.

Table 1 is made by the author of this article on the basis of works
analysis [1-15].
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Table 1. Generalized analysis of current issues related to the study of effective
methods and tools to ensure the quality of software systems

The name of the
generalized area
of topical issues

Generalized description
of the problem

Research that is needed within
the framework of solving this issue

Automated
testing

Lack of full test coverage,
which can lead to incorrect
operation of the program
in real conditions

Research within the development
of automated tests that cover various aspects
of the program and its functionality

Quality
metrics

Lack of clear metrics
for measuring
software quality

Research within the development and
implementation of effective metrics that
take into account various aspects of quality
such as reliability, performance and safety

Software
security

Ensuring the security
of software systems in the
growing environment
of cyber threats

Research that involves the analysis and
improvement of methods for identifying and
eliminating potential vulnerabilities, as well

as the development of means to improve

compliance with security requirements

Development
methodologies

The choice of the most
appropriate methodology
for the development of soft-
ware systems, taking into
account the trends
in ensuring the quality
of the software product.

Research that involves a comparative
analysis of various methodologies, identify-
ing their advantages and disadvantages,
as well as developing recommendations
for choosing
the appropriate approach to development

Quality
standards

Lack of uniform quality
standards for different
fields of development.

Research on the development
and implementation of quality standards
that take into account the specifics
of various types of software systems

Version control of
software
systems and
configuration man-|
agement

Effective implementation
and management
of changes
in software code

Research on the development of tools
for automated version control
and configuration management
to ensure code stability and quality

Shown in Table 1 the results of a generalized visual analysis show that the

quality of software systems has several key aspects that need attention and re-
search. In particular, in the field of resolving issues on automated testing, it is ad-
visable to conduct research on improving software testing, which is used to pre-
vent improper operation of programs and accordingly covers the analysis of their
functionality in real conditions [1-4].

With the limits of improving quality metrics, it is important to conduct re-
search on the development and implementation of effective metrics that take into
account various aspects of quality, such as reliability, productivity and security of
software [3]. In the framework of adaptive development, quality metrics in our
opinion are advisable to apply the definition of key quality indicators (KPIs) to
measure different aspects of software quality.
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Fig. 1 shows a scheme of complex contextual basis-view generalization of
basic modern qualitative methods that are used to assess the quality of software
systems. Analyzing in Fig. 1. Methods should be noted that today, in the field of
quality assessment of software systems, specific standards do not determine the

Complex contextual basis-view generalization of basic modern
qualitative methods that are used to evaluate the quality of software

Quality methods of evaluation of quality software systems
Generalized purpose: at a complex level within the framework of delineating the basic
spectrum of problem solving on qualitative evaluation of software systems “Qualitative
methods” used to solve questions related to the assessment of the principles of formalization
of problems, creation of options and qualitative evaluation of the possibilities of operation
of the system. These methods are quite rational to apply them in cases where there is no

description of the patterns of the system in the form of analytical dependencies

Methods for assessing the quality of software systems, which are based
on the basic aspects of the methodological direction
of the “brainstorming” method (methods of “brainstorming” type)

~ g

The “script” method in the context of quality assurance of software systems is
an approach to testing, which involves the development and implementation
of specific sequences (scenarios) of actions to check the functionality
and properties of the software product

Expert evaluation method in the context of implementing the
:" mechanisms and aspects of scientific versatile review
and practical assessment of quality assurance of software systems

Delphi method. In the context of the quality
assessment of the software systems,
the Delphi method can be used to obtain objective
expert opinion about various aspects
of quality of the software product

The Tree Goal method — in the context of the quality assessment
of software systems can be used to systematize and define the goals related
to the quality of the software product

Morphological methods create a systematic structure for determining,

) analyzing and improving the quality of software systems, which allows the

team of developers and management to better understand and effectively
manage aspects of product quality

The system of system analysis based on qualitative methods of quality
=) assessment of software systems involves the consideration of various aspects
and interaction of the system components to assess their efficiency and quality

Fig. 1. Scheme of complex contextual basis-view generalization of basic modern

qualitative methods that are used to assess the quality of software systems
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use of specific brainstorming methods. However, brainstorming methods should
be used in quality management processes and software testing, as well as in col-
lecting requirements and design [9].

Brainstorming methods can be successfully integrated into these
standardized processes to achieve better results in solving software quality
problems [1-14]. Analyzing the script method in the context of quality assurance
of software systems, we note that this is an approach to testing, which involves
the development and implementation of specific sequences (scenarios) of actions
to check the functionality and properties of the software [6]. Brainstorming
methods can be used in the development of test scenarios, identification of
potential defects and collecting requirements for testing.

According to ISO/IEC 9126 (Software Engineering — Product Quality):
ISO/IEC 9126 is related to the quality of the software. Brainstorming methods can be
used in determining the requirements for functionality, reliability, ease of use, etc.

Below are examples of how brainstorming can be used in the context of
quality assessment of software systems:

e [SO/IEC 25010 (Square): ISO/IEC 25010 Standard “Systems and Soft-
ware. Model of Quality and Assessment” determines the software quality model.
Brainstorming methods can be used in determining the requirements, as well as in
the analysis and planning of testing to ensure the completeness and variety of test
scenarios;

o [EEE 730 (Standard for Software Quality Assurance Processes): The
IEEE 730 Standard defines the quality assurance processes. IstQB (International
Software Testing Qualifications Board): ISTQB initiative defines standards for
certification of software testing professionals.

It is worth noting that the standards do not fully specify the fulfillment of the
completeness of the use of brainstorming methods, they provide context and
principles for the introduction of creative and collective approaches to solving
problems in the quality of software systems.

In Table 2 the generalized characteristics of methodological directions of
qualitative methods in the spectrum of quality of software systems are given.
Brainstorming methods can be successfully integrated into these standardized
processes to achieve better results in solving software quality problems [1-14].

Analyzing the script method in the context of quality assurance of software
systems, we note that this is an approach to testing, which involves the develop-
ment and implementation of specific sequences (scenarios) of actions to check the
functionality and properties of the software [6]. Brainstorming methods can be
used in the development of test scenarios, identification of potential defects and
collecting requirements for testing.

According to ISO/IEC 9126 (Software Engineering —Product Quality):
ISO/IEC 9126 is related to the quality of the software. Brainstorming methods can be
used in determining the requirements for functionality, reliability, ease of use, etc.

Below are examples of how brainstorming can be used in the context of
quality assessment of software systems:

e [SO/IEC 25010 (Square): ISO/IEC 25010 Standard “Systems and Software.
Model of Quality and Assessment” determines the software quality model. Brainstorm-
ing methods can be used in determining the requirements, as well as in the analysis
and planning of testing to ensure the completeness and variety of test scenarios;

e IEEE 730 (Standard for Software Quality Assurance Processes): the IEEE
730 Standard defines the quality assurance processes. IstQB (International Soft-
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ware Testing Qualifications Board): ISTQB initiative defines standards for certi-
fication of software testing professionals.

It is worth noting that the standards do not fully specify the fulfillment of the
completeness of the use of brainstorming methods, they provide context and
principles for the introduction of creative and collective approaches to solving
problems in the quality of software systems.

In Table 2 the generalized characteristics of methodological directions of
qualitative methods in the spectrum of quality of software systems are given.

Quantitative methods used to evaluate the quality of software systems have
the following basic generalized characteristics:

e quantitative formalization of problems: quantitative methods allow to
structure and formalize problems using quantitative indicators and parameters.
Provides objectivity and quantitative evaluation of system parameters;

Table 2. Generalized characteristics of methodological directions of qualitative
methods in the spectrum of quality assessment of software systems

The name of the

methodological Description Advantages and disadvantages
direction
It includes the execution |Effectively detects some types of errors, helps
Testing of programs in order to confirm compliance with requirements.
to detect errors Cannot guarantee the absence of all errors,
or deficiencies testing costs may be high
Expert analysis of soft- Can reveal code complexity,
Cod lysis | Ware code to identify po- potential vulnerabilities.
0de analysis | tential problems or ineffi- Limited to the quality of the code, it is
ciencies difficult to detect certain types of errors

Automated | Using tools for automated| Reduces dependence on the human factor,
quality analysis | code quality analysis and | quickly detects common problems. May under-

tools error detection estimate context and complex aspects of code
Code review by the  |Attracts experts, promotes knowledge exchange,
development team to iden- is effective in identifying shortcomings.
Code check . . . .
tify errors and improve Requires time and effort
quality from the development team
Quality Use of mathematical Allows to carry out quality analysis
modeling models before product release

Specified in Table 2 methodological directions can be used separately, or in
combination to achieve a more accurate and complete assessment of the quality of
software systems.

In Fig. 2 shows a scheme of complex contextual basis-view generalization of
basic modern quantitative methods that are used to assess the quality of software
systems. Accordingly [3—4] quantitative methods within the framework of the
implementation of the quality of software systems allow quantitative analysis and
make sound solutions based on numerical data and system parameters:

e quantitative formation of variants: quantitative methods help to create differ-
ent variants of system implementation, taking into account quantitative aspects. Pro-
vides objectivity and quantitative evaluation of the possibilities of different options;

e quantitative evaluation of operation options: used to quantify the effi-
ciency and suitability of different options for the system. Allows objective analy-
sis and comparison of different scenarios of system use;
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Complex contextual basis-view generalization of basic modern quantitative
methods that are used to assess the quality of software systems

Quantitative methods for software systems quality assessment
Generalized purpose: at the complex level within the framework of the outline of the
basic spectrum of problem solving from the qualitative evaluation of the software systems
“quantitative methods” used for formalization of problems, creation of options and
quantitative evaluation of the possibilities of operation of the system. It is rational to apply
them in cases where quantitative characteristics or evaluation of system parameters are
possible. Accordingly, these methods provide a quantitative analysis of variational
assessments of the quality of software systems and the calculation of the characteristics of
data of systems in the process of evaluating their real operational operation

High -level abstraction methods within the implementation of the quality assessment
process are based on the analysis of f Methods of abstraction are usually based
on the interaction between different software components.unctionality, reliability,
performance, safety, compatibility, ease of maintenance, portability and user
satisfaction

Low abstraction methods within the implementation of the quality assessment
process are based on the analysis of resource efficiency, errors resistance,
performance optimization, code safety, scalability, networking optimization
and input, resource control and hardware
Combinations of methods of 3 levels: a system of system analysis based on
quantitative methods of quality assessment of software systems involves quantitative
consideration of various aspects and interaction of the components of the system to

evaluate their efficiency and quality ,%
Methods of abstraction are usually based on the interaction J
—— .
between different software components

Fig. 2. Scheme of complex contextual basis-view generalization of the main modern
quantitative methods that are used to evaluate the quality of software systems

e application in the presence of analytical dependencies: quantitative meth-
ods are effectively used when the possibility of expression of the system analyti-
cally allows quantitative characteristics. Provides accuracy and objectivity in the
presence of quantitative data.

The modular testing method is closely linked to the concept of software
testing and arose in the context of software testing. However, the specific term
“modular testing” and its methodology received significant flowering through a
movement known as “Extreme Programming” (XP), which began in 1990-2000
(developers: Kent Beck and his colleagues). XP is a software development
methodology that defines certain practices and principles to improve the quality
and speed of development. It should be noted that modular testing involves
writing automated tests for each individual “module” of the code before its
integration into the system. The essence of this method is to create the maximum
number of automated tests for the individual components of the program and run
them during development to detect errors in the early stages.
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Integration testing is an important component of the quality assessment of
software systems and is usually performed at the development stage when the
different components of the software system are grouped into a single system.
The main purpose of integration testing is to check the interaction between these
components, as well as integrated system functions.

Different approaches and techniques are used in the integration testing
process, such as:

o testing of modules on isolation: before integration of modules into the
system, each module is tested separately to check its functionality and compliance
with requirements;

e interface testing: an important step in integration testing is to check the
interaction between components through their interfaces. This may include data
testing between modules and verifying the data of data integrity;

o testing of the interaction of components: after the integration of the mod-
ules test the interaction between them, convincing that they work properly to-
gether and perform the expected functions;

e exception and error testing: integration testing also includes checking the
system response to exceptional situations and errors, such as incorrect data or in-
accessible resources;

e productivity testing: during integration testing, performance tests are also
performed to ensure that the system works efficiently and is capable of processing
the load caused.

The purpose of integration testing is to ensure the high quality of the soft-
ware system by identifying and solving problems related to the integration of
components. This allows you to ensure the correct and reliable operation of the
system as a whole.

In Table 3 the results of the analysis of the main mathematical models
involved in integration testing and quality assessment of software systems are
presented. From Table 3 it is clear that each model has its own unique essence
and purpose, which affects the process of evaluating the quality of software
systems. The interaction matrix and interaction graphs allow the visualization of
the structure and interaction between the components of the software system,
which contributes to the identification of weaknesses and the analysis of the
complexity of interaction. Models of interaction, in turn, enable a mathematical
description of this interaction, which allows to carry out a deeper analysis and
forecasting of the behavior of the system.

It should also be noted that when choosing models to evaluate the quality of
software systems, it is important to consider their advantages and disadvantages,
as well as the context of the project and the specifics of the system. The combina-
tion of different models can be useful to obtain a more complete view of the sys-
tem’s state and test efficiency.

The constant integration method (CI) is a key practice in the field of soft-
ware development aimed at improving the quality of software systems. The main
idea of the CI is to regularly and automatically combine code changes in a com-
mon repository and perform automatic tests to check the correctness of these
changes. Below is a description of the constant integration method and its impact
on the quality assessment of software systems:

e code changes automated: developers regularly make changes to the pro-
ject code. Thanks to the CI, these changes automatically merge (integrate) into the
main branch of the repository. This allows you to identify conflicts and other
problems before they get into the production environment;
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e automatic tests: after each change of change, the CI system automatically
starts tests that check the functionality, performance, safety and other aspects of
the software system. This allows you to identify possible problems during the ear-
ly stages of development;

Table 3. Analysis of basic mathematical models involved in integration testing
and quality assessment of software systems

Mathematical Essence Appointment Advantages Disadvantages
model pp g g
Representation of | Visualization and irll?gzscclzlgltntl?l:ﬁe
Interaction interaction analysis of the Ease of use, quick dvnamics of
i between interaction structure, identification intergction limited
matrix components in the identification of defects in use for complex
form of a matrix | of “weak places” P
systems
Representation Visualization and | Detailed overview
P
Interaction of interaction | analysis of complex | of the interaction .
h between compo- | interaction, detection |structure, help with f(]i"lfglrcueltst(;tl;iels
grap nents in the form |of cycles and ways of|  architecture ge sy
of a graph interaction analysis
Mathematical Analysis and predic- . . Requires a large
gy tion of interaction | Deep interaction
; models describing . -1 ... [amount of data and|
Interaction the interaction between components, |analysis, possibility computin
models identification and | of predicting sys- puting
between climination tem behavior | Tesources, difficult
components of shortcomings to implement
Mathematical | Assessment of risks n?:ﬁf%ttl“\ggzisggz- It is difficult to
Probability models that and effectiveness of and risks. the Y ' model all possible
del determine the testing, detection ossibility of mak- scenarios and
models probability and elimination of 11;1 ¢ deci si}c; ns based| factors affecting
of various events shortcomings on probability the probability
Models describing| Organization of test- Syfter{[lat;zatlofrltﬁnd élt}quges prfef[:lste
Testi the process ing, determination of structuring ot the | detition ot test-
esting . . testing process, the ing parameters and
of testing the most effective TP ot
models a software approaches possibility of  [criteria, may not be
¢ gp trategi choosing the best | flexible enough in
System and strategies approaches some situations

o constant feedback: if problems are identified during the performance of
tests, the developers receive notifications about it, which allows them to quickly
correct mistakes and improve the quality of the code;

e automated deployment: some CI systems may automatically deploy
changes to the test or production environment after successful completion of the
tests. This allows you to quickly and effectively introduce new functionality and
correction of errors;

e code quality metrics: some CI systems may include code analyzers and
quality metrics that automatically estimate the level of readability, efficiency and
other aspects of code quality.

The constant integration method allows you to create higher quality software
systems, reducing the time of detection and correcting errors, facilitating the joint
work of developers and increasing the reliability of software as a whole.

MODELING AND TESTING

In the range of modeling of a new complex model of quality assurance of soft-
ware systems, based on the combination of modular testing, integration testing
and constant integration methods, it is important to keep in mind a number of ini-
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tial assumptions. In particular, given the automation of processes in our case, it is
suggested that many stages of testing and integration can be automated. This
means that the creation and performance of tests can be carried out without sig-
nificant intervention.

Given the specifics of the modular testing, it is suggested that the individual
components of the program (modules) are tested in isolation from other compo-
nents to ensure that they work properly isolated from other parts of the program.

Given the specifics of integration testing, it is suggested that after successful
modular testing, the components of the program are gradually combined and test-
ed as a holistic system to believe that they are cooperating correctly.

Continuous delivery involves the assumption that the processes of correction
of errors, testing and release of software are automatically and continuously to
ensure rapid delivery of changes and updates.

Considering the needs of assembling the assembly and deployment at the
complex level, it is suggested that the processes of collecting the software code
and its automatic deployment into the test environment or the productive server
must also be automated.

Considering the need for automation tools, there is an assumption that there
are appropriate tools and technologies for the implementation of automated test-
ing, integration and constant integration processes. Such tools can include media
for testing, version control systems, automated testing tools and more. With the
above initial assumptions, you can start modeling and implementation of a new
complex model of quality assurance of software systems.

Mathematical apparatus for the developed new model of complex quality as-
surance of software systems, based on the combination of modular testing meth-
ods, integration testing and constant integration can be presented as follows.

1. Tasks of the modular testing procedure of the software system:

S,=N,xP,,
where S, — the overall success of modular testing; N, — the total number of
wise tests; P, — predicted probability of successful passage of one modular test.

2. Tasks of the procedure testing procedure:

S;=N,xP,
where S; — the overall success of integration tests; N; — the total number of

modular tests; . — The probability of successful passage of one integration test.

3. Tasks of the continuous integration procedure:

C=F,xT.,

where C — total number of committees (variable code); F- — frequency of
committees; 7 — total time during which committees were carried out.

4. Tasks of the procedure of continuous integration and constant delivery:

R=C/T,

where C — total number of committees (variable code); R — the speed of

releases, which is determined by the number of committees and time; 7'~ — the

total time during which committees were carried out.
5. The task of determining the quality of the software system:

0=5,%5 xR,
where O — The total quality of the software system.
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Subsequently optimizing the mathematical apparatus for the model of com-
plex quality assurance of software systems, which is based on the combination of
modular testing methods, integration testing and constant integration, may include
the following characteristics and methods:

Code quality metrics: used to quantify the quality of the software code.
These metrics may include code coating tests, defects, test time, and more.

Statistical methods: used to analyze the results of errors, test efficiency and
system stability.

Probability and statistics theory: used to calculate the likelihood of defects
during testing, risk assessment and statistical significance of test results.

Optimization methods: used to increase the efficiency of testing and select
the optimal test strategies taking into account resource restrictions.

Machine learning and artificial intelligence algorithms: used to automate the
test analysis processes, identify anomalies and forecast possible problems.

These methods and tools allow you to create a complete and optimized com-
plex mathematical model to ensure the quality of software systems, which takes
into account the interaction of different test methods and their impact on the qual-
ity and reliability of the software.

Description of the algorithm of practical implementation of the
developed model. In practice, the implementation of the developed complex
model of quality assurance of software systems will include several steps and stages:

1. Planning and setting up the environment:

o Setting up the version control system (GIT example) for constant integration.

o Installation and adjustment of tools for automated testing (for the example
of JUnit for modular testing, Selenium for automated integration testing).

2. Creating tests:

¢ Developing a set of modular tests for each component of the program.

e Writing integration tests to check the interaction between components.

3. Setting up constant integration (PI):

e Create configuration files for automatic assembly and testing after each
committee.

o Setting up integration with the task management system or notification of
the developers about the results of the testing.

4. Performing tests and analysis of results:

e Automatic performance of modular tests and integration tests after each
committee.

o Analysis of test results and detection of errors or disadvantages in the code.

. Control of versions and releases:
Management of software versions through the version control system.
Automatic software release based on test results and successful integration.

. Monitoring and reporting:
Monitoring the work of the continuous integration system and test results.

e Generation of code quality reports, testing and testing results for analysis
and improvement of the development process. This process requires the work of
developers, testers and operators, as well as the introduction of a number of tools
for automation of routine testing and integration tasks.

The developed model of quality assurance of software systems, which com-
bines modular testing, integration testing and constant integration, has several
useful advantages:

Improved software quality: this model allows you to identify and correct er-
rors in the early stages of development, providing high quality software.

e ONe o
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Reducing the time for detecting and correcting errors: constant integration
and continuous delivery allow you to identify and correct problems quickly, which
reduces the time of development and improves the speed of product production.

Testing and release automation: through automated software testing and re-
lease processes, the risks of human errors can be reduced and the project stability
can be reduced. Improving development efficiency: developers can focus on writ-
ing code, as many routine tasks (testing, assembly, deployment) are automated.
Reduced testing costs and releases: automated quality assurance processes save
time and money that is usually spent on manual testing and releases.

Increasing user confidence: high product quality and renewal speed helps to
improve users’ reputation and trust.

In general, this model helps to make the software development process more
efficient, faster and reliable, which is critical in the modern fleeting world of
software development.

In Table 4 the results of practical testing of plowing methods and the developed
model in the analy sis of the quality of the application “task management system”.

Table 4. Analysis of comparison of software testing methods in the analysis
of the quality of the application “task management system”

Features Modular |Integration | Continuous | Combination of methods
testing testing | integration |(unit testing + Integration + PI)
Execution time 5 hours 8 hours 12 hours 10 hours
Number
of detected errors 10 >0 30 70
Level of automation| High Average High High
Stability of releases | High average High High
Testcoverage | 940, 70% 95% 97%
(percentage)
Stability (scale 1-10) 9 7 8 8

From Table 4 it is observed that software quality testing by the developed
method takes 10 hours, which is less than continuous integration and close to the
average time required for integration testing. Thus, in terms of execution time, the
combined method is quite efficient. Analyzing the number of errors detected: the
combined method detects 70 errors, which is more than any other testing method.
This indicates its high efficiency in detecting errors in software. Analyzing the
level of automation: the combined method has a high level of automation, which
allows for efficient testing without significant human involvement. Analyzing
release stability and stability: the combined method has a high level of release
stability, which is equal to the release stability obtained with continuous integra-
tion. This is important to ensure software quality. Analyzing test coverage: the
combined method has the highest rate of test coverage — 97%. This indicates that
it tests more parts of the software and detects more possible problems. So, from
the standpoint of comparison with existing testing methods, the combined method
(Unit Testing + Integration + PI) is very effective, as it combines the advantages
of different approaches and ensures high quality and stability of the software. In
turn, it should be noted that in order to obtain the results of practical testing of the
described methods and the developed quality model during the quality analysis of
the “task management system” application, various tools were used, including:
Automated test frameworks: popular test frameworks were used for module test-
ing and integration testing, such as like JUnit, NUnit, or PyTest. The above-
mentioned test frameworks allow you to automate the execution of tests and ana-
lyze their results.
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Systems for continuous integration: tools such as Jenkins, Travis CI, or Git-
Lab CI were used for continuous integration. These systems allow you to automate
the process of building, testing, and deploying software with each code change.

Code quality monitoring and analysis: code quality monitoring tools such as
SonarQube or CodeClimate were used. These tools allow you to identify potential
problems in your code, such as code duplication, improper use of variables, and
other anomalies. Resource Usage Analyzers: profilers and performance analyzers
such as VisualVM have been used to analyze the application’s resource usage,
and YourKit is also possible. These tools allow you to identify performance and
memory usage issues in an application. Bug trackers: used bug trackers like Jira,
Bugzilla, GitHub Issues to track the issues found and fix them later. These tools
contributed to obtaining practical results of testing and quality analysis of the
“task management system” application using the described testing methods and
the developed quality assurance model. The application of this strategy and ap-
proaches is quite expedient in terms of improving configuration management pro-
cesses and identifying vulnerabilities in software systems.

CONCLUSIONS

The analysis of the current state of the issue raised in the article showed that an
important task is to further improve the methods and means of quality assurance
of software systems in the context of rapid technology development. Research
confirms that effective methods and quality assurances are a key element of suc-
cessful development of software systems. In the course of modeling, a new com-
plex model of quality assurance of software systems was developed, which is
based on the combination of modular testing methods, integration testing and
constant integration. The advantage of this development is to increase its adapta-
tion to solving the main tasks for the quality of software systems. The results of
practical research have shown that the integrated use of methods, such as modular
testing, integration testing and continuous integration, better facilitates the detec-
tion and correction of errors in the early stages of software development. The pro-
spects for further research are to improve existing techniques, as well as to study the
latest technologies that can help improve the quality of software in the future.
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BUKOPUCTAHHA METOJAIB TA IHCTPYMEHTIB VIS 3ABE3IEYEHHA
SAKOCTI IPOT'PAMHUX CUCTEM / A.C. lllanTHp

AHoTamis. 3anponoHOBaHO po3riA] e(EeKTHBHUX METOIB Ta 3aco0iB i 3a0e3me-
YEeHHs SKOCTI MPOTPaMHHUX CHCTEM. Y CHEKTpi JAaHOI TeMAaTHKH PO3TISIHYTO aKTya-
JBHI ITUTAHHS, TI0B’s13aHi 13 3a0€3MeYeHHsM SIKOCTI NPOTPAMHUX CHCTEM y MexXax
peadizaiiii aHai3y METOIB Ta 3aC001B, AKi 3aCTOCOBYFOTHCS HA MPAKTHIN I 3a0€3-
NEYCHHsI PO3POOJIEHHST BUCOKOSKICHOTO IIPOrpaMHOr0 3a0e3neyeHHs. Y Xoi MoJe-
JIIOBaHHS PO3pOOJIEHO HOBY KOMIUIEKCHY MOJIEJNb 3a0€3MeUeHHs SIKOCT1 MPOrpaMHUX
CHCTEM, 5IKa IDYHTYEThCS HAa MOEAHAHHI METO/IB MOJYJIHOTO TE€CTYBaHHS, 1HTErpa-
LiIfHOTO TECTyBaHHS Ta MOCTiHOTO iHTerpyBaHH:. [lepeBaroro miei po3poOKH € min-
BUIIEHHS 11 afanTyBaHHs 0 BUPIIICHHS OCHOBHHX 3aBJaHb 13 3a0€3MeUeHHS SIKOCTI
nporpaMHuxX cucrteM. Ha 6a3i po3poOieHoi Mopelni 3alpoIOHOBAaHO CTparerii Ta
HiIXO¥ II0JI0 BIOCKOHAJICHHS IIPOLIECIB YIPABIiHHS KOH(IrypaIli€io Ta BUSIBICHHS
BPAa3JIMBOCTEH MPOrPaMHHX CHCTEM.

Kio4oBi ci10Ba: KOMIIIEKCHAa MOJIENb, CTAaHIAPTH SIKOCTI, iIHTErpaliiiHe TECTyBaH-
HS, MOJIYJIbHE TECTYBaHHs, TEXHOJIOTIYHI BUKIMKH, iHTETpalliifHe TecTyBaHH:I, He-
HepepBHE IHTETPYBaHHSL.
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AUTOMATED CONTROL OF DYNAMIC SYSTEMS
FOR ENSURING UKRAINE’S SECURITY USING COGNITIVE
MAP IMPULSE PROCESS MODELS.

PART 1. DEMOGRAPHIC SECURITY

V. ROMANENKO, Y. MILTIAVSKYI

Abstract. The paper provides a cognitive map (CM) of demographic security and a
dynamic model of CM impulse processes described as a difference equations system
(Robert’s equations). The external control vector for the CM impulse process is im-
plemented by means of varying the CM nodes’ coordinates. A closed-loop control
system for the CM impulse process is proposed. It includes a multivariate discrete
controller designed based on an automated control theory method, which generates
the chosen control actions. We solve a discrete controller design problem for auto-
mated control of dynamic processes to ensure demographic security. The controller
suppresses external and internal disturbances during CM impulse processes control
based on the invariant ellipsoids method. The paper presents an algorithm for CM
weights identification based on the recurrent least squares method. We present the
results of a qualitative research study on dynamic processes related to demographic
security in Ukraine under various disturbances during martial law.

Keywords: cognitive map, demographic security, invariant ellipsoid, linear matrix
inequalities, impulse process.

INTRODUCTION

To study the dynamic processes for system ensuring of Ukraine’s demographic
security we use cognitive modelling, which is one of the most relevant areas of
scientific and practical research of complex systems of different nature now.
Cognitive modeling is based on the notion of a cognitive map (CM), which is a
weighted directed graph, its nodes reflect coordinates (factors, concepts) of the
complex system and weighted edges (arcs) of the graph describe interrelations
between CM nodes. When disturbances affect CM nodes, we can observe impulse
transitional process, its dynamics is described by the difference equation [1]:

Ay;(k+1)= zaszyj(k)’ ()

J=1
where Ay; (k) =y;(k)-y;(k-1),i=12,..n, a; — weight of an edge connecting
the j-th node and the i -th one. Equation (1) describes the free motion of the i -th
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node of CM without external control impact. We can write this equation in vec-
tor-matrix form:

AY (k +1) = AAY (k), )

where AY (k)=Y (k)-Y (k—-1), Ais a weighted adjacency matrix of the CM of
size nxn.

In order to implement control of the CM impulse process (2) based on mod-
ern control theory it is necessary to be able to physically change some coordinates
of CM nodes as control actions. Then we can describe the forced motion of the
CM impulse process under external control as the difference equation:

AY (k +1)= AAY (k) + BAU (k), 3)

where AU(k) = U(k) - U(k —1) — vector of controls increments with size m<n.
The operator fills the control matrix B(nxm) and in its simplest form uses ones
and zeros.

If the CM has unmeasurable coordinates, they can be included into equation
(3) as disturbances. In such a case the impulse process (3) will be written as

AY (k +1) = AAY (k) + BAU (k) + WAE(k), 4)

where AE(k)=E(k)—E(k—1) — vector of unmeasurable coordinates (disturbances).

PROBLEM STATEMENT

The first problem is to create a controlled dynamic model of CM impulse process
describing multivariate demographic process in Ukraine. The second problem is
to research and develop the system for suppressing constrained internal and exter-
nal disturbances by means of control of the demographic security CM impulse
process during martial law. The third problem is to implement an adaptive CM
impulse process control under unknown or unmeasurable coefficients of the adja-
cency matrix 4; this control should combine procedures of the matrix 4 elements’
estimation during the transient process and usage of these estimates of the matrix
A for a control vector design. The forth problem is to perform a simulation of the
designed closed-loop control system and to research dynamic processes’ quality
with respect to ensuring demographic security of Ukraine under different distur-
bances during martial law.

CREATION OF A DEMOGRAPHIC SECURITY COGNITIVE MAP

Fig. 1 represents the schema of the CM of demographic security of Ukraine, de-
veloped based on cause and effect relations during martial law. The CM nodes
have the following meaning:

0 — state support of families with children; 1 — average salary of a worker;
2 — consumer price index; 3 — export volume; 4 — import volume; 5 — popula-
tion in Ukraine; 6 — real GDP of Ukraine; 7 — inflation rate; 8 — migration out
of Ukraine; 9 — birth rate; 10 — unemployment rate; 11 — death rate; 12 — mil-
itary events, spends on the war.

The following CM nodes coordinates can be varied as control actions:

e state support of families with children (Au, (k) );
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e average salary of a worker (Au, (k) );
e export volume (Aus(k));
e import volume (Au,(k)).

al_d

ad 7
4 ar_4
ar_g
364N z
i
a3 4 30 57 &7 10
a6_3 A al_3
a3i 6 ™
,/
ar » aZ_4
3
b as 7
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0 a8 0 9 a9_5

Fig. 1. Demographic security CM

Adjacency matrix 4 of the CM impulse process has the following form:

0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0.4 03 -03 0 0.6 0.65 0 0 -07 O 0
0 0 0 0 06 O 0 0.8 0.3 0 -03 O 0
0 0 0 0 -02 0 0.4 0 -02 0 0 0 0
0 0 0 0 0 0 -01 -07 02 0 0 0 0
0 005 0 0 0 0.1 0 0 -07 08 -01 -08 0
A= 0 0.7 0 05 -04 0 0.1 0 0 04 -04 -04 -03
0 03 04 -035 035 0 -0.05 0 0 0 0 0 0.2
-03 0 03 -01 015 0.1 -03 0.2 0 0 0 0 0.5
07 015 -02 0 0 0 02 -015 -035 0 -02 0 -05
0 0 0 0 01 -045 05 -015 O 0 0 0
0 -01 0 0 0 0 -02 0 0 0 03 0 0.5
0 0 0 0 0 0 0 0 0 0 0 0 0

Consider main disturbances affecting the demography, to implement control
of the demographic security under martial law:

1. Mass migration of population out of Ukraine because of the threat to life
under missile attacks on civilian targets in all regions and because of occupation
of the territories.
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2. High death rate because of military actions at the front and because of
missile attacks over all territory of Ukraine.

3. Low birth rate because of young men population in the army, migration,
unemployment rate increase and general uncertainty about the future affecting
willingness of people to have children.

All these disturbances are practically impossible to describe mathematically
using probabilistic indicators, specifically, to find their distributions, research
their stationarity, analyse their fluctuations calculating their variance, find correla-
tions etc. We can only set up limitations on their amplitude when describing the
disturbances.

PROBLEM OF SUPPRESSING CONSTRAINED INTERNAL AND EXTERNAL
DISTURBANCES DURING CONTROL OF DEMOGRAPHIC SECURITY
COGNITIVE MAP IMPULSE PROCESS

Studies [3—5] present the theoretical foundations on the suppression of arbitrary
constrained external disturbances in terms of invariant ellipsoids based on the de-
sign of a static state feedback, which minimizes the size of the invariant ellipsoid
of the dynamical system. In this case, we implemented a robust control, where the
analysis and synthesis problems are reduced to equivalent conditions in the form
of linear matrix inequalities (LMI), solved numerically on the basis of semi-
definite programming. In [5] we solve the problem of suppression of constrained
external disturbances based on the invariant ellipsoids approach in the implemen-
tation of a closed-loop control system of impulse processes in CM of cryptocur-
rency on financial markets.

The general model of the dynamics of impulse processes (2) is decomposed
into two interrelated systems of difference equations:

AX (k+1)= AAX (k) + DAZ(k); (5)

AZ(k+1) = A, AZ (k) +YAX (k). (6)

Here X is the vector of measurable coordinates of CM nodes which are to
be stabilized later; 7 is the vector of CM coordinates considered as disturbances.
The matrices 4;, D, A,, ¥ are parts of the adjacency matrix of the initial model
(2). The matrices D, ¥ show the relationships between the first (5) and the sec-
ond (6) parts of the initial CM (2). The increments of coordinates Az(k) are tak-

en into account as external constrained disturbances with unknown probabilistic
characteristics in the first system of equations (5) of the CM model.

We designed a control vector to suppress constrained perturbations Af(k)
by implementing static state controller in the feedback loop

AU(k)=-K ,AX (k), (7)

which acts directly on the measured nodes coordinates X of the first impulse
process equations system (5) according to the controlled model:

AX (k+1)= A AX (k) + BAU (k) + DAZ (k) (8)
The control is performed by changing the resources of the CM nodes, which
are affected by the vector AU (k).
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In this paper, the change in the weight coefficients A4, (k) with respect to

the known estimated values of the matrix 1211 is proposed to be considered as the

internal perturbations in the CM impulse process model (5) of the demographic
situation. For this purpose, in [4, 5] we modify the model (5) as follows:

AX (k+1)= AAX (k) + A4AX (k) + DAZ(k), ©9)
where A4, =4, -4, (k) is the change in the adjacency matrix of CM (5) during
the sampling period, 4, (k) is the real unknown value of the matrix 4;, which
changes as the demographic system evolves.

Let us denote the increment of internal perturbations in (9) as A4, (k)A;(k) =

=Av_v(k). Then the equation of the uncontrolled impulse process (9) will be
written as:

AX (k+1)= AAX (k) + (1, D){A”_”(k)} (10)
AZ(k)
where the vectors and matrices have the following dimensions: dimAfzn;
dimAE:p ;dimAv_v:n;Al (nxn); D(nxp), I is a unit matrix of dimension
nxn. We assume that the internal and external perturbations are jointly con-
strained by the norm /, , so that:

. — 1/2
awi| o o LAWK
{AE(!{)} ) =sup {[Aw (k) AZ (k)]{ — }} <I. (11)

AZ(k)
In [3] invariant ellipsoids on state variables are proposed to describe the
characteristic of the effect of disturbances of the type (11) on the trajectory of a
dynamic discrete system (10). For the CM they take the form:

e,y = {AX (k) e R":AXTPTAX <1}, P>0, (12)

if from A}(O) €g,y the condition A}(k) €g, follows for all discrete moments
oftime £ =1, 2, 3,.... Then the matrix P is called the matrix of the ellipsoid ¢ AT

In [4; 5] the condition of invariance of the ellipsoid (12) under disturbances (11)
is proven. According to it, invariance is guaranteed when the following LMI is met:

T
Lpal —pe PP

o (1-a) (13)

ALGORITHM FOR A STATE CONTROLLER DESIGN FOR THE COGNITIVE
MAP IMPULSE PROCESS

The state equation of the controlled CM impulse process (10) under additional
internal disturbances Aw(k) takes the form:
— — — Aw(k)
AX(k+1)=A4AX(k)+BAU(k)+(I;, D) — . (14)
1 ( 1 AZ(k)

When the state controller (7) is applied, the equation of the closed-loop CM
impulse process control system is written as follows:
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(15)

AX(k+1)= (4 — BK ,)AX (k) +(I, D) {AW("" )} .

AZ (k)
It is assumed that the pair (4, B) in the model (14) is controllable. Then
the LMI (13) for the closed-loop system looks like:
T
L +DD” < (16)
(1-a)

We consider the minimization of the trace of the ellipsoid matrix (12) as the
optimality criterion for the design of the controller (7):

é(Al—BKp)P(AI—BKP)T—P+

trP(0) = min, o <a<l, 17)

This ensures minimization of the size of the invariant ellipsoid (12) with the

largest suppression of disturbances {igig} , which are constrained only by the
maximum range (11). After multiplying the factors in the inequality (16), we obtain:

I,+DD"
(1-a)

Inequality (18) is nonlinear with respect to P and K, , which need to be op-

l(AIPAIT —BK ,PA4," - APK,"B" +BK ,PK,"B")~ P+ <0. (18)
a

timized. In [3] a replacement L =K ,P and introduction of an additional con-

RL>0 19
r pl (19)

where R=R" . This inequality is equivalent to R > LP'IT =K »PK pT according

straint is done:

to the Schur’s formula at P > 0. Then to meet inequality (18) it is sufficient that:
T
L 4T —BLAT - 417 BT +BRBT) - P+ LD <o (20
o (I-a)
Minimization of criterion (17) under constraints (19), (20) is performed with
respect to variables P, L, R using semi-definite programming method by using

Matlab-based SeDuMi Toolbox. Then the matrix K ,» of the optimal state control-
ler (7) is defined as:

K,=LP" Q1)
with the estimated values of &, P,L,R , providing minimization of criterion (17)
under constraints (19), (20).

PROBLEM OF THE COGNITIVE MAP WEIGHTS IDENTIFICATION BASED
ON THE RECURRENT LEAST SQUARES METHOD

The model of the controlled CM impulse process (3) of the “input-output” type
can be represented as:

(I - Ag " HAY (k)= Bg"'AU (k) . (22)
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Weighting coefficients of the adjacency matrix 4 are usually determined by
applying expert estimates based on cause-and-effect relations. In the process of
evolving of the demographic situation, these coefficients in the model (22) will
change over time, depending on changes in the influence of the CM nodes on
each other. So the problem of adaptive control of the CM implulse process ap-
pears, when both estimation of the parameters (coefficients) of the adjacency ma-

trix 4, and design of the control vector U (k) must be performed simultaneously.
Let us describe the equation (22) coordinate-wise (for each CM node):

n
Ay (k)= 3 agAy (k= 1)+ bduy (k 1)+ &; (k). (23)

j=1
It is assumed that the disturbances &;(k), caused by inaccurate measuring of
the CM nodes coordinates and inaccurate knowledge of the model coefficients,
are white noise. This assumption is plausible because y;(k),u;(k) in model (23)
are presented in the form of the first differences, i.e. increments. It should also be
taken into account that the structure of the matrix 4; is known and some of the

coefficients a; are obviously equal to zero (in those cases when there are no con-

nections between the corresponding CM nodes).
Let us write model (23) as follows:

Ay, (k) = bAu; (k —1) = X[ (k)©;: + &, (k), (24)
where ©; =[ay, ...a;p ]T consists of the non-zero coefficients in the i-th row of
matrix A4, )?f(k)z[Ale(k—l),...,AYjB (k—1)] is a vector of measured CM
nodes coordinates.

The current estimate of the vector ®; is denoted by ©,(k). To estimate the
weight coefficients of the matrix 4; we apply the recurrent least squares method [6-9]:

©,(k) =0, (k — 1) + K, (k)(Av; (k) - bAu, (k — 1) - X7 (K)©, (k — 1))
1

1+ X7 (k)P.(k =1)X i (k)
1

1+ X7 (k)P.(k=1)X (k)

The recurrent procedure (25) should be performed for each CM node
Ay;(k), i=12,..,n at each sampling period. We use the obtained estimates

K;(k)= P(k=DX:()X] (B (k=1);  (25)

R(k)=P(k=1)- P(k=1)X (k) X] (k)P (k~1).

O, (k) as the coefficients values of the adjacency matrix 4, at the current sam-
pling period in the control algorithm (7), (20), (21). For parametric identification
of the adjacency matrix 4;, we can also apply non-recurrent identification meth-
ods outlined in [10].

EXPERIMENTAL RESEARCH OF THE SYSTEM SUPPRESSING CONSTRAINED
INTERNAL AND EXTERNAL DISTURBANCES DURING CONTROL OF THE
DEMOGRAPHIC SECURITY COGNITIVE MAP IMPULSE PROCESS

To ensure demographic security in Ukraine it is reasonable to stabilize the follow-
ing coordinates X of the CM on Fig. 1: 0, 1, 2, 3, 4, 5, 6, 9. The following coor-
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dinates Z are considered as disturbances affecting the demographic security: 7, 8,
10, 11, 12. After decomposition of the model (2) into models (5) and (6) we con-
clude that although model (2) is unstable, state equations (5) and (6) are stable.
Control actions Au(k), Au,(k), Auz(k),Au,(k) are fed to the nodes 0, 1, 3, 4

respectively. So matrix B in the controlled impulse process equation (8) is the

following:
T

[ R

0
1
0

(= e N -

0
0
1

S O O
S O O

0
0
0

S O O

000O01O0O0

During simulation of closed-loop control system dynamics of the CM im-
pulse process based on the proposed method, we applied step impulse with unit
amplitude as an external disturbance at the initial time moment fed to the node
(12) — military events, spends on the war. Internal disturbances are generated as
following: at each sampling period non-zero coefficients of the matrix 4, are var-

o

ied under the formula 4, (k)= 4,(k), where (k) is a normal random variable
(Gaussian white noise) for the control only values of 4, are used while 4,,,, are
applied as unknown internal disturbance. Initial levels of all the CM nodes coor-
dinates are taken equal to zero for simplicity.

Fig. 2 shows the transient processes of the CM nodes coordinates, Fig. 3 —
their increments. Here solid lines denote transient process under control, dashed
lines — without control. Fig. 4 shows control actions changes.

Yo(kTy) n(kTo) v, (kT,) yy(kT,) y4(kTy)
-»I’ 4~I
0 — oA T—— 0 A s ] R
N ~
\ '.\
2 2 \ 2 2 \ 2
\ \
\ \
4 -4 -4 -4 -4
5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20
Vs(kTp) Ye(kTo) Y(kTp) ys(kTp) yo(kTo)
4

s

- ’l“" or—_l 0

0 oko '\\ |

2 2 \ 2 2 2 \

\
D\ “ \
» \
-4 -4 - -4 -4 -
5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20
V1o(kTy) yu(kTy) Yio(kTy)
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Fig. 2. CM nodes coordinates
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Fig. 3. CM nodes coordinates increments
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Fig. 4. Control actions

CONCLUSIONS

The paper considers important problem of demographic security under martial
law in Ukraine. Possible approach to solve this problem was suggested based on
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the CM impulse processes modelling and control. Specifically, the CM of demo-
graphic security was created and the control method for suppressing disturbances
based on invariant ellipsoids was applied. As a result, the control system was de-
signed and the simulation was performed.

Based on the simulation results, we can conclude that the suggested ap-
proach will help to stabilize very dangerous and unstable demographic process
initiated by increase of the military spends and the military events intensity.
Without control this process leads to the catastrophic depopulation of Ukraine.
Under the suggested control, the simulation demonstrates that despite significant
decrease of the population at the beginning, we are able to stabilize it at some
level and stop this process. Main control actions the government should apply are:
export increase and import decrease, average salary increase and support of the
families with children. The latter two of them are necessary to increase birth rate
and decrease migration, while the former two actions are necessary to prevent
inflation and stabilize economy.
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3AJAUI ABTOMATHU30BAHOI'O KEPYBAHHSA JUHAMIYHUMHA
MPOIIECAMU CHUCTEMHOI'O 3ABE3IIEYEHHS BE3INEKH YKPATHU HA
OCHOBI MOJIEJIEM IMOYJbCHHUX MPOILECIB Y KOI'HITUBHUX
KAPTAX. YACTHHA 1. 3ABE3IIEYEHHSI JEMOI'PA®IYHOI BE3IEKH /
B.J1. Pomanenko, FO.JI. MinsBcbkuit

Amnorauisi. HaBeneno koruitueny kapty (KK) memorpadivunoi 6e3nexu, Ha OCHOBI
SIKOT OIMMCaHO MUHAMIYHY Mojens iMmynbcHuX mpoueciB KK y Burmsni cucremu pis-
HULIEBHUX PiBHSHD (piBHSAHBb PobOeprca). Bukonano BuOip 30BHIIIHBOTO BEKTOpa Ke-
pyBasbHHX fiif iMmynscHEM nporiecoM KK, sikmii pearmizyeTbCsl NUIIXOM BapifoBaHHS
koopaunat BepmuH KK. PeanizoBaHo 3aMKHEHy CHCTeMy KepyBaHHS IMITyJIbCHHM
nporecoM KK, 1o ckimamy skoi BXOAWTh CHHTE30BaHHA Ha OCHOBI METOJIB Teopil
AQBTOMaTHYHOTO KepyBaHHs 0araTOBUMIpHHI IUCKPETHHI PeryisTop, kUi Gopmye
BUOpaHi KepyBaibHi 1ii. Po3B’s13aHO 3aJa4y MPOEKTYBAaHHS JHUCKPETHOTO PEryJsITO-
pa [UIs aBTOMaTH30BaHOIO KEPYBAHHS AWHAMIYHUMM IIPOLIECAMH IS 3a0€3IeUeHHS
nemorpadiunoi 6e3nexkn. DyHKIISA peryasTopa MOsrae y MpUriynIeHH] 30BHIIIHIX
Ta BHYTPIIIHIX 30ypeHb NPpH KepyBaHHI iMITynbcHIMH niporiecamMu KK Ha ocHOBI Me-
Toy iHBapiaHTHUX enincoiniB. HaBeneno anroputm inenrtudikarmii BaroBux koegi-
nienTiB KK Ha OCHOBI pekypeHTHOrO MeToxy HaiiMeHmmx kBaapatiB. Ilomamo pe-
3yJNBTaTH JOCHI/UKEHHS SKOCTI IUHAMIYHUX HPOIECIB CTOCOBHO 3a0e3NeyYeHHS
neMorpadiqnoi Oe3nexu B YKpaiHi B pasi Aii pi3sHOMaHITHUX 30ypeHb B YMOBAax BO-
€HHOTO CTaHy.

KunrodoBi ciioBa: xorHiTHBHA KapTa, qeMorpadivHa Ges3reka, iHBapiaHTHUH einco-
in, MiHIMHI MaTPUYHI HEPIBHOCTI, IMITYJIbCHHUI IpoLIEC.
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ANALYSIS AND FORECASTING OF THE FINANCIAL BENEFIT
FOR THE TENNIS MATCH OUTCOMES BY MACHINE
LEARNING METHODS

K. SHUM, N. KUZNIETSOVA

Abstract. Tennis is one of the most popular sports in the world, attracting consider-
able attention from casual fans and professional analysts. The application of ma-
chine learning methods enables the accurate prediction of match results, opening up
opportunities for profit through betting on likely winners. This study evaluates the
financial benefits of predicting tennis match outcomes by identifying an effective
sports betting strategy. The study examines various machine learning methods and
auxiliary algorithms, comparing them to select the best betting strategy for maximiz-
ing the user’s potential profit. In the paper, the method and algorithm for determin-
ing effective sports betting strategies were developed. This algorithm and method
were tested on tennis game datasets (for both women and men), and the best tennis
betting strategy was identified. As part of the study, a software product has been de-
veloped to predict the outcomes of tennis matches.

Keywords: forecasting, machine learning, betting strategies, financial benefit.

INTRODUCTION

Tennis is a dynamic and unpredictable game, combining many factors that influ-
ence the course of events during matches: players’ physical conditions, psycho-
logical state, chosen tactics, anthropometry, weather conditions, and more. Each
of these aspects can be decisive in achieving the desired outcome. Thanks to this
versatility, tennis ranks among the most popular sports globally, captivating a
broad audience of fans, from casual spectators who enjoy the thrill of the game to
professional sports analysts who study the game from a scientific perspective.

Match outcome prediction holds a special place among the various aspects of
sports interest. As for the standard fan, a match result is typically a topic of dis-
cussion and emotional enjoyment. However, the prediction is practical for ana-
lysts and professional bettors who place wagers on sports events [1]. Knowing the
likelihood of a player’s victory not only allows for more informed betting to se-
cure financial gain but also aids in developing strategies for long-term success. In
this context, the betting process goes beyond simple gambling for many profes-
sional participants in the sports betting market. Predicting tennis match outcomes
becomes a critical tool for making informed decisions, assessing risks, and evalu-
ating potential benefits, ultimately supporting the financial growth of the bettor. It
also gives us the possibility to solve such tasks as understanding behavior and
forecasting the gamer’s outflow [2]. The players who win are motivated to stay
longer in the game while they understand the game’s process and can also plan
their own strategy and evaluate their financial benefits.

© K. Shum, N. Kuznietsova, 2025
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PROBLEM STATEMENT

This research was conducted to deeply understand the betting and gambling proc-
esses by applying modern techniques and approaches. It was first decided to try
machine learning algorithms for evaluating and forecasting games’ outcomes and
for finding hidden dependencies. Then, based on these models, we can find the
most important variables that could be interpreted as some key factors for win-
ning on some side. It means that we can also take into account some preliminary
information before making a bet. Next, the strategy of effective betting should be
defined. For this reason, we will develop the algorithm for defining the most ef-
fective strategy that can be used by gamblers to maximize their profit as a result
of the sports betting process.

MACHINE LEARNING METHODS AND AUXILIARY ALGORITHMS
FOR THE GAME OUTCOMES PREDICTION

Machine learning methods

Machine learning is currently a powerful tool for solving various tasks across dif-
ferent fields of human activity. The significant potential and efficiency of ma-
chine learning methods and algorithms make this technology crucial in areas
where traditional approaches may fall short. Predicting the outcomes of sports
events is no exception. In this study, predictive models have been developed to
predict the results of men’s (hereafter, M) and women’s (hereafter, W) tennis
matches. These models are based on logistic regression (M and W), multilayer
perceptron (W), random forest (M), and extreme gradient boosting (M).

Logistic regression is a method that models the relationship between a cate-
gorical target variable and a set of independent predictor variables. Although lo-
gistic regression is a classification algorithm, it is based on a linear regression
model [3; 4]. To produce categorical outcomes, it transforms the continuous out-
put of linear regression into a range between 0 and 1 (interpreted as the probabil-
ity of belonging to a specific class) using the logistic function, also known as the
sigmoid function [3], which can be described by the following formula:

o(x)=——
1+e 7

where z =B, +Bx +p,x, +...+B,x, is a linear combination of independent

variables x; and their coefficients B;, i=1,n, n is a number of predictor vari-

ables and B is the intercept term.

Then the probability of an object’s belonging to a specific class can be repre-
sented as:

P(y=1)=0o(z); P(y=0)=1-0(2).

Random forest is an ensemble machine learning method that combines the
predictions of multiple decision trees to improve the model’s accuracy and stabil-
ity. The trees are constructed on random subsets of data from the training set, and
random subsets of features are used to reduce the correlation between the trees.
The final prediction y is determined by majority voting, making the method ro-
bust to overfitting and effective for various tasks [5], and is determined by the
following formula:
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y=Modelh,(x)}, i=ln ,

where 7;(x) is a prediction of the i -th tree, and » is a number of trees in the forest.

Extreme Gradient Boosting (XGBoost) is an ensemble machine learning
method that implements gradient boosting with decision trees. XGBoost uses an
iterative approach, where the key idea is to build an ensemble of decision trees,
with each subsequent tree sequentially correcting the errors of the previous ones,
thereby improving the model’s overall accuracy [6]. If the prediction for the i -th

sample after k£ —1 iterations is represented as j/(k D then at the k -th iteration,

the prediction value will be updated using the following formula:

k) A(k—1
P =55 enh (xy),

where mis the learningn rate, which determines how strongly each tree influences

the final prediction.

A multilayer perceptron (MLP) is a type of artificial neural network consist-
ing of several layers: an input layer, one or more hidden layers, and an output lay-
er. Each layer contains neurons that take a weighted sum of input data from the
previous layer, apply an activation function to it, and pass the result to the next
layer. Weighted sum is counted using the following formula:

n
l D (-1 I
) =Sl 4o
i=1
where zg-l) is the activation of neuron ; in layer /; w,-(jl) is the weight connecting
(-1

neuron i in the previous layer to the neuron j; g; is the activation of neuron

i in the previous layer; b}l ) is the bias of neuron J.

The training process is repeated over several iterations until the model con-
verges to an optimal solution. Due to the architecture, MLP can model complex
nonlinear relationships between data [7].

Aucxiliary algorithms

The time discounting method is an approach that assigns greater significance to
newer data and less to older data [8]. The idea is to apply weights relative to the
time between events. In the study, this method is used to predict player statistics
in the men’s division, as the prediction of match performance is based on the val-
ues of relevant statistical variables. Weights are applied using an exponential
function W (t):

W) =min(f", f),
where ¢ represents the time in months between the scheduled match and a previ-
ously played match, and f is the discount factor, which can range from 0 to 1.

The discount factor determines the extent of time discounting and is set by the re-
searcher. The smaller the value of £, the lower the weight given to older matches.

The data filtering algorithm is the process of selecting subsets from a large
dataset based on specified criteria. Initially, the selection conditions are defined
(for example, these may be the values of variables), after which the corresponding
samples are formed, which allows the efficient extraction of the most relevant
data for further analysis and use.
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BUILDING THE MACHINE LEARNING MODELS

For this study, we decided to use real data and develop our models for the predic-
tion of tennis match outcomes using Python, along with relevant machine learning
and data processing libraries (Sklearn, Pandas, Numpy, etc.). For this reason, we
used two different datasets for men’s and women’s games. The dataset from user
JeffSackmann’s GitHub repository [9] was used to predict men’s matches, and the
dataset from the Tennis-data website [10] was utilized for women’s matches. In
both cases, the records began at the start of 2010, with a total of 153.959 and
37.731 games recorded, respectively.

For both datasets, initial preprocessing was carried out: the properties and
specifics of each variable were analyzed, missing values were handled, irrelevant
records and variables were removed, and the data was transformed into a format
suitable for future models. Each dataset was duplicated, and the corresponding
player columns were swapped to balance the number of positive and negative
classes (1 for the first player’s victory, O for loss). As a result, the final training
datasets contained 209.116 and 47.816 records for men and women, respectively.

The most important features for prediction by using statistical methods were
selected, such as:

o For men: twenty significant predictor variables were selected, including
tournament seeding numbers, differences in height, ranking, ranking points, as
well as percentage differences in various statistical indicators (e.g., first serve
percentage, percentage of points won on return, etc.).

o For women: five significant predictor variables were selected, including
differences in ranking points, age, and differences in the win odds set by the Pinnacle
bookmaker and between maximum and average odds from other bookmakers.

The next stage involves constructing machine learning models using the
methods mentioned earlier. To determine their best parameters, the grid search
algorithm was applied. This algorithm selects the combination of the most effec-
tive features from a given set that ensures the highest model performance. The
results obtained are presented in Tables 1-5.

Table 1.Parameters of the logistic regression model (women)

Parameter Description Value
test_size The proportion of the dataset that is used for testing the model 0.1
The method for determining the optimal model weights S
solver S . liblinear
that minimize the loss function
fit_intercept The presence of a bias term in the model equation False
C Regularization strength 4.25
penalty The type of regularization used to control the model’s overfitting L2
Table 2. Parameters of the multilayer perceptron model (women)
Parameter Description Value
test_size The proportion of the dataset that is used for testing the model 0.1
The method for determining the optimal model weights
solver that minimize the loss function Ibigs
activation Activation function of the hidden layer relu
alpha L2-regularization strength 0.005
hidden_layer sizes Number of neurons in the hidden layers (100,)
learning_rate Learning rate for weight updates constant

90 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 3




Analysis and forecasting of the financial benefit for the tennis match outcomes by ...

Table 3. Parameters of the logistic regression model (men)

Parameter Description Value
test_size The proportion of the dataset that is used for testing the model 0.1
solver The method for deFeljrnining the optimal'model weights that newton-cg
minimize the loss function
fit_intercept The presence of a bias term in the model equation True
C Regularization strength 1
penalty The type of regularization used to control the model’s overfitting None
Table 4. Parameters of the random forest model (men)
Parameter Description Value
test size The proportion of the dataset that is used for testing the model [ 0.15
n_estimators The number of trees in the forest 100
criterion The function to measure the quality of a split log_loss
max_features | The number of features to consider when looking for the best split| None
min_samples leaf| The minimum number of samples required to be at a leaf node 2
Table 5. Parameters of the XGBoost model (men)
Parameter Description Value
test_size The proportion of the dataset that is used for testing the model | 0.15
n_estimators The number of trees (iterations) of the model 100
learning_rate Learning rate 0.05
max_depth The maximum depth of each tree 6
reg_alpha L1-regularization parameter 0.5
reg_lambda L2-regularization parameter 1.5

After building the models with the specified parameters, their performance

was evaluated on the training and validation datasets using standard classification

quality metrics. The results are presented in Tables 6—10.

Table 6. Evaluation of the logistic regression model (women)

Quality metric
Sample -
Accuracy | Precision Recall F1 Score | Roc Auc Loss
Training 0.68966 0.68897 0.70124 0.69496 0.76102 0.57987
Validation | 0.68341 0.68355 0.68202 0.68277 0.75474 0.58704
Table 7. Evaluation of the multilayer perceptron model (women)
Quality metric
Sample
Accuracy | Precision Recall F1 Score | Roc Auc Loss
Training 0.69175 0.68903 0.70954 0.69894 0.7599 0.5803
Validation | 0.68290 0.68239 0.68323 0.68274 0.7535 0.58745
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Table 8. Evaluation of the logistic regression model (men)

Quality metric
Sample —
Accuracy Precision Recall F1 Score Roc Auc Loss
Training 0.98278 0.98292 0.98253 0.98272 0.99790 0.05599
Validation | 0.98145 0.98146 0.98144 0.98145 0.99789 0.05618
Table 9. Evaluation of the random forest model (men)
li tri
Sample “ Quality metric
Accuracy | Precision Recall F1 Score Roc Auc Loss
Training 0.98345 0.98345 0.98376 0.98381 0.99763 0.07793
Validation | 0.98363 0.98362 0.98366 0.98349 0.99789 0.07484
Table 10. Evaluation of the XGBoost model (men)
i -
Sample ” Quality metric
Accuracy | Precision Recall F1 Score Roc Auc Loss
Training 0.98396 0.98501 0.98293 0.98396 0.99834 0.04733
Validation | 0.98359 0.98267 0.98455 0.98361 0.99842 0.04601

After analyzing the results obtained, it can be concluded that the models pre-
dicting women’s matches perform at an acceptable level but are slightly worse than
those predicting men’s matches. The models for men’s tennis show excellent values
across all metrics. However, it is important to note that their performance may decline
due to the necessity of applying the time discounting method to predict statistics for
future matches. None of the developed models exhibit signs of overfitting, as the
quality metrics for both the training and validation datasets are very close.

To facilitate the process of predicting matches and to provide a straightfor-
ward interpretation of the results, a web interface was developed to allow users to
interact with the developed models easily, input the necessary data for predictions
via the keyboard, and modify it if needed. Separate prediction pages for men and
women were implemented, with their interfaces shown in Figs. 1 and 2. Addition-
ally, a database containing historical match records for men was created.

About P1 name P2 Name
ATP Mowak Djokovic L Jannik Sinner
WTA
Player Linfo Player 2 info
Height Height
Toumey info 188 - * 181
Surface Current rank Current rank
Hard i 4 -+ 2
Match date Current points Current points
2025/09/24 4830 - * 10780
Save ¥ Seed Seed
5 v s -
[ The database with submit Submit
player statistics was
last updated on April

15,2024, Make prediction

Fig. 1. Prediction page for men’s match outcomes
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About
Player 1 info Player 2 info
ATP
P1name P2 name
LA Suitolina E. Navarro E.
Date of birth Date of birth
Match info 1994/09/12 2001/05/18
Match date Amount of paints Amount of points
poi poi
2025/0%/24 2134 - 2950
Save o Pinnacle coefficient Pinnacle coefficient
1,93 - . 1,78
Maximum coefficient Maximum coefficient
1,93 - . 1,81
Average coefficient Average coefficient
187 = 1,76
Submit Submit
Make prediction o/

Fig. 2. Prediction page for women’s match outcomes
ALGORITHM FOR DETERMINING THE BEST BETTING STRATEGIES

To determine an effective betting strategy, a method based on the ROI (return on
investment) metric as the prior indicator of a bettor’s success and, accordingly,
the target metric of the built predictive model’s effectiveness was developed and
applied. An important condition is that each bet must be evenly distributed with
an identical amount.

Let S, represent the bettor’s (player’s) initial capital.
So =st,
where s is the amount of a single bet (always the same), and ¢ is the bettor’s tol-
erance for losses, i.e., the number of consecutive bets he is willing to lose before
ceasing to follow the strategy. The tolerance is determined by the bettor and can
be adjusted during the betting process.
Then, §; is the player’s current capital after the i -th bet has been placed.

S; =8, +1;scoef; —s ,

where coef; is the coefficient of the i -th bet, i =1,n, and # is the total number of bets,

while I; is the indicator of the success of the i -th bet, which is determined as follows:
I; ={1, if the bet won 0, otherwise .

Let P, be the player’s profit after calculating the i -th bet:
P =S -5,.
Let ROI; be the percentage of winnings from each bet, calculated after the
i -th bet, averaged over the distance:

P100

ROI; = i=Ln.

Si
Then, the betting strategy is considered effective if the following conditions are met:
1. S;>s, i=Ln. This condition means that the player’s current capital

must always be greater than the amount of one bet to be able to place it.
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2. ROI; >0 npu i= h,_n . Here, n is the total number of bets placed, and

h is the minimum number of bets determined as the calculation threshold for
profit, which can be adjusted by the player. This condition means that after the /-
th bet, the return on investment (ROI) must always be greater than 0, demonstrat-
ing the strategy’s stability and profitability over the long term.

1

3. > I(ROI,; <ROI ; )<t,

j=0

where k=Ln—t+1 for n>t-1, ROI, =0, and 1(-) is an indicator defined as

follows:
1) ={L, if ROI},; <ROI,; 0, otherwise .

This condition means that the player is willing to tolerate no more than ¢
consecutive lost bets (tolerance for loss).

The algorithm for determining an effective strategy using the described
method is presented in the form of a flowchart in Fig. 3.

Define the parameters s, t, h, calculate the initial capital Sy

.

r
| Place a bet |

S

Calculate the current capital S;, profit P;, ROI; |

t—1
> 1(ROI.j < RO ;1) < t
3=0

no s\"’

Fig. 3. Flowchart of the algorithm for determining the effectiveness of a betting strategy
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DETERMINING THE BEST BETTING STRATEGIES BY DEVELOPED
ALGORITHM

New datasets of predicted matches were created using the models and algorithms
previously developed to determine potentially successful betting strategies. A
sample of 239 predicted matches for women and 346 for men was compiled. The
prediction of players’ statistics for men was performed in two algorithm varia-
tions: for all court surfaces and only for a selected surface. As a result, six predic-
tions were made for each men’s match.

A filtering process was applied to the obtained data to exclude specific cate-
gories of games, thereby increasing the scope for identifying the most suitable
conditions for profitability. For women, filters were considered for the minimum
probability of a player’s victory and the minimum odds. For men, filters included
the current form (i.e., the number of matches played in the last 60 days) and the
minimum odds. Tables 11-12 present the number of successful (profitable) strat-
egies for each model.

Table 11. Successful strategies (women)

Model Number of profitable, Total number Percentage of
strategies of strategies | profitable strategies
Logistic regression 44 99 44
Multilayer perceptron 34 99 34
Table 12. Successful strategies (men)
Model Number of . Total numper Percentage of‘
profitable strategies| of strategies | profitable strategies
Logistic regression (all surfaces) 24 144 17
Random forest (all surfaces) 33 144 23
XGBoost (all surfaces) 0 144 0
Logistic regression (selected surface) 18 99 18
Random forest (selected surface) 0 99 0
XGBoost (selected surface) 7 99 7

The tables reveal that the XGBoost model with the algorithm for predicting
players’ statistics across all surfaces and the random forest model with the algo-
rithm for predicting players’ statistics on a selected surface did not show any prof-
itable betting strategies.

Tables 13—14 present the most successful and effective strategies for each
model with the parameters s =100, =5, #=10.

Table 13. Most successful effective strategies for the women’s division

Minimum| Minimum | Prediction ratio |Percentage| Increase ROI
Model |probability| coefficient | (correct predictions| of correct | in initial (%)
threshold | threshold | / total predictions) |predictions capital (%) " °
Logistic | ¢ 1.35 22/23 96 1548 | 33.65
regression
Multilayer |, <5 135 27/28 96 201.8 | 36.04
perceptron
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Table 14. Most successful effective strategies for the men’s division

Minimum Minimum Prediction ratio Percentase Increase|
number of . (correct predic- &¢/in initial ROI
Model coefficient . of correct . o
matches played threshold tions / total redictions capital | (%)
threshold predictions) P (%)
Logistic
regression 12 1.5 14/24 57 57.4 111.96
(all surfaces)
Random forest 12 1.25 19/30 63 158.6 |26.43
(all surfaces)
Logistic
regression 8 1.6 12/19 63 82 |21.58
(selected surface),
XGBoost (se- 8 1.55 14/23 61 104.2 2248
lected surface)

Based on the results, it can be concluded that the two best strategies for ob-
taining financial gains from betting on tennis match outcomes are:

e For women: the multilayer perceptron model, as its strategy has a higher
percentage increase in initial capital and ROI.

e For men: the random forest model with the algorithm for predicting
players’ statistics across all types of courts, as it has the highest ROI and percent-
age increase in initial capital.

To visualize the change in ROI from betting according to the most success-
ful effective strategies, we generated the graphs shown in Fig. 4 and 5, illustrating
the effectiveness of the chosen strategies and models for women’s and men’s ten-
nis matches, respectively.

ROI Over Time

30

20

ROI

10

0
0 5 10 15 20 25
Bet number
Fig. 4. Change in ROI for the most successful effective strategy based on the multilayer
perceptron model for women’s tennis matches

ROI Over Time

20

ROI

10

0 5 10 15 20 25 30
Bet number
Fig. 5. Change in ROI for the most successful effective strategy based on the random

forest model with statistical prediction algorithm across all types of courts for men’s tennis
matches
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CONCLUSIONS

The first part of the conducted study was dedicated to the implementation of vari-
ous machine learning methods and auxiliary algorithms for predicting the out-
comes of tennis matches. The second part aimed to determine the best strategies
for obtaining financial benefit from sports betting. For this work the real data both
for men’s and women’s tennis matches were selected, processed and analyzed.
Five machine learning models were developed based on logistic regression, multi-
layer perceptron, random forest, and extreme gradient boosting methods. Men’s
tennis results forecasting is based on players’ statistics as predictor variables.
Therefore, an algorithm that uses the time discounting method was applied, ena-
bling the statistics forecasting for future matches based on the player’s historical
games. Forecasting of outcomes were made on new datasets to determine the best
betting strategies. Based on the results obtained, using a filtering algorithm and
the developed method for assessing strategy effectiveness, the most successful
and effective betting strategies were identified for use in sports betting to maxi-
mize user profits.

A web interface was created to facilitate the use of the developed models and
provide a clear interpretation of the obtained results. This interface allows users to
easily manipulate input data for prediction by entering it via the keyboard or, if
necessary, modifying it. In future research, we will focus on studying and using
background information received from the key variables as well as modifying and
proposing more different strategies for the players based on their attitude and risk
tolerance.
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NPOTHO3YBAHHSI PE3YJIBTATIB TEHICHUX MATYIB 1 AHAJII3
®IHAHCOBUX BUT'O/JI / K.I. lllym, H.B. Ky3uenosa

AHoTanisi. PeanizoBaHo nmporpaMHHI MPOAYKT, SIKMK TO3BOJISIE MPOTHO3YBAaTU pe-
3yJIBTaTH TEHICHUX MaTdiB, pO3pO0JICHO METO/ BU3HAUCHHS e()EKTHBHUX CTpaTerii
CIIOPTHBHHUX CTaBOK. TEHIC € OJHMM i3 HAMNOIYyJISIpHINNX BHUAIB CIIOPTY Y CBITI,
KW [IpUBEpTAc 3HA4YHYy yBary sk 3BHYaiHHUX yOOJiBalbHHKIB, Tak i mpodeciiHux
AQHANITHKIB. BUKOPHUCTAaHHS METOJIB MAalIMHHOTO HAaBYaHHS Ja€ 3MOry e(eKTHBHO
HPOTHO3YBATH PE3yJIbTATH MaT4iB, 10 BiIKPUBAE MOMKIIMBOCTI Ul OTPUMAHHS MPU-
OyTKy BiZ CTaBOK Ha HMOBIPHMX MEPEMOXKLIB. MeTa HOCIIKSHHS — OLIHIOBAaHHS
(hiHaHCOBOT BUTOAM BiJ MPOTHO3YBaHHS pE3yJbTaTiB TEHICHUX irop depe3 MOIIyK
e(eKTHBHOI CTpaTerii CIOPTUBHUX CTaBOK. PO3IMIIHYTO pi3HI METOAM MAaIIMHHOTO
HaBYaHHS 1 JJOIIOMIXHI QJITOPUTMH Ta BUKOHYETECS 1X IOPIBHSHHS 3 METOIO BUOOPY
HalKpamoi crpaTerii yKIafaHHsI CTaBOK 33Ul MakcUMi3allil HoTeHuiHoOro npuoy-
TKy KopuctyBada. O0’€KT JOCIIJDKEHHS — IPOTHO3YBaHHS Pe3yJIbTaTHBHOCTI TEHiC-
HUX MaryiB. [Ipeamer mocnmimkeHHS — MoOJeli, METOANW MAIIMHHOIO HaBYaHHS Ta
JIOTIOMDXKHI QJITOPUTMH [POTHO3YyBaHHS Pe3yJbTaTUBHOCTI TeHiCHUX irop. Pe3ynbra-
TOM JIOCITI/DKEHHS € BU3HAUCHHSI HAWKPAIOol cTpaTerii TeHICHOro OeTTHHTY.

KurodoBi ciioBa: rmporHo3yBaHHs pe3ysbTaTiB TEHICHUX irop, MallMHHE HABYaHHS,
CIIOPTHBHHH GETTHHT, CTpaTerii CTaBOK.
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Abstract. A multi-criteria optimization mathematical model of credit scoring is pro-
posed. The model is derived using a nonlinear trade-off scheme to solve multi-
criteria optimization problems, allowing for the construction of a Pareto-optimal so-
lution. The proposed approach forms an integrated assessment of a borrower’s cred-
itworthiness based on a structured set of indicators that reflect the financial, credit,
and social profile of clients. The model is designed for use in intelligent CRM and
ERP systems operating on Big Data and does not rely on labeled training samples,
making it applicable to unsupervised learning tasks. It can also serve as a founda-
tional layer for further deep-learning analysis. Methodological steps for implement-
ing the model, from indicator normalization to final decision-making, are described.
A technological implementation demonstrates the model’s effectiveness in auto-
mated loan decisions and fraud detection.

Keywords: Data Science, Big Data, SCORIG machine learning, decision making,
multi-criteria mathematical models, intelligent CRM, ERP systems.

INTRODUCTION

The development of the modern IT industry determines the methodologies and
technologies of electronic banking. This also affects the automation of intelligent
decision-making processes. One of these directions is making decisions about
granting loans to consumers of lending services (clients) provided by banking
institutions. This process relates to the field of credit scoring (SCORIG). It is
based on the analysis of a set of indicators of the client’s creditworthiness and
establishing an individual integrated assessment (SCORE) in order to make an
informed decision on granting a loan. The practice of scoring analysis is not
limited to a binary yes/no assessment of lending. Scoring analysis should ensure
the formation of an adequate risk assessment that determines a specific credit
program adapted in the loan life cycle to the properties of a specific client. The
process of scoring analysis should ensure high economic performance indicators
of the banking institution. For lending programs, this means maximizing the
number of loans issued, but through programs that are adequate to the risks of
non-repayment of loan funds by the client. Currently, credit scoring is
implemented by automated software tools that have the properties of intelligence
and are organized in the format of distributed CRM or ERP systems.

© 0.0. Pysarchuk, M.D. Vasylieva, D.R. Baran, 1.0. Pysarchuk, 2025
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Features of credit scoring in modern CRM, ERP are, in fact, the implementation
of Data Science technologies on Big Data arrays. This imposes rather strict
requirements on the computational complexity of credit scoring models.

Undoubtedly, the quality of automated credit scoring decision-making is
determined by the mathematical models underlying the automated software tools.
Therefore, the pragmatic effort of banking institutions to increase the economic
efficiency makes relevant the task of developing effective mathematical models
of credit scoring in Data Science tasks on Big Data arrays.

ANALYSIS OF RESEARCH AND PUBLICATIONS

The specificity of the credit scoring task consists in considering it within the class
of classification methods and models. Classical methods of machine learning are
most often used [1-5]: discriminant analysis; logistic regression; decision trees;
method of support vectors; naive Bayes classifier; neural networks and others. In
general, the assessment task refers to the theory of system analysis [6].
Performance evaluation is carried out in the following sequence: determining
factors, indicators and criteria; forming the decision-making model; interpreting
the obtained result. Single-criteria and multi-criteria models of efficiency
evaluation are distinguished [7, 8], with the latter being comparatively more
adequate. The main drawback of traditional credit scoring approaches is the
consideration of the assessment task at the level of classification and forming an
integrated assessment on a discrete field of static numerical representations of
many factors of a particular borrower.

Currently, digital twin technologies are rapidly developing, which involve
implementing any business processes into digital virtual reality in order to
automate and optimize them. Digital twin is effective not so much in the aspect of
automation as in the maximum approximation of the “twin” to the real physical
process. This means that the twin must have a high level of adequacy but with
abstraction that allows productive processing of, for example, Big Data arrays.

The main idea of the approach proposed in the article is to approximate the
problem of credit scoring to its real physical essence at the formalization level.
This means that a real client should come as close as possible to the image of an
unattainable ideal based on a set of indicators. In this formulation, the task of
scoring analysis reflects the task of multi-criteria evaluation. This will be applied
to the synthesis of a mathematical model of scoring analysis, as a multi-criteria
optimization mathematical model of evaluation.

Multi-criteria formalization of the decision-making task a priori has a higher
level of adequacy since it mathematically allows describing a specific practical
task of natural language expressed by the scheme “how best...”. Moreover, the
criterion allows describing the entire set of possible indicator values, even though
represented by a set of discrete limited realizations.

Moreover, the criterion allows describing the entire set of possible values of
indicators, although represented by a set of discrete limited implementations.
Thus, the increased adequacy of the evaluation task at the formalization stage
ensures that the “twin” closely approximates the real physical process. Therefore,
we should potentially expect an increase in the efficiency of the final result of the
scoring analysis.

Formulation of the problem. The aim of this article is to synthesize a
multicriteria optimization mathematical model for credit scoring.
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PRESENTATION OF THE MAIN MATERIAL

The achievement of the stated goal is implemented at three levels: model,
methodological, and technological.

1. Multicriteria Optimization Mathematical Model of Credit Scoring. The
synthesis of the mathematical model is implemented in stages: defining factors,
indicators, and criteria; forming the decision-making model; interpreting the
obtained result.

Defining factors, indicators, and criteria are the initial data for evaluation
and represent the scoring card. The scoring card structure is known but may vary
in the number and values of indicators according to the specific conditions of a
particular banking institution.

The classical structure of the scoring card includes the following groups of
indicators[1-5]: information from the banking institution—credit product;
information about the borrower/client—credit history; financial; social (see Table 1).

Table 1. Scoring card — general structure

Credit product (bank): Financial (borrower):
= Amount; = Assets;
» Term; = Obligations;
= The purpose of the loan; * Monthly income;
. * Monthly expenses;
Credit history (borrower): Social indicators (borrower):
= [n the current bank; = Work experience;
= In other banks; = Time of residence at the current address;
= Credit bureau data; = Marital status;

The specificity of indicator values in the scoring card is formed as a dynamic
database of client interactions.

In the classic setting, the task of scoring analysis is formalized as the task of
classifying new customers based on information about existing clients.

Let the set of bank customers be given

{Z3, i=1l...n. (1)
Each client is characterized by a p-dimensional vector of heterogeneouss
features.

X =[x ] )

It is known that each client ¥; belongs to one of two creditworthiness classes
k<2:

3)

Ve y =1—the client is creditworthy,
- v =0—theclientis not creditworthy.

New clients are characterized by a sample: {W;}, j=1...m.

A sample of clients with known creditworthiness class serves as the training
set— {Z"}, i=1...(n—N).
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It is necessary to implement a scoring algorithm that classifies new clients

W;}, j=1...m, based on their feature vectors X; = [x,-l,...x,p]T.

The specified scheme corresponds to the strategy of learning with a teacher,
however, in the practice of scoring analysis, the presence of a training sample is a
rather rare phenomenon. In this case, forming a training set becomes a separate,
rather complex task.

Additionally, discrete indicators of the scoring card may not be informative
when considered individually. This necessitates calculating secondary indicators
and comparing them with other clients.

Therefore, the article considers a modified formulation of the problem of
scoring analysis.

Let a set of bank clients (1) be given. Each client is characterized by a p-

dimensional vector of heterogeneous features (2) X; =[xl~1,...xl~p]T. It is neces-

sary to classify each bank client Y; into two classes (3).

The multi-criteria scoring method is proposed to solve the classification
problem formalized in this way. This decision is based on the following
considerations. Scoring analysis is essentially aimed at building a digital twin of
the banking institution’s team, which forms the requirements for the ideal client.
This enables the analysis of alternatives for binary classification of clients based
on a multitude of factors, comparing the ideal image with the real client —
evaluating the degree of closeness between them. This process is accompanied by
considerations/doubts/analysis of many factors—often following the “best—worst”
scheme. It is multicriteria scoring that allows incorporating the decision maker’s
considerations in transforming static indicators into dynamic requirements of criteria.

In addition, the scoring model must meet a number of technical requirements
[1-5]:

1. High adequacy in dividing borrowers into two categories from the
perspective of credit issuance: “positive” and “negative”;

2. The scoring point is a measure of the probability of the borrower
belonging to the “positive” or “negative” class;

3. The scoring model should form the average rating of “negative”
borrowers significantly lower than the average rating of “positive” ones;

4. There should be a ranking of borrowers within the rating of “positive”
decisions;

5. There is a cut-off point when it is unprofitable for the bank to issue loans
to borrowers below a certain scoring point;

6. The scoring model should ensure detection of fraud.

Multi-criteria scoring implements the given list of requirements and has a
number of unique advantages, which will be proved with a computational
example [8].

Based on the structure of the scoring card (Table 1) and setting extremum
requirements for its indicators, we generally obtain a system of criteria for the
categories of the scoring card:

credit product (bank)

Pz[p,-—>extreme]T, i=l..k,, 4)

102 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 3



Multi-criteria mathematical model of credit scoring in Data Science problems

financial (borrower)

F=[f—> extreme]T, i=l..kg,
credit history (borrower)

K =[k; — extreme]", i=1...k,
social (borrower)

S=[s; —extreme]', i=1...k

s

extended vector of criteria
W =[w; = p;, fik;»s; — extreme]', i=1.k,+ks+ki+k;.

The directions of the extremum (extreme=min, max) of each indicator of the
scoring card are unique for each banking institution. This effectively reflects the
bank’s understanding of the image of the ideal client and considers the logic of
mental deliberations “best-case scenario — worst-case scenario”.

Analysis of the content and practical significance of indicators in the scoring
card suggests a conflicting nature of criteria for the “ideal” borrower. Therefore,
we have a multicriteria optimization problem in scoring.

The decision-making model is formed by aggregating/integrating partial
criteria vectors (4) into a generalized/integrated assessment score using
convolution through a non-linear trade-off scheme [8].

Compared to other aggregation schemes of partial criteria [9], convolution
has a number of proven advantages [8]. The convolution uses a non-linear trade-
off scheme, which allows obtaining a Pareto-optimal solution with low computa-
tional costs. The optimization problem is solved under constraints, ensuring uni-
modality of the generalized criterion function and guaranteeing a unique solution
in any case. Convolution enables the use of a minimax approach, focusing on
maximizing the dominant partial criterion of optimality. Weight coefficients of
partial criteria allow consideration of subjective factors in dominating their influ-
ence on scoring results.

The convolution criterion for discretely given partial optimality criteria has
the form [8]:

b
Y(@9) =X vor(1= ;)" — min, 5)

I=1
where /=1...b — the number of partial optimality criteria included in the
convolution; y,; — normalized weight coefficient; ¢, — normative partial

criterion.

The values of weight coefficients are assigned within a unified rating scale
and normalized according to the expression:

Y1
Yo="p o (6)
lel Y1
where vy, is the current (non-normalized) value of the weight coefficient.

The normalization of partial criteria aims to bring them to a single scale of
change (0...1) and to the direction of minimization. Therefore, partial criteria that
are minimized and those that are maximized are normalized separately.
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Normalization can be implemented, for example, relative to the maximum

(minimum) values characterizing the change in partial optimality criteria by
expressions

min

. max
min __ i max __ min @, -A 7
Py = Py T (7)
max@;, +A (0}
where max ;™" , min@;"™ — maximum and minimum values of the minimizing
and maximizing criteria in the interval of their consideration; A — the reserve

coefficient, which varies between 0.1 and 0.3 and ensures the elimination of the
operation of division by zero for normalization of values max ;"™ , min "™

Convolution (5) can be presented in matrix form
Y(g9) =GO,
G=[v,v2:Y3>--57], [=1...b, (®)
© =[(1-0p) (1= 0p2) (1= 9g3) s os(l=o)) 1", 1=1..b.

To form a multi-criteria mathematical model of bank scoring, we formalize
the appearance of the scoring card in the accepted notation (4) — see table 2.

Table 2. The scoring card — formalized structure

P F K S
NQ p] p2 ves pl‘:kp ﬁ _f; cee fi:k_/’ kl k2 eee ki:kk Sl S2 eee Si:ks
Wl Wy |l Wiy, | Wik, | Wik, || Wy vk, |- Wi,k +h +k,
LWy | W) |- Wl(kp) Wiaek,) | Wik, |-+ | Wik, k) |-+ Wl(kark_/, o +h,)
2 W2(1) W2(2) ves W2(kp) W2(1+/€,]) W2(2+kp) ves W2(kl]+kf y--- W2(kp+k, k)
v wv(l) Wv(2) see Wv(k,,) wv(1+kp) Wv(2+kp) . Wv(kp Hhp) feee Wv(k,,-*—k,v +hy +k,)

Taking into account the given designations, the generalized assessment of
the v-th borrower according to the vector of criterion requirements (4) for the

scoring card of Table 1 in accordance with the convolution (5) is determined by
the expression:

by the extended vector of criteria in scalar form:
kp+kyp+ky+kg

Y,(wp) = > Yo (= Wv(()l))_l — min, &)
=1

by the extended vector of criteria in matrix form:
Y, (wy) = G, @y ,
G, =YY Y3)se-n¥Yyls =1k, +kp+k +kg, (10)
Dy, =[(1=wyon) A= Wy02) s (T=Wy3) a =Wy 1,

I=1..k,+ks+k+k;.
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Normalization of weight coefficients, as well as partial criteria included in
(9), (10), is implemented according to expressions (6), (7), taking into account the
direction of the extremum.

To account a significant number of criteria in the generalized multicriteria
assessment, it is advisable to use the technology of nested convolutions. This
approach also allows regulating the influence of groups of scoring card indicators
on the assessment result. This is implemented by sequentially (within the four
groups of partial criteria (4)) reduction of partial criteria to the generalized by
group and to the integrated efficiency criterion in scalar form:

kp

Py (o) = Vvon (- Pv(oz))_l —> min,
I=1
kr

F,(f0) =2 vvon (1= fv(ol)y1 — min,
=1

ki
K\ (ko) =¥ yon (1= kyop) ™ — min,
=1

S
Sy (s0) =2 ¥von (1= SV(OI))_I — min,,
1=1

Yy (wo) =Yoo (1= Poo (o) ™ + vion (1= Fyo(fo) ' +

+Yon (1= Ko (ko)™ +73(01) (1= Sy (59)) ™" — min, (11)
k

Pyo(pg) =[Y.(1=[max py(on —AD T,
i=1

kP
F(po)=[>(1-[max f,(on—AD T,

i=1

k

Kyo(pg) =Y (1-[maxk,o)—AD T,
i=1

kP
Svo(po) =[>,(1—[maxs (o —AD '] (12)
i=1

Normalization (12) is performed relative to the worst assessment — the

maximum value of the normalized indicator, which characterizes the partial
criterion of the scoring card.

Similarly, matrices are formed and generalized group criteria ratings, which
are part of the matrix model of multicriteria scoring (10), are normalized.

-1 1
Y, (wp) = Yg(oz)(l - Gvaq);vO) +Yoon (- vao®§vo)
+ Yf(oz)(l — Go®@i) ' + Yf(oz)(l ~ Gy ®h)” > min,
GpVO’ vao, GkvO’ GSVO = normalization [YV(OI)] , [=1.. ‘kp’kf’kk ,k

N

are the same in structure, but may have different values
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Y, (wp) =Yeon (- GvaCD;I;VO)_l + Yf(Ol)(l - vao‘D}vo)_l
+7401)(1= Gro @)™ +73(01)(1 = GoPyy0) ™ — min, (13)
G 105G 0> Givo» Gyo = normalization[y (o)1,
[=1...k i’ k s k, .k, are the same in structure, but may have different values
@, =normalization[(1- p (o)) "1, I=1...k,,
® ;) = normalization[(1 - f,o) ' 1", I=1...k,
@, = normalization[(1- k(o) "'1", I=1...k; , (14)

®,, = normalization[(1 - sV(Ol))_l]T , I=1..k,.

The interpretation of the obtained result involves bringing the value of
the generalized assessment (9), (10), or in the form (11), (13) to a unified scale,
for example, from 0 (the worst rating) to 1 (the best rating). This is achieved by
normalizing the generalized score to the abstract worst customer score according

to the expression
5

Iy=1- , max/=) (I-[maxF,—A])", (15)
max / i
where max F; — the worst possible value of the partial indicator; A — the

reserve coefficient, which ensures the avoidance of incorrect operations during
normalization.

The obtained numerical assessment can be converted to the linguistic
category of the client’s solvency according to the fundamental assessment scale of
the Table 2.

Table 3.Fundamental rating scale

Integrated performance assessment / Linguistic category of efficiency
1,0-0,7 High
0,7-0,5 Good
0,5-0,4 Satisfactory
0,4-0,2 Low
0,2 and less Unsatisfactory

The numerical evaluation of the normalized generalized indicator (15) (see
the left column of Table 3) is proportional to the probability of the client returning
the loan. That is, it characterizes the risk of providing a credit loan.

Thus, expressions (9)—(15) form a multi-criteria mathematical model of
credit scoring. The differences, advantages and features of the model are as
follows. The model allows you to consider the indicators of the scoring card in
terms of infological connections: factors, indicators, criteria, which contributes to
increasing the adequacy of the ideal client profile of a banking institution. The
model ensures obtaining a generalized client assessment as a solution to an opti-
mization problem using a minimax approach to image requirements. The obtained
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solution is Pareto-optimal. Subjective priorities of scoring card indicators can be
taken into account in client assessment by adjusting both partial and group
criteriaweights. The model is structurally open to adding scoring card indicators.
The proposed model does not require a priori data on loan issuance/refusal to
clients, that is, it implements an unsupervised learning scheme. Thus, the
proposed model can be a primary superstructure, acting as a highly accurate
binary classifier to deep learning methods based on artificial neural networks.
Undoubtedly, artificial neural networks are designed and capable of accumulating
large segments of labeled data, and the proposed multi-criteria model cannot
compete with these advantages. But in the context of unsupervised learning, the
multi-criteria model has better potential properties than the existing approaches in
the essence of the formalization of the classification task. Research presented
below has proven the model’s capability to detect fraud. The model fully meets
the requirements for bank scoring models, which will also be proved by a
computational example.

II. The methodology of multi-criteria credit scoring determines the sequence
of actions for for performing calculations and obtaining the resulting assessment,
including the following stages:

1. Establishing a set of indicators from the scoring card (Table 1) in the form of (4).

2. Normalizing criteria (4) using expressions (6), (7).

3. Formulating the generalized client assessment, expressions (9)—(14).

4. Interpreting the generalized assessment with normalization (15) and in
accordance with Table 3.

III. The technology of multicriteria credit scoring involves practical aspects
of implementing the synthesized model (9)—(15) and the methodology of its
application to the architecture of the software system and to a specific script-
based implementation.

The technological processes of multi-criteria credit scoring can be
represented by the structural diagram in Fig. 1, which implements the
architecture of the software script of credit scoring.

I. Preparation of Input Data

1.1. Parsing the input| | 1.3. File parsing and analysis of | | | 53 Clearing the scoring

data file - the structure of scoring indicators | | 1,116 from omissions

1.2. Analysis <51£ the| | 1.4. Tnitial formation of the - = &

structure of input data scoring table 1.5.2. Formation of a
DataFrame of data taking

of scoring indicators and input| [{ndicators of the scoring table
data segment ~

1.5 Data cleaning <:H>1.5.1.Ana1ysis of the intersectio’—nto  account the missing

="~

I1. Formation of the scsoring model

2.1. Parsing the file of indicators 2.3. Normalization of indicators
(criteria) of the scoring card / data _ FA chiteria) _ E
2.2. Determination of normalizing™ 24. Integrated multicriteria assessmemn
parameters — SCOR

Fig. 1. Structural diagram of the software implementation of the mathematical model
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Technological processes are divided into two blocks: preparation of input
data and formation of the scoring model. The input data includes two files:
scoring card indicators in “sample data.xlsx” and indicator descriptions in
“data_description.xlsx” (Fig. 2). In total, there are 121 scoring card indicators and
500 records of potential bank clients.

4 A [ c o £ G H | ] K L M
1 Application loan_amounloan_days applied at gender birth_date  Marital children education fact addr fact addr starthas immov
2 1 3000 30 01.02.20210:21 1 03.02.1995 2 1 5 4 14.06.2015 0
3 2 1000 7 01.02.2021 0:24 1 19.01.1984 2 2 4 0 NULL 0
4 3 1000 3 01.02.2021 0:36 2 02.08.1994 2 1 4 2 17.05.2018 0
5 4 1600 30 01.02.2021 0:34 1 12.11.1992 1 1 3 3 25111992 0
& 5 2500 18 01.02.2021 23:22 222.10.1997 1 1 5 3 01.01.1999 1
7 [ 1000 30 01.02.:20210:38 2 12.06.1996 2 1 3 3 10.12.2009 0
8 7 1300 30 01.02.2021 0:40 1 05.04.1993 1 1 5 1 26.09.2012 1
9 8 2000 14 01.02.2021 1:00 117.09.1984 2 2 5 3 19.09.2012 0
10 9 2500 12 01.02.2021 0:47 127.09.1986 1 1 5 1 12.01.2015 0
1 10 1000 T 01.02.2021 0:50 2 15.06.1991 1 1 6 4 01.09.2014 0
12 11 2000 30 01.02.2021 0:52 2 21.08.1981 5 3 3 1 12.03.1981 0
13 12 1400 3 01.02.2021 0:50 2 04.04.1994 4 1 4 2 29.07.2010 0
14 13 2500 30 01.02.20211:19 1 27.06.1991 2 2 3 2 27.09.2007 0
15 14 2000 30 01.02.2021 1:04 1 11.03.1998 1 1 4 2 08.05.1998 0
16 15 1500 30 01.02.20212:17 1 09.08.1996 1 1 2 1 27.10.2002 0
17 16 1000 30 01.02.2021 1:40 125.02.1995 1 1 5 3 25021995 0
a — Scoring card sample data.xIsx
A B C D E B
1 Field_in_data of_information At_the_time Place_of definition |Nm
Determined by the application
registration system at the time

2 id Application ID Necessarily |Known of submission
3 loan_amount  Loan amount in the application Necessarily |Known Specified by the borrower

Loan repayment term in the
4 loan_days \application | Necessarily |Known Specified by the borrower |

Date and time of application Determined at the time of Local time on the user's device or
5 applied_at  acceptance |Necessarily |Known application |application time?

Determined by the browser at

6 auag the time of application Always UA
Always 999-999, the client enters
the destination itself, previously it

7 purpose_id  ID of the purpose of loan use  Necessarily |Known |was possible to choose from a list

& purpose_other The purpose of using the loan | Necessarily |Known Specified by the borrower

IP of the client from which the Determined by the browser at

9 ip request came Necessarily |Known the time of application

g2 loan_status_id |Not used | Not known | Assigned by the application processing system

&3 decision_status_id  The status of the decision on the application m

&4 decision_application_|ID in the decision-making system 7?

g5 decision_flow_id 1D the credit policy process Hi

g6 decision_is_exported Export check box m

87 decision_exported_at Export date | 777 |fields are related to decision-makin

g8 product_id 1D of the product issued to the customer | Necessarily 777 Parameters related to this product

b — Indicators of the scoring card data description.xlsx
Fig. 2. Structure of input data

The implementation of credit scoring technology in script form, according to
the developed model and its application methodology, is carried out using the
Python programming language with libraries such as NumPy and Pandas. The
original project with the code is available at https:/github.com/Pysarchuk-
O/scoring.git .

Over the input data files, a series of preparatory stages are implemented,
dictated by the specifics and details of the data: parsing of data files and
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converting them to the pandas — DataFrame format (blocks 1.1, 1.3); analyzing
the structure of the input data by size, data types, and presence of missing values
(block 1.2); initial formation of the scoring card and analysis of its structure for
compliance with the fields of Table 1 (block 1.4); cleaning the input data from
gaps using the rejection strategy in cases of a significant number of them and the
impossibility of recovery based on the essence of the indicator (registration ad-
dress, residence, place of work, etc.); selection of values for the scoring card
based on the intersection of input data (Fig. 2, ) and indicators (Fig. 2, b) with
further control of preservation of the of Table 1’s structure (block 1.5). After
these stages, which are classic, a content analysis of indicators is implemented
(also within Block 1.5’s functionality). This involves selecting objective-
subjective indicators that purely characterize the borrower and are not secondary,
as designated by the system (product status, product profile ID, etc.). To specify
the data in Fig. 2, these are indicators from the scoring card marking fields (see
Fig. 2, b) “borrower indication” and “parameters related to the issued product”.
Analysis showed that the data in Fig. 2 do not have solutions for issuing the
product, there is no data structure of the “training pair” type. Thus, fields related
to “decision-making” (Fig. 2, b) are absent in the scoring card (Fig. 2, a).
Therefore, we are dealing with data oriented towards implementing an
unsupervised machine learning model.

The result of the data preparation stage is a scoring card in general form, as
shown in Fig. 2, a, which contains a list of indicators presented in Fig. 3. Analysis
of the scoring card structure according to Fig. 2 and comparison with Table 1
confirms the correspondence and presence of the main categories for scoring.

A [ | = D | E | F | G
1 Field_in_data |Description_of_information Filling |At_the_time Place_of_definition |Note
Specified by the
2 0loan_amount |Loan amount in the application ‘Necessarily Known |borrower
Specified by the
3 1lloan days |Loan repayment term in the application Necessarily Known |borrower

Specified by the ID decryption is

4 2gender id |Gender of the borrower ‘Necessarily Known |borrower |required -
Specified by the Sometimes it is filled

s | 3lbirth_date |Borrower's date of birth ‘Necessarily Known |borrower |incorrectly
Specified by the 1D decryption is

& 4 children_count ic The number of children of the borrower Necessarily Known |borrower |required
Specified by the 1D decryption is

7 Sleducation id  The borrower's education level 'Necessarily Known |borrower |required
Specified by the ID decryption is

& 6 fact_addr_owner Residential address: property type | | Known |borrower |required
Specified by the

9 7 has_immovables Owns real estate | Necessarily| Known borrower

Fig. 3. Scoring card indicators after data cleaning and balancing d segment data
description_cleaning.xlsx

Further, a series of stages for script deployment and application of the
proposed multicriteria credit scoring model is implemented. This is implemented
in accordance with the formulated methodology and is reflected in the structural
diagram in Fig. 1 by blocks 2.1-2.4.

The initial step to initiate the model’s operation involves parsing the
indicators (criteria) file of the scoring card (block 2.1). The criteria requirements
for the scoring card indicators are formulated based on the values remaining after
cleaning and balancing (Fig. 3). These criteria should reflect the ideal client
profile and are unique to each banking institution. It is possible, for example, to
establish a system of criteria requirements shown in Fig. 4. They are used for the
calculation example.
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A B c D E P G
1 Field_in_data Description_of_information Minimax At_the_time Place_of_definition Note
2 Ofloan_amount |Loan amount in the application min_ |Known |Specified by the borrower |
3 1jloan_days |Loan repayment term in the application| min | Known |Specified by the borrower | |
4 2|gender id |Gender of the borrower max  |Known |Specified by the borrower | ID decryption is requi

Sometimes it is filled

5 3|birth_date |Borrower's date of birth |Known |Specified by the borrower |incorrectly
6 4|children count id  |The number of children of the borrower, min  |Known |Specified by the borrower | ID decryption is requi
7 5|education_id | The borrower’s education level max | Known |Specified by the borrower | ID decryption is requi
& 6|fact_addr owner type |Residential address: property type |Known |Specified by the borrower 1D decryption is requi
9 Tlhas_immovables |Owns real estate max | Known |Specified by the borrower |
10 8/has_movables |Owns a vehicle max__|Known |Specified by the borrower | |
1 9employment_type id |Place of work: type of employment max_ |Known Specified by the borrower | ID decryption is requi
12 10|organization type id |Place of work: type of organization max | Known |Specified by the borrower | ID decryption is requi
13 11|organization_branch_id Place of work: branch of the organizatic  max  Known Specified by the borrower | ID decryption is requi
14 12|employees count id  |Place of work: number of employees of | max  |Known |Specified by the borrower | 1D decryption is requi

Fig. 4. Criterion requirements for scoring card indicators d_segment data description
cleaning minimax.xlsx

Further, the selection of minimax indicators indicated in Fig. 4 from the
scoring map of Fig. 1 and the formation of an integrated multicriteria assessment
(scor-py) according to model (9) is implemented. The calculation results are
presented in the graphs of Fig. 5.

The graphs in Fig. 5 show the unnormalized scoring values (scor axis) for
each client included in the scoring card in Fig. 2, a (client axis). Fig. 5, a presents
the scoring evaluation for 150 clients without abnormally high scores. Fig. 5, b
and 5, ¢ show the scoring evaluations for 250 and all 500 clients with abnormally
high score values. The red line characterizes the empirical value of dividing
customers into creditworthy and non-creditworthy. The results shown in Fig. 5, a
demonstrate a strictly binary classification of clients into the mentioned
categories. Differences in the scores of creditworthy clients reflect their internal
distribution, proportional to the risk characteristics of granting credit. Abnormally
high scoring values presented in Fig. 5, b and 5, ¢ indicate possible fraud in the
data or incorrectly filled fields in the scoring card. Fraud analysis involves
reversing the process of analyzing the criteria vector for each indicator
individually and in the multicriteria scoring complex.

Multi-criteria integrated Scor

1750 1 MWWWW{WMJWM

1500 4

1250 +

1000 +

Scor

750 +

0 20 40 60 80 100 120 140
Client

a — The scoring evaluation for 150 clients without abnormally high scores
Fig. 5. Client Creditworthiness Assessment — scor (Beginning)
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Multi-criteria integrated Scor

25000
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15000

Scor
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o —F
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b — The scoring evaluations for 250 clients with abnormally high score values

Multi-criteria integrated Scor

300000
250000
200000

[

8 150000 -
7

100000

50000

l

6 lCIPO 2[‘.‘!0 3[30 4[30 560
Client
¢ — The scoring evaluations for 500 clients with abnormally high score values

Fig. 5. Client Creditworthiness Assessment — scor (Continued)

Comparison of the above results of calculations obtained in accordance with
the proposed approach was carried out with discriminant analysis on a similar
segment of data. The results of the comparison in more than 80% did not
contradict each other, which indicates the effectiveness of the proposed approach.

CONCLUSIONS

In the research, a multi-criteria mathematical model of credit scoring for Data
Science tasks was developed. The model provides the formation of the ideal client
profile in the format of criterial requirements. The integrated assessment is
formed using convolution according to a nonlinear trade-off scheme and
represents the solution to an optimization problem, belonging to Pareto optimal
solutions. The model operates on data which corresponds to the principles of
unsupervised learning. It can be applied independently or serve as a foundational
layer for deep learning methods. The practical application of the model is facili-
tated by its methodological and technological representations. A computational
example of applying the model to real big data proved its effectiveness for the
decision-making stage of customer lending and fraud detection.
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BAI'ATOKPUTEPIAJIbHA MATEMATHYHA MO/IEJIb KPEAUTHOI'O CKOPHUHI'Y
B 3ATAYAX DATA SCIENCE / O.0. ITucapuyk, M.J1. Bacunbesa, J1.P. Bapan, 1.O. ITucapuyk

112

AHoTauisi. 3anpoNoOHOBaHO GaraTOKpUTEpialbHy ONTHMI3aUiiiHy MaTeMaTUYHy MO-
JIeTb KPEAUTHOTO CKOPUHTY. MoJiellb OTpUMAaHO 3 BUKOPUCTAHHIM HEJiHIHHOI cxe-
MH KOMIIPOMICIB JIsl BUDIIICHHS 3aJa4 OaraTOKpUTepialbHOI ONTUMI3alii, 1o mo-
3Bosisie  moOyxyBatu Ilapero-onmTMManbHe pilIeHHS. 3alpoIOHOBAHMH MigXix
(opMmye iHTerpoBaHy OLIHKY KPEIUTOCIIPOMOKHOCTI MO3WYalIbHHUKA Ha OCHOBI
CTPYKTYpOBaHOro HabOpy MOKa3HHKIB, IO BigoOpakaroTh (iHAHCOBHM, KPEAUTHHIA
Ta couianbHUM Mpodine KiIieHTiB. Moaens Npu3HAYeHO AJIsi BAKOPUCTAHHS B iHTe-
nektyansHux CRM ta ERP cuctemax, 1110 MpalforOTh 3 BETUKUMH TaHUMH, 1 HE TO-
TpeOye po3MiueHNX HAaBYAIBHHUX BHOIPOK, IO POOUTH il IPUIATHOIO IS 33129 HAaBYaH-
Hi Oe3 yumrens. BoHa Takok Moxe ciyryBaTh 0a30BUM PpiBHEM UL MOAAIBLIOTO
aHaji3y 3 BHKOPHCTaHHSAM METOIB MMOMHHOrO HaBuaHHS. OIMKMCaHO METOOJIOrivHi
KPOKH BIPOBA/DKSHHS MOJIEJi, Bil HOpMai3aLlii OKa3HHUKIB O MPHUHAHATTS OCTATOYHHX
pitens. TexHosoriuHa peanizarisi JeMOHCTPY€e eeKTHBHICTh MOZEII B aBTOMAaTH30Ba-
HOMY NPHAHSATTI pillieHb III0JI0 KPEANUTYBAHHS 1 BUSIBIICHHI IIaXpaiicTBa.

Kumouosi ciioBa: Data Science, Big Data, SCORIG manimHHe HaBYaHHs, TPUHHATTS
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FORECASTING THE QUALITY OF TECHNOLOGICAL
PROCESSES BY METHODS
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Abstract. A set of models of feed-forward neural networks has been created to ob-
tain operational forecasts of the quality of mechanical engineering processes. It is
established that the use of the Back Propagation of Error machine learning algorithm
allows for obtaining forecasted estimates for the controlled parameter of the metal-
working process with significantly smaller ranges of the mean absolute percentage
error, mean square error, relative approximation error, and variance ratio criterion
compared to the BFGS algorithm. It is shown that the proposed MLP neural network
models can be recommended for practical applications in controlling the accuracy of
the machining process of shaft-type parts.

Keywords: accuracy, details, quality, forecasting, machine learning, neural network,
technological process.

INTRODUCTION

In modern conditions of information development and intellectualization of vari-
ous industries, an urgent problem is the application of management methods
based on quantitative assessment of quality indicators of technological processes.
According to DSTU 2925-94, quality is a set of characteristics of a product (proc-
ess, service) that relate to its ability to meet established and foreseeable needs [1].

In other words, it is a measure of the compliance of a certain multicriteria
process with expectations or requirements, which can be presented, for example,
in the form of functionally dependent statistics proposed in scientific publications
[2; 3] for socio-economic systems or processes in the energy sector [4-9]. At the
same time, one of the urgent problems in the modern machine-building industry is
to improve the quality and efficiency of high-precision machining, the complexity
of which is associated with the fact that the cutting process on well-established
machines is characterized by instability and a multitude of interrelated variables
[10]. Cutting conditions dynamically change randomly due to the influence of
various disturbing factors: scatter of allowances, variation in the hardness and
structure of the work piece metal, continuously changing cutting properties of the
tool, etc. [11]. In addition, quality indicators depend on the stiffness and thermal
deformation of the elements of the technological system, the nature and parame-
ters of the relative vibrations of the tool and the work piece, etc. According to
DSTU 3514-97, one of the quality indicators of technological process is accuracy,
1.e. a property that determines the proximity of actual and nominal values of
parameters according to their probability distribution [12].

In this case, the control of the process accuracy is reduced to forecasting the
machining error at a certain point in time (or during a given machining cycle) and
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introducing a corrective action (a readjustment pulse) to shift the tool by the fore-
casted value [13].

Machining errors have systematic and random components and are essentially
random variables, for the forecasting of which it is necessary to know the probable
estimates of the distribution and stability characteristics over time, fixing the value of
the controlled parameter of each details that is consistently manufactured [14]. These
fixed values are the basis for building analytical models and control charts that
can be used to estimate the components of the total machining error:

e a systematic component — to eliminate the scattering centers of the con-
trolled parameter of the details (setting level);

e arandom component — for the displacement of the dimensions of details
from the centers of scattering (according to the instantaneous distribution of di-
mensional deviations under the constant action of external factors within con-
trolled limits) [13].

It should be noted that the principle of using control charts and analytical
models to synthesize algorithms of existing systems for controlling the accuracy
of metalworking processes has some drawbacks, namely:

o the estimation of the distribution parameters should be based on the as-
sumption that the machine setup level remains unchanged, but the center of the
details size dispersion is shifted randomly;

o the use of control cards allows you to adjust the parameters of the ma-
chining equipment (machine) after evaluating the results of the previous detail
before the start of production of the next detail and, thus, control is carried out
off-line.

One of the ways to technologically ensure the accuracy of machining proc-
esses is to introduce corrective actions in automated machine control systems
based on the results of forecasting deviations of the controlled parameters of de-
tails based on adaptive artificial intelligence models [15].

The modern approach to adaptive management requires the model to be able
to automatically change its structure or algorithm of functioning. However, the
effective practical application of control algorithms depends on their flexibility
and learning ability [16]. Therefore, an urgent task is to improve the accuracy of
the adaptation process when changing on-line technological parameters using
self-tuning models. Such information models can be more adaptive due to recon-
figuration (retraining) on the basis of retrospective statistical information when
the parameters of the details machining process change in order to determine or
adjust the control law and, as a consequence, to ensure the quality of the metal-
working process. Taking into account the conditions of nonlinear dynamics of
technological parameters, the efficiency of adaptive control of metalworking pro-
cesses can be significantly increased by using models of rectilinear artificial neu-
ral networks (Multilayer Perceptron — MLP). At the same time, the joint use of
MLP models and control cards will allow to realize the principle of information
support for the accuracy of technological processes.

PROBLEM DEFINITION

The choice of the neural network modeling methodology for operational forecasting
of the quality of technological processes is due to the following properties [17; 18]:
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o first, neural networks are among the best methods for classifying patterns,
approximating and extrapolating nonlinear functions, including non-stationary
time series;

e secondly, the presence of nonlinear activation functions in a multilayer
neural network ensures the effective implementation of any nonlinear mappings
X—Y with a given accuracy for the identification and control of complex nonlin-
ear technical objects;

o thirdly, the parallelism of neural networks is a prerequisite for the ef-
fective implementation of software and hardware support for neural network
controllers, which allow, on the basis of quantitative retrospective informa-
tion, to provide on-line control of the metalworking process based on the fore-
casted discrete values of the controlled parameter of the details that are se-
quentially manufactured.

Consider a discrete process with one input y(¢), for which each subsequent

output value y(¢+1) depends only on the previous value

y+1)=71,y@), yt=1),... y(t—q)], (1)

where y is an input/output, ¢ is a discrete integer time, ¢ is a nonnegative integer,
and f,(-) a function.
The task is to control an object that is described by expression (1) based on

learning. The control must be performed in such a way that the output signal cor-
responds to a reference signal 7(¢), subject of minimizing a certain norm

e(t)=r(t)— y(t). In this case, the a priori quantitative information about the con-
trol object is the value g, which is an estimate of the value g of expression (1).

This task can be solved on the basis of MLP models, the adaptive properties of
which allow us to consider their various architectures and configurations in the
structure of a neurocontroller or neuroemulator [19].

Given a given estimate of ¢, an MLP-type neural network model with
n=gq+1 inputs and one output m =1 can be used to model the function f,(-) of

expression (1). Denoting the mapping performed by the neuroemulator of the con-
trol object as ¢ (-) and its output as y;, we obtain

i =¢g(xg),
where xj —n is an n-dimensional vector.

For case xp(t) =[y(2), y(t =1),.... y(t —q)
machine learning is to minimise a mnorm of error xp(¢)=

=[y(), y(t =), vt —)]" .

]T — the goal of neurosimulator

RESEARCH OBJECTIVE
The aim of the work is to create adaptive models of feed-forward neural networks

for operational forecasting of the quality of mechanical engineering processes by
the accuracy parameter of cylindrical details of the “shaft” type.
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Literature review. One of the ways to solve the problem of quality assur-
ance by increasing the accuracy and productivity of machining details is to use
on-line tracking automatic control systems in machine tools. In particular, the
fundamental research conducted by B.S. Balakshin made it possible to establish
links between the factors acting in the process of machining details and to formal-
ize the mechanisms of error formation [20].

In modern industrial production, technological process control is based on
the use of methods and means of active control of the quality of manufactured
products. In the studies of by S.S. Volosov [21] and M.S. Nevelson [22] show that
the most effective means of active control are automatic or combined systems that
implement the principle of adaptive control. Studies [23; 24] note that the current
level of development and improvement of methods and means of active control
requires the introduction of adaptive systems for monitoring technological proc-
esses based on artificial intelligence technologies, in particular, neural network
modeling. For example, S.V. Bilenko [23] developed methods for identifying the
state and intelligent control of the machining process, aimed at determining the
optimal cutting mode with a minimum amount of a priori information for con-
tinuous correction of this mode in the face of disturbances in the dynamic system
of the machine tool. In the paper A.P. Nikishechkin [24] proposed the principles
of constructing neural network adaptive control systems for metalworking proc-
esses and created a method for synthesizing neural network components of an
adaptive control system directly in the process of its operation. The work of P.D.
Wasserman [25] shows that when choosing a neural network architecture for
forecasting, several configurations with different numbers of hidden neurons are
usually tested. At the same time, an effective solution to the problem of time se-
ries forecasting based on the use of MLP models is shown. An adaptive MLP
model was proposed in [26] to determine the structure of the time series of devia-
tions of the diameter of shaft-type details from the nominal size and to forecast
the accuracy of the technological process of machining details by a controlled
parameter. It is shown that the use of such a model under the condition of non-
stationarity of the controlled parameters of product quality allows obtaining reli-
able information about the future state of the technological process and increasing
the efficiency of quality management in real time. Paper [27] shows that for qual-
ity management at a separate stage of the technological process in the conditions
of noisy input information, one of the effective methods is the use of two-layer
MLPs with the Back Propagation of Error learning algorithm.

Paper [28] proposes a model of a feed-forward neural network for forecast-
ing and controlling production, the practical application of which is aimed at im-
plementing a mechanism for controlling continuous multi-stage production proc-
esses without intermediate outputs. Study [29] proposes a method of using neural
networks to identify product defects and make corrective changes to the techno-
logical process in order to manage its quality.

It should be noted that the construction of neurocontrollers is an important
area of application of neurocontrol in metalworking to ensure the quality of tech-
nological processes. Thus, in [30], a method was formalized for creating neural-
index models designed to plan the process of machining rotating details based on
typical examples. Study [31] proposes a controller for optimizing the milling pro-
cess, in which modeling based on artificial neural networks is used to learn the
correspondence between the inputs and outputs of the technological process.
Tianjin University (China) has developed a milling process control technology
based on the use of a three-layer neural network with the Back Propagation of
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Error machine learning algorithm and performed simulations for different proc-
essing modes with experimental confirmation of the effectiveness of the proposed
control technology [32].

Thus, the literature review shows the relevance of scientific and practical re-
search aimed at managing the quality of technological processes of machining
sequentially machined details based on methods for forecasting the accuracy of
their manufacture using adaptive neural networks.

MATERIALS AND METHODS

The controlled parameter of sequentially machined details is the accuracy of the
cylindrical surface diameter of the shaft detail, namely the deviation of the actual
surface size from its nominal value within the tolerance field. The tolerance field
and the nominal value are determined by the requirements of the relevant stan-
dards and design documentation.

The data for creating neural network models are presented in the form of di-
ameter deviations of 50 consecutively machined details of the shaft type J50h11
made of St45 steel within the tolerance field of a controlled size of 200 um [26].
Thus, the time series of diameter deviations contains 25 values for each of the 2
realizations of the machining process obtained between machine tool adjustments
under the same roughing modes (Table 1).

Table 1. Deviation of the controlled size of details of the type shaft &J50h11
from the nominal value of y, um [33]

Detail number Implementation No. 1 Implementation No. 2
1 24 38
2 36 49
3 35 55
4 44 61
5 50 76
6 55 80
7 76 71
8 75 88
9 63 93
10 84 85
11 88 105
12 80 90
13 103 101
14 90 110
15 100 92
16 105 133
17 91 125
18 129 128
19 125 152

20 115 143
21 142 166
22 149 167
23 158 165
24 183 169
25 185 173
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To build neural network forecasted models, examples of the training sample
were obtained using the sliding window method x; and x,.;, which moves along
the time sequence of retrospective data of deviations of the controlled parameter
(Table 1) with a step equal to one processing cycle (one detail). In this case, the
data in the window x; are the inputs of the neural network, and the data of the sec-
ond window x;, are the outputs.

Thus, training samples are instantaneous samples of values of the controlled
parameter of sequentially machined details, represented as a time series shifted
relative to the initial values x; with a lag of one machining cycle, which corre-
sponds to the process (1).

When forming examples of training sample, it is advisable to divide the time
series of the forecasted indicator by x; into n=35,...,20 values, as this range

characterizes the volume of instantaneous sampling of deviations of details di-
mensions from nominal values, accepted in mechanical engineering [13; 34]. Tak-
ing into account this range and the total volume of realizations No. 1 and No. 2,
which is equal to 25 values of deviations of details dimensions, a training set with
n=6 inputs corresponding to the values of a sequentially shifted (by five levels)
time series of deviations of details dimensions was created. In this case, the output
m =1 determines the “reference” value of the deviation of the size of each subse-
quent detail — y. Thus, the number of examples (facts) of the training sample from
implementation No. 1 is 25-6=19 (Table 2).

Table 2. Training sample based on data from implementation No. 1

Example number X1 X3 X3 X4 Xs Xe y
1 24 36 35 44 50 55 76
2 36 35 44 50 55 76 75
3 35 44 50 55 76 75 63
4 44 50 55 76 75 63 84
5 50 55 76 75 63 84 88
6 55 76 75 63 84 88 80
7 76 75 63 84 88 80 103
8 75 63 84 88 80 103 90
9 63 84 88 80 103 90 100
10 84 88 80 103 90 100 105
11 88 80 103 90 100 105 91
12 80 103 90 100 105 91 129
13 103 90 100 105 91 129 125
14 90 100 105 91 129 125 115
15 100 105 91 129 125 115 142
16 105 91 129 125 115 142 149
17 91 129 125 115 142 149 158
18 129 125 115 142 149 158 183
19 125 115 142 149 158 183 185

To obtain forecaster estimates of the accuracy of the technological process, a
second sample of 19 examples was prepared, characterizing the values of devia-
tions in the shaft diameter of each consecutively manufactured detail from im-
plementation No. 2 (Table 3).
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Table 3. Forecasted sample based on the data from implementation No. 2

Example number X1 X3 X3 X4 Xs Xe y
38 49 55 61 76 80 71
49 55 61 76 80 71 88
55 61 76 80 71 88 93
61 76 80 71 88 93 85
76 80 71 88 93 85 105
80 71 88 93 85 105 90
71 88 93 85 105 90 101
88 93 85 105 90 101 110
93 85 105 90 101 110 92

85 105 90 101 110 92 133
105 90 101 110 92 133 125
90 101 110 92 133 125 128
101 110 92 133 125 128 152
110 92 133 125 128 152 143
92 133 125 128 152 143 166
133 125 128 152 143 166 167
125 128 152 143 166 167 165
128 152 143 166 167 165 169
152 143 166 167 165 169 173

i BN bl < P L RN P EN N B

Given the fact that multilayer neural networks with only one hidden layer
and a sigmoidal activation function can perform any nonlinear mapping between
two finite-dimensional spaces with a given accuracy, we will determine a suffi-
cient number of hidden neurons [35]. At the same time, we note that in the on-line
mode, during the sequential manufacture of each detail, the training sample size
increases by one example. Thus, when training MLP models to obtain a forecaster
estimate of the controlled indicator of detail No. 25 from implementation No. 2
(Table 1), the training sample size will be equal to K =19+18=37. Using the
values of K, n, and m, we will determine the minimum L_;, and maximum L,

number of neurons in the hidden layer based on the dependencies presented in [36]

Liyin =2-y/nm, Ly =0.5-(n+m)+2-VK . )

m

In accordance with dependencies (2), the total number of neurons in the hid-
den layer was calculated as the arithmetic mean between L, ~4.9 and

Limaxy ®15.7 . Thus, computational experiments are performed using MLP models

with a 6:10:1 architecture and sigmoidal neuronal activation functions.

To verify the obtained results of neural network forecasting, the following
statistical criteria are used: mean absolute percentage error MAPE (3); root mean
square error RMSE (4); minimum and maximum relative approximation error & (5);
coefficient of determination D(6) ; correlation coefficient R(7); variance ratio S(8):

n put _ )

MAPE :100'2 Vi yz‘, 3)
N 3 Vi

where y™, y are respectively the forecasted and actual values of the i-th example,

i=1,...,n, N=19;
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o, — standard deviation of the forecast error; A=(y—y y

standard deviation of the forecasted indicator.

CONDUCTING COMPUTATIONAL EXPERIMENTS USING NEURAL
NETWORK MODELING METHODS

When creating MLP models, we used STATISTICA 10, a system for statistical
data analysis and forecasting, as well as BrainMaker Professional 3.52, a system
for modeling neural networks. The use of different software during computational
experiments is due to the need to ensure the reproducibility of the forecasting re-
sults. To ensure the convergence of the forecasting results and their verification
assessment, two series of computational experiments were performed in
STATISTICA and BrainMaker Professional. Thus, the training of neural network
models was repeated twice for each sequentially manufactured detail from im-
plementation No.2 (Table 3). In this case, the BFGS (Broyden-Fletcher-
Goldfarb-Shanno) algorithm was used in the STATISTICA system, and the Back
Propagation of Error algorithm was used in the BrainMaker Professional system.
It should be noted that these machine learning algorithms are iterative gradient
methods of numerical optimization designed to find local extrema of a nonlinear
transformation function by minimizing the MLP error and obtaining the desired
output — y.

Using the BFGS algorithm in the Automated Neural Networks module of the
STATISTICA 10 system, one neural network model out of 50 MLP models was
automatically selected for each detail from implementation No. 2 according to the
criterion of minimum training and testing error. An example of the interface of
the created forecasted MLP-model for the first forecasted example (Table 3), i.e.
the 7th detail from realisation No. 2 (Table 1) in the STATISTICA system is
shown in Fig. 1.

When using the Back Propagation of Error algorithm in the BrainMaker sys-
tem, the accuracy tolerance parameter for training neural network models was set
to TOL =0.1. Analysis of the results of training the MLP model at the number of
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epochs Run =163 for the 7th detail from implementation No. 2 (Table 1) and the
value of RMS = 0.070 indicates high accuracy of neural network training (Fig. 2).

m SANN - Results: Diametr_T.sta ? *
Active newral networks
MNet. ID  Net name Training perf.  Testperlf.  Valdation perf.  Algorithm Ernor funct. |
1 MLP E-10-1 0,338620 0.000000 BFGS 140 505 |
< >
BE Selech\Deselect active networks BE Delete networks
Build models with CNN Build_models with ANS Build models with Subsampling
Predictions I Graphs l Details Custom predictions |
Number of cases to predict I:]E (] Clear previous predictions i Summary
[B] Save networks~
u LCustom inputs 2 Custom predictions &
Cancel
# 1y ®1 X2 x3 x4 x5
E Options ~ +
Samples
A Train
[ Test
Walidation
< > Missing

Fig. 1. Interface of the MLP model with 6:10:1 architecture created in STATISTICA 10
for the 7th detail of implementation No. 2
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Fig. 2. Graph of changes in the RMS Error of training the MLP model in BrainMaker
Professional 3.52 for the 7th detail from implementation No. 2 of the first series of com-
putational experiments

An example of the interface of the trained and tested MLP model for the
7th detail from implementation No. 2, which shows the absence of unrecog-
nized facts (Bad=0) in the BrainMaker system, is shown in Fig. 3.

To forecast the controlled parameter of the machining process of the 8th detail
from implementation No. 2, the MLP model was trained using sample examples (Ta-
ble 2) with the first fact from Table 3 added to it. Using this fact in the training sample
allows us to implement the principle of simulation of the neurocontroller's function-
ing and continue the process of training the neural network model on-line.

Thus, by the method of sequentially adding facts to the training set, 19 MLP
models with a 6:10:1 architecture were created in two series of computational ex-
periments using the gradient learning algorithms BFGS and Back Propagation of
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Error for all — from the 7th to the 25th consecutively manufactured details from
implementation No. 2 (Table 3).

&3 BrainMaker Professional [Diametr_L.net] =] @
File Edit Operate Parameters Connections Display Analyze
Waiting Facts: Diametr_1.fc Learn: 1_000 Tolerance: 0.100
Fact: 18 Total: 2934 Bad: O Last: 3 Good: 18 Last: 15 Run: 163
1 u

125.01 Out: 173.42

x2 Ptn: 185.01

115.00

x3

142 .00 = — —
x4 8| Metwork Progress =0

149 .00 T -
x5

158.01 30

xb

183.01

1}
0.000 0.500 1.000
0.5575
0.0715 ~
Runs 1 to 200 shown

Fig. 3. The interface of the MLP model with 6:10:1 architecture created in BrainMaker
Professional 3.52 for the 7th detail of the implementation No. 2 of the first series of com-
putational experiments

RESULTS OF COMPUTATIONAL EXPERIMENTS

The results of forecasting the value of the controlled parameter for the 7th detail from
implementation No. 2, obtained MLP models trained in two series of computational
experiments using the BFGS algorithm are shown in Fig. 4 and Fig. 5, respectively.
Rezult_1.stw - Custom predictions spreadsheet (Diametr_1.sta) =] -] ]
p—

| Rezult_1.stw*
=y SANN (Diametr_1.sta)

Custom predictions spreadsheet (Diametr_1_sta)
Cases | 1.Y (1) X1 X2 [ x3 [ x4 X5 X6

- STATISTICA NN Re: Iy 59 764401 3800000 49,00000 5500000 6100000 7600000 80,00000
||| Custom predict I "
i

< > | Custom predictions spreadsheet (Diametr_1.sta)

Fig. 4. The result of forecasting the controlled parameter of the 7th detail from implementa-
tion No. 2, obtained in STATISTICA 10 for the first series of computational experiments

Rezult_1.stw - Custom predictions spreadsheet (Diametr_1.sta) == <

'3" Ra;:;:r:tu;' etr st Custom predictions spreadsheet (Diametr_1.sta)
=iy SANN (Diemetr1ste) Joooos Y | X1 | X2 | X3 4 % | %

-y STATISTICA NN Re< [ 69.018201 35.00000 49,00000 55,00000 61.00000 76.00000 80.00000
.y | Custom predict | E—

—

< > || | Custom predictions spreadsheet (Diametr_1.sta)

Fig. 5 The result of forecasting the controlled parameter of the 7th detail from implementation
No. 2, obtained in STATISTICA 10 for the second series of computational experiments

The results of the forecasting in two series of computational experiments us-
ing the Back Propagation of Error algorithm for the 7th detail from implementa-
tion No. 2 are shown in Fig. 6 and Fig. 7, respectively.
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@ Braintdzker Professional [Diametr_1.net] EI@
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Fig. 6. The result of forecasting the controlled parameter of the 7th detail from imple-
mentation No. 2, obtained in BrainMaker Professional 3.52 for the first series of compu-
tational experiments

@ Brainlaker Professional [Diametr_1.net] =S

File Edit Operate Parameters Connections Display  Analyze
Waiting Facts: Prognoz=_1.in Learn: 1.000 Tolerance: @.100
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49 .007
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Fig. 7. The result of forecasting the controlled parameter of the 7th detail from imple-
mentation No. 2, obtained in BrainMaker Professional 3.52 for the second series of com-
putational experiments

The obtained forecaster estimates of the deviation of the controlled size of
shaft type details &50h11 from the nominal value for all sequentially manufac-
tured details from the 7th to the 25th in two series of computational experiments
conducted using MLP models with 6:10:1 architecture and trained by BFGS and
Back Propagation of Error algorithms are shown in Table 4.

Table 4. The results of forecasting the controlled size of details of the type
shaft @50h11 from the nominal value of y**, um

Example Algorithm BFGS Algorithm Back Propagation of Error
number Series 1 Series 2 Series 1 Series 2
1 70 69 71 74
2 80 83 79 77
3 84 90 81 87
4 88 90 88 88
5 103 102 104 101
6 92 86 98 96
7 100 103 99 108
8 121 118 115 111
9 96 103 109 109
10 133 123 128 121
11 145 151 125 128
12 112 118 126 129
13 152 152 155 158
14 168 172 146 145
15 166 166 172 172
16 180 183 173 173
17 168 173 172 169
18 173 174 179 175
19 173 179 177 176
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DISCUSSION OF THE OBTAINED RESULTS

The reproducibility of the obtained forecasting results is confirmed by testing the
statistical hypothesis that there is no significant difference between the forecast-
ing results using different machine learning algorithms for two series of experi-
ments (Table 4), which was performed on the basis of a ¢-test for independent var-
iables, since the condition p >0.05 is met (Fig. 8).

T-test for Independent Samples (Rezult_BFGS_Back Propagation sta) =
Note: Variables were treated as independent samples
Mean ‘ Mean | talue |df p Valid N | Valid N

Group 1 vs. Group 2 Group 1 | Group 2 Group 1 | Group 2
Cepinl_BFGS vs. Cepin1_Back Propagation | 126 5263 126,1579 0,030565 38| 0975786 1 19 19
Cepia1_BFGS vs. Cepia2_Back Propagation 126,5263 126,1579 0,030965 36 0,975469 19 19
Cepin2_BFGS vs. Cepia1_Back Propagation 128.1579 126.1579 0,164154 36 0.870528 19 19
Cepin2_BFGS vs. Cepia2_Back Propagation 128 1579 1261579 0,166257 36 0.868885 19 19
| < >

Fig. 8. Screenshot of the result of testing the statistical hypothesis that there is no signifi-
cant difference between the forecasting results for two series of experiments in
STATISTICA 10

The convergence of the two series of neural network forecasting results
based on the machine learning algorithms BFGS and Back Propagation of Error
(Table 4) is confirmed by the significant pairwise correlation coefficients
Rppgs =0.993 and Rg,x propagation = 0-995, respectively.

Verification of the obtained results of neural network forecasting of the ac-
curacy of the technological process of details machining was carried out using
statistical criteria (3)—(8) (Table 5).

Table 5. Estimates of statistical criteria for forecast verification

Criterion
MAPE, %| RMSE, pm| 8,in, % | Omax, %0 | R D S

Algorithm

Series 1| 5.322 9.668 5.589 | 13.617 | 0.969| 0.939| 0.282

BFGS Series 2| 6.494 11.180 | 6.463 | 15.747 1 0.964]0.929] 0.314

Back Propagation| Series 1| 4.767 6.886 3.981 | 9.699 |0.984|0.969]0.198
of Error Series 2| 5.051 6.856 3.963 | 9.656 | 0.983|0.966|0.197

Based on the values of the coefficient of determination D (Table 5), we cal-
culated the correlation coefficients (7), the value of which allowed us to classify
all the results obtained by R (Table 5) as “Strong” — a qualitative measure of sta-
tistical relationship according to the Chaddock scale (Table 6).

Table 6. Correlation between quantitative and qualitative estimates of the
correlation coefficient according to the Chaddock scale [37]

Quantitative measure Qualitative measure
statistical connection statistical connection
0<R<0.1 None
0.1<R<0.3 Weak
0.3 <R<0.5 Moderate
0.5<R<0.7 Noticeable
0.7<R<0.9 Close
0.9<R<0.99 Strong
0.99<R<1 Functional
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Thus, the analysis of the values of all statistical criteria (Table 5) allows us
to recommend the use of the Back Propagation of Error algorithm when creating
neural network models to forecast the quality of machining processes for details
by the parameter of shaft diameter deviation from the nominal value. It should be
noted that since the proposed methods of neural network forecasting are based on
the use of machine learning algorithms that allow finding local minima in the
nonlinear mapping X — Y, the prospect of further research may be the joint ap-
plication of neural network methods and evolutionary modelling, which include
genetic algorithms [38; 40].

CONCLUSIONS

1. To obtain an operational forecasting of the quality of mechanical engi-
neering technological processes by the parameter of accuracy of machining of
shaft-type details, MLP neural network models with the BFGS and Back Propaga-
tion of Error training algorithms were developed using STATISTICA 10 and
BrainMaker Professional 3.52 systems, respectively.

2. As a result of two series of computational experiments, it was found that
the use of the Back Propagation of Error algorithm allows to obtain forecasted
estimates of the controlled process parameter with significantly smaller ranges of
the mean absolute percentage error, mean square error, relative approximation
error and variance ratio criterion compared to the BFGS algorithm. At the same
time, sufficiently large values of the coefficient of determination and significant
estimates of the correlation coefficient were obtained for both algorithms.

3. It has been established that the use of the developed adaptive MLP-models
with the Back Propagation of Error algorithm allows to obtain forecasted estima-
tions of accuracy indicators of technological processes of shaft-type details ma-
chining with 90-96 % reliability, which is confirmed by the range of values of
relative approximation error (5). Thus, the created MLP-models can be recom-
mended for application in neurocontrollers or neuroemulators for formation of
control actions and prevention of discrepancies of parameters of details at control
of accuracy of process of their machining in a mode on-line.
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IPOTHO3YBAHHSI SIKOCTI TEXHOJOI'TYHUX MPOLECIB METOJAMH
HITYYHUX HEUPOHHUX MEPEX / C.C. ®enin, O.0. Pomantok, P.M. Tpimg

AHoTanisi. CTBOPEHO KOMIUIEKC MOJeJIeil NPSAMOIIapOBUX HEHPOHHUX MEpEexX Ui
OTPUMaHHA OINEPATHBHUX HPOTHO3IB SIKOCTI TEXHOJOTIYHHUX IMPOILECIiB MAIIHHOOY-
JyBaHHS. Y CTAHOBIICHO, 1[0 BUKOPHUCTAHHS aJlTOPUTMY MAIIMHHOTO HaB4aHHS Back
Propagation of Error nae 3Mory oTpuMary mporHO3Hi OLIHKKA KOHTPOJIBOBAHOTO T1a-
pamMeTpa mporecy MeTarooOpoOKH 31 3HAUHO MEHIIMMH Jialla30HaMU CepeaHbol ab-
COJIIOTHOI BiZICOTKOBOI NMOXMOKHM, CEpeHBOI KBapaTHYHOI NOXMUOKH, BITHOCHOI I10-
XMOKM ampoKCHUMaIlii Ta KPUTEpil0 IUCHEepPCIHHOrO BiIHOIICHHS HOPIBHSIHO 3
anroputMoM BFGS. IToka3aHo, 1110 3anponoHOBaHi MOJesli HESHPOHHUX MEPEX THILY
MLP MoxyTb OyTH peKOMEHAOBaHI [UIsl IPAKTHYHOTO 3aCTOCYBAHHSI Mifl Yac yIpaB-
JIHHS TOYHICTIO MPOLieCy MeXaHiuHOT 0OpoOKH feTasell TUITy BaJl.

Karwuosi cioBa: jerai, MallMHHE HABYaHHS, HEHPOHHA Mepeka, MPOTHO3YBAHHS,
TEXHOJIOTTYHHHU MPOIIEC, TOUHICTD, SIKICTb.
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MATHEMATICAL MODELING OF INFORMATION DIFFUSION
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OF THERMAL CONDUCTIVITY
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Abstract. Information diffusion, a fundamental process underlying societal
evolution and decision-making, shares intriguing analogies with thermodynamics.
This paper presents a mathematical model that bridges these domains by proposing
an analogy between thermodynamics and information theory. The study introduces a
solved heat equation as a foundational framework to model information diffusion
within societal contexts. The specified societal conditions embedded within the
solved heat equation are central to this model. These conditions encapsulate the
susceptibility of a society to assimilate new information, the constraints dictating the
number and nature of available information sources, and the dynamics of
information distribution characterized by its aggressiveness. The relationship
between information diffusion and thermodynamics lies in their inherent propensity
to seek equilibrium or optimal states. Leveraging this analogy, the solved heat
equation becomes a potent tool to simulate the dynamics of information spread,
analogous to the flow of thermal energy within physical systems. This work aims to
stimulate further inquiry into the parallels between thermodynamics and information
theory, presenting a theoretical framework and software implementation that open
new avenues for understanding and modeling information diffusion dynamics within
complex societal systems.

Keywords: information diffusion, heat equation modeling, partial differential equa-
tions, information propagation, temperature distribution, physical process analogy,
information flow analysis, system analysis, mathematical modeling.

INTRODUCTION

In today’s information world, the distribution of information is a key process that
affects the evolution of society, decision-making paradigms, and technological
progress. The goal of information is to empower and educate consumers and help
them make choices that can affect everything from choosing a book to choosing a
government. However, information varies in both quality and impact. In recent
years, the number of accidental and intentional consequences of using social net-
work platforms to spread misinformation has increased [1]. If we perceive news
as a description of current, real and important events [2] that affect people [3],
then fake news is a whole ecosystem of information that includes both the distri-
bution of true information and the creation and distribution of misinformation [3,
4]. Fake news is used to create disinformation articles, hoaxes, rumors, parodies,
incorrect editorials, incorrect facts, etc. Such a variety of goals, channels, sources
and motivations makes it difficult to understand their spread.

In order to learn how to properly use information as a tool that would play in
favor of its user, you need to be able to model it. To do this, you can present a
mathematical model of information distribution based on predetermined
parameters, such as:
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e perception of new information by society;

e imitations on the number and “aggressiveness” of information sources;

¢ time limit during which the news distribution process takes place.

The diffusion approach can be singled out among the most well-known and
meaningful approaches used in the research of information distribution processes
[5, 6]. Using the results of research on the relationship between the equations of
thermodynamics and information theory, it is possible to draw a parallel and build
a diagram of heat distribution in a one-dimensional rod to model the distribution
of information in a linear graph of social relations, considering the linear graph as
a subgraph of the tree of the social hierarchy [7].

HEAT EQUATION

The heat conduction equation is a well-known fundamental differential equation
in partial derivatives, which is widely used in physics, engineering and various
scientific fields. It describes how the distribution of heat changes over time in a
certain region of space. Mathematically, it relates the rate of temperature change
to the spatial distribution of temperature and time.
The general form of the heat conduction equation in one-dimensional space

is represented by the formula [8]:

Oou o*u

=g,

ot ox?
where the function u(x,¢) represents the temperature or distribution of heat in the
material at a certain place and at a certain time, ¢ denotes a time variable, x denotes a
spatial coordinate, o is the coefficient of thermal conductivity, which is a constant
for each material that characterizes the rate of diffusion heat through the material.

FORMULATION OF THE PROBLEM

In the real world, it is appropriate to consider the process of information distribu-
tion with several sources that have certain limitations. These can be television
channels, Internet blogs, or even just people who in one way or another notify
people around them about news or facts known to them.

Having set the goal of raising public awareness of a certain news (which can
be both true and deliberately incorrect), it is necessary to calculate the optimal
location of information sources to achieve the desired level of awareness — based
on pre-established constraints, among which:

e the maximum number of sources;

e “aggressiveness” of the source, i.e., how quickly the parts of society con-
nected with it will receive new information [9];

e maximum allotted time.

In this case, knowing the data on the attitude and receptivity of the society to
new information, it is possible to draw a parallel with the processes characteristic
to that of thermodynamics [10] — the distribution of information in society can
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be formalized on the basis of the propagation of heat in the material. At the same
time, its thermal diffusivity can be considered as susceptibility to new informa-
tion, and the “aggressiveness” of the sources will be determined by the maximum
temperature of the heating element. For simplicity of initial calculations, it can be
assumed that information is not lost in the system, that is, there is no “forgetting”
effect, which means no heat exchange of the material with the surrounding envi-
ronment. To conduct the research, we will consider a linear graph of social rela-
tions, the mechanistic analogue of which will be a completely isolated one-
dimensional rod with a thermal conductivity coefficient o . Then the achievement
of the desired level of awareness can be considered as heating the rod at least by
At degrees with the help of heating sources of temperature 7; evenly located in the
rod for the maximum time #,,, with the initial temperature of the rod equal to
zero, which is in turn equal to the temperature of the environment.

PROPOSITION

Given the given restrictions (on the number of heating elements, their maximum
temperature, and heating time), we can conclude that under certain conditions it
will not be possible to heat the entire rod with one source, so it is worth consider-
ing splitting the rod into equal parts, in the center of each of which a heating ele-
ment can be placed. Thus, by dividing the general problem of calculating the tem-
perature distribution U, (x,#) along a rod of length L into equal subtasks of heating
parts of the rod U;(x,t), i =1,n, where n is the number of subtasks, we can study
only the case of heating one of them to obtain a complete picture of the experi-
ment:

Ul(xat)a xe[x()axl];
Uy(x,t), xe[x,x]; —
Up(x,t)= 2(%.0) L., Viel,n xi—xH:%

Un (X,t), Xe [xn—laxn]a
Since the heating of a part of the rod occurs in the middle equally in both
directions, the subtask is decomposed into two more identical probleﬂs of
calculating U, ,,(x,t) with the heating of a part of the rod on one side, i =1,n. At

the same time, for each i = 2,_n , the boundaries of the neighboring problems U,_,
and U; will not have heat exchange due to the same heat dynamics (due to the
same size of the neighboring subtasks’ definition regions and the same power of
their heating elements), which means that in the U;,, problems, we can consider
a completely isolated rod except for the heated side. Due to the completely
identical conditions for each part of the rod, the U, ,,(x,t) problems are identical,

so their solution can be denoted as u(x,?). The tasks will be as follows: find the
solution to the equation

ou o%u
—_— = —
ot ox?

with boundary conditions
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ou(x,t)
Ox x=L

u(0,1) =T, =, (L.1) =0,

and the initial condition u(x,0)=0.

SOLUTION OF THE SUBTASK

First, let’s determine the steady solution u,, which determines the equilibrium
state. By solving the differential equation
d?u,

dx? =0

we have
ug = Ax+Bu(0)=B=Tiu (L)=A=0u, =T,.
In this case, until the moment of equilibrium, u(x,?) will be influenced by
the function v(x,?), then u(x,?) can be written as:

u(x,t) =T +v(x,t). (N
We solve a similar problem with respect to v:
ov o
— = — R
ot ox?
with boundary conditions
v(x,1);
NMED (L =0,
Ox x=L
and initial condition
v(x,0) =-T,.
Apply the method of separating variables
v(x,t) = X(x)T(¢) . 2)
Substitute into the equation and get
X” Tl
XOT' () =0X"(X)T(1), —=—=—\.
()T"(2) ()T'(1) X " of
We have two equations:
X"+AX =0, 3)
T'+alT =0. 4
Solve (3):
X"+aX =0,
X(0)=0,
X'(L)=0.

Considering the following intervals

1.A=4>0,2.1=0, 3. A=—y"<0,
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we obtain that the solutions are nontrivial only for the first interval, and we have
the following values:

)
I n+5
by = =002,

Therefore, the solutions of (3) take the following form X, (x)=

T n+5
—x, n=0,1,2,... .
L

Let’s return to equation (4) 7'+ oAT =0. The solution to this equation is as
follows T(r) = Ae™** |

=D, sin

For each X, (x) with an eigenvalue A, , we set T, (¢) to T, (1) = A,e ™.

Now we can write down the general form of the solution to (2):

" n(n + ij
v(x,t)=> A, sin———=Z2 o %l
n=0 L

Consider the initial condition for finding A, :

- n(n + ij
o(x) = A4,sin————=-T,.
n=0 L

Using the orthogonality property of the eigenfunctions of the Sturm—
Liouville problem [11]:

Do
"X, X,
from where
o7 ﬁ(n+jx
A, :——ljsm dx,
0
2nmn+ 7
2L cos 2Tern—l 41| cos -1
4 = 20| 2 _ 2
g L n(2n+1) n(2n+1)

Substituting this value into (1), we have a solution to the problem for half of
one part of the rod:

2nn+m ( 1 j n[nJrlJ
« COS -1 Tl n+ E X 2
2 sin e L+

u(x,t) =
(1) s 2n+1 L

47,
T[n
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APPLICATION OF THE SOLUTION

Substituting ¢ =¢
of the rod temperature distribution at the maximum permissible time point. Since
in the context of the task at hand, it is necessary to raise the temperature of the rod
by at least A¢, i.e., from O to a certain 7, <7}, it is necessary to find such x = Xz s

max 10to the resulting formula, we can obtain the function u(x)

at which 7, will be achieved. To do this, we can use the dichotomy method,
which will give us half the lengths of the maximum size parts of the rod. After
that, the partition length L, can be found by the formula:

L

L = .
2xy,

p

Further, we can perform additional optimization procedures using similar
approaches:

e reduce the heating time so that the temperature at the point x7, does not
rise above T, .

o reduce the temperature of the heating element so that the temperature at
the point x;, does not rise above 7, during the specified time.

IMPLEMENTATION

In the course of the study, the described algorithm was implemented in Python
with visualization using the methods of the Matplotlib package and two optimiza-
tion options — time and maximum temperature.

As an example, let’s take the problem of heating an aluminum rod with a
length of 30 centimeters, a maximum temperature of 100°, and a maximum time
of 2 minutes. After performing the described calculations, we get that in order to
achieve the desired result, it is necessary to break the rod into 6 equal parts. The
steps of simulating the heating process using the described software can be seen
in Figs. 1-3.

il'ggnperature distribution, max temp: 100.00, max time: 120.00000

T me passed: 33/100

B0

60

40

Temperature

20

—— actual temperature
-=- desired temperature threshold

O.bO 0.65 O.;I.O 0.5.5 0.‘20 0.5.’5 O.r30
Position along the rod

Fig. 1. The temperature distribution at the beginning of the simulation

Fig. 1 shows the temperature distribution at the beginning of the simulation,
where heating took place for a third of the maximum time. It can be noted here
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that the distribution corresponds to the described model — at the heating points,
the temperature is maximum from the beginning of the simulation, and in the
neighboring regions it is distributed according to the distance from the heating
elements. Also, the desired temperature along the rod is indicated in gray in the
figures — it should be achieved within a given time.

In Fig. 2 shows the distribution at the time of two-thirds of the maximum
time — the temperature along the entire rod has increased significantly, steadily
approaching the desired level.

‘E'gomperature distribution, max temp: 100.00, max time: 120.00000
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Fig. 2. The distribution at the time of two-thirds of the maximum time

Finally, Fig. 3 shows the final state — the desired temperature has been reached
along the entire rod, which means that the program has completed execution.

‘E'gomperature distribution, max temp: 100.00, max time: 120.00000
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0.;JD D.;JS D.;LD D.;L5 D.IZD D.r25 D.'BD
Position along the rod

Fig. 3. The desired temperature has been reached along the entire rod

It should be noted that the temperature scale can be either in Kelvin or in
Celsius, since the heating process in the context of the task depends only on the
temperature difference between the heating source and the initial state, and the
calculations are performed in the Celsius—Kelvin dimensional scale.

The proposed approach made it possible to study and compares the results
obtained in the process of information distribution in social groups. Taking into
account the assumed analogy between the process of heat exchange and
information distribution, a comparison was made using the indicators of iron as a
material whose thermal conductivity determines the part of society with a low
level of perception of new information, and aluminum to describe the
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representatives of society who are prone to easy assimilation and perception of
information. The length of the respective material was used to represent the
conditional size of the studied society: 3 meters for small groups and 50 meters
for large groups. The threshold value of heating corresponding to the level of
awareness was set at 40°, and the heating source for the level of exposure at 100°.
The maximum time is 20 minutes (see results in Table).

Table
- Sources The required Conventional length of
Perception type number of sources | a separate zone of influence
High perception, small society 6 0.5
Low perception, small society 24 0.12
High perception, big society 93 0.54
Small perception, big society 389 0.13
CONCLUSION

This article investigates one of the approaches to the mechanistic application of
models based on the use of the heat conduction equation to model and simulate
the process of information multi-source distribution in a society. The problem is
solved by analogizing a linear graph of social relations as a one-dimensional ho-
mogeneous rod, which makes it possible to find the required number of informa-
tion sources to achieve the required level of selected information awareness in
society within a given time. To conduct a simulation study of the found model, a
software tool was created in Python and the Matplotlib visualization package,
which finds the required number of sources under the specified conditions and
conducts a simple visualization of the temperature distribution during the process
of information distribution (“heating”). A qualitative improvement of the results
obtained could be to perform similar calculations in two-dimensional space,
which would allow for a more accurate modeling of connections in social groups.
An important result should also be the study of the heating processes of a non-
insulated rod or plate, for which the factor of information forgetting is added. This
approach can be used to model real information diffusion processes to analyze
existing news distribution, or to develop and simulate information campaigns for
the effective distribution of desired information, such as advertising.
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MATEMATUYHE MOJIEJTIOBAHHSI ITPOLIECY IOIIUPEHHSA THOOPMAILII
HA OCHOBI IPUHIMIIIB TEIIJIOITPOBIJHOCTI / B.O. Penp, E.B. IBoxin
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Amnoraunis. [Tommpenus indopmanii sBisie co000 (GyHIaMEHTAIBHUN IpoIec, 0
JISKUTH B OCHOBI CyCITUTBHOI €BOJIIOMIT Ta MPUHHATTA PIlLICHb i Ma€ JOBEIEHI aHAO-
rii 3 TepMOIMHAMIKOI0. 3alPOIIOHOBAHO MaTEMAaTHYHY MOJIENb, IO JT03BOJISIE MPO-
JIEMOHCTPYBAaTH MOXIMBICTh 3aCTOCYBAaHHS 3aKOHIB Ta INPUHIMIIB SBHINA TEIUIO-
MPOBIHOCTI Ui MOJENIOBAHHS IMPOLECiB HoIupeHHs indopmauii. PosrisHyTto
OpHT'iHAJILHY MOZENb Ha OCHOBI CKaJSIPHOTO PIBHSHHS Y YaCTHHHHUX MOXITHUX JUIS
(dhopmanmizamii mporeciB momupeHHs iHGopMarlii B CycHibHOMY KOHTEKCTi. Bu3Ha-
YEHO XapaKTepHi YMOBH, sIKi 3HANUILIN BiIOOpaXKEHHS y PO3B’ 3Ky PO3IIISIHYTOTO pi-
BHSHHS TEIUIONPOBITHOCTI; Bi3HAUYCHO CIPHHHATINBICTH CYCIIIIBCTBA IO 3aCBOEH-
Hs1 HOBOT iH(dopMallii, 0OMeXeHHsI, 1110 BU3HAYAIOTHCS KIIbKICTIO Ta BIACTUBOCTSIMU
JOCTYIHHX JpKepen iHdopMmarii, a TakoX IUHAMIKy HOIIUpeHHs iHdopMaril, sika
BiJJ3HAYAETHCS CBOEIO arpecUBHICTIO. B3aeM03B 130K MixK MOIIMPEHHAM iHpOpMAaIii
Ta TEPMOIMHAMIKOIO IOJIATa€ y BIACTHBII M CXWIBHOCTI IIYKAaTH PIBHOBaXKHUH a00
ONTHMAJIBHUN CTaH. YPaxoBYIOUH IIfO IOXIOHICTB, pO3B’si3aHE PIBHAHHS TEIUIOBOI
€Hepril MO)KHa BUKOPUCTOBYBATH SIK IOTYXHHH IHCTPYMEHT UL MOJENIOBAHHS JU-
HaMIKH MOMIMPEeHHs iH(pOopMaLii, aHaIOTIYHO MOTOKY TEIUIOBOI eHeprii y (i3udHuX
cucremax. g poboTa Mae Ha METi CTHMYJIIOBATH MOJANBIIE JOCTIIKSHHS Mapae-
Jeld MK TepMOIMHAMIKOIO Ta Teopiclo iHpopMallil, 0Aal4u TEOPETHYHY OCHOBY
Ta MPOTpPaMHy peaizalliio, [0 BU3HAYAIOTh HOBI IIIAXM AJISI PO3YMIHHS Ta MOJe-
JIIOBAaHHS AWHAMIKH MOIIUPEHHs iHpopMauii B CKIaJAHUX CYCHIIbHUX CHCTEMax Ha
OCHOBI BUKOPHCTAHHS Pi3HUX MOJeleH (i3HYHUX TIPOLECIB.

KurouoBi cioBa: nudysis indopmarii, MojieTrOBaHHS PiBHSHb TEILUIONPOBIIHOCTI,
nmudepenIianbHi PiBHSAHHS B YaCTHHHHX MTOX1JHMX, TOMIUPEHHS iHpopMalii, po3mo-
I TemIiepatypu, aHaioris (i3udHOro Impouecy, aHami3 iHpOpMaIiiHIX MOTOKIB,
CHCTEMHHH aHaJi3, MaTeMaTHIHE MOJICITIOBAHHS.
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Abstract. This paper presents a comparative analysis of nine swarm intelligence
(SI) methods in terms of their suitability for onboard Al platforms in autonomous
unmanned aerial vehicle (UAV) swarms. A set of key criteria is defined, including
computational complexity, scalability, latency, robustness to agent loss, and adapta-
bility. Decentralized Behavior Trees (BTs) are identified as the most balanced ap-
proach for the reactive behavior layer, while the global swarm optimization method
GBestPSO proves effective for high-level planning. A hybrid two-layer cognitive
architecture is proposed that integrates BTs and GBestPSO, with functional separa-
tion between layers and communication based on DDS/RTPS protocols. The archi-
tecture exhibits high autonomy, fault tolerance, modularity, and suitability for real-
time embedded systems operating in dynamic or adversarial environments. The results
were partially supported by the National Research Foundation of Ukraine, grant
No. 2025.06/0022 “Al platform with cognitive services for coordinated autonomous
navigation of distributed systems consisting of a large number of objects”.

Keywords: swarm intelligence, UAV, autonomous navigation, behavior trees,
GBestPSO, ROS 2, DDS, cognitive architecture.

INTRODUCTION

In the current environment of increasing complexity and dynamism in both mili-
tary and civilian settings, autonomous swarms of unmanned aerial vehicles
(UAVs) are increasingly being seen as an effective tool for reconnaissance, patrol,
escort, and rapid response missions [1; 2]. Their advantages include high mobil-
ity, the ability to cover large areas, and the ability to operate in a decentralized
mode [3]. However, to achieve true autonomy, each agent in the swarm must have
the cognitive ability to perceive the environment, assess the situation, predict the
consequences of its actions, and interact with other agents without centralized
control [4].

Building such a system requires the deployment of an onboard Al platform
with cognitive services capable of functioning in conditions of partial or complete
loss of communication, in an informationally complex environment, or under the
influence of electronic warfare [5]. Architecturally, this platform includes several
functional components: a cognitive core, a sensory-analytical layer, a navigation
controller, a communication module, a security module, a digital twin, and recon-
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figuration services [6]. The cognitive core plays a decisive role in this architec-
ture, implementing the agent’s intellectual subjectivity. It is based on the swarm
artificial intelligence (Al) method, which forms mechanisms of perception, plan-
ning, coordination, and adaptation [7].

In this context, a key scientific and practical task arises — the choice of a
swarm Al method suitable for implementation on board a drone. Such a method
must meet strict limitations on computing resources (limited processor
performance, small memory capacity), ensure real-time operation (low decision-
making latency), support scaling to tens or hundreds of agents, be resistant to
swarm element losses, and be adaptive to dynamic environmental changes [8].

In addition, the method must be integrated into the open-source modular
platform Robot Operating System (ROS) using the Data Distribution Service
(DDS) [9; 10], and must support working with simulation digital twins, which are
critical for validating and training behavioural models in a safe virtual
environment [11].

This challenge has no trivial solution. Traditional approaches — such as
centralized planning, ant algorithms, and reinforcement learning methods —
although highly effective in certain aspects, are usually overly resource-intensive,
dependent on stable connectivity, or too inert to adapt to environmental changes
[12; 13].

Therefore, this research focuses on finding, comparing, and justifying the
most acceptable swarm Al method for embedding into an onboard Al platform
with cognitive services, capable of not only ensuring the autonomous behaviour
of an individual drone, but also implementing a holistic, adaptive, self-
reconfiguring swarm system of a new generation.

CRITERIA FOR THE CHOICE OF SWARM METHODS OF AN ON-BOARD Al
PLATFORM WITH COGNITIVE SERVICES

The successful implementation of autonomous swarm navigation for drones re-
quires careful selection of a swarm artificial intelligence method that not only
provides the necessary behavioural complexity but also meets the limitations of
the onboard Al platform. The basis for this selection is a set of criteria that con-
sider both the technical and functional requirements for an autonomous multin-
drone system. Below is a list of key criteria and their rationale:

1. Computational complexity. This criterion assesses how much the swarm
Al method loads the processor when the number of agents increases. Quadratic or

cubic complexity (e.g., 0(n2) , O(n3 )) significantly limits scalability and per-
formance when running on embedded processors, especially in environments with
limited computing resources (e.g., STM32, Raspberry Pi CM4, Jetson Nano).
Methods with linear or logarithmic complexity (O(n), O(nlogn)) scale better
and are more suitable for decentralized autonomy [8; 18].

2. Memory Requirements. Methods that require large buffers, tables, and
historical data are not suitable for implementation on compact boards without ad-
ditional GPU or expanded memory. The total amount of memory required to store
internal variables, sensor maps, behavioural patterns, etc. is considered [6].

3. Latency. Latency is critical for real-time applications: the system must
respond to changes in the environment or commands with a delay of no more than
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50-70 ms. Methods with high latency do not allow the drone to manoeuvre safely
or make timely decisions in combat or rescue operations [13].

4. Scalability. This indicator determines how effectively the method main-
tains performance as the number of agents increases. For example, the Boids
method scales well to 100+ agents, while ACO scales to no more than 30. High
scalability is a prerequisite for complex scenarios with dozens or hundreds of
drones [3].

5. Robustness to Agent Loss. In military and unstable environments,
drones may be lost. The swarm Al method must automatically adapt to a decrease
in the number of swarm members. Centralized approaches or Leader-Follower
models are vulnerable to such losses, while decentralized behaviour trees (BTs)
remain functional even when individual nodes are lost [17].

6. Environmental Adaptivity. True autonomy requires the ability to re-
spond to changes in the environment: obstacles, changes in terrain, dynamic
threats. Methods with low levels of sensory integration (e.g., classical PSO) have
limited adaptability. In contrast, behavioural trees or DRL with sensory context
integration are capable of dynamically reconfiguring behaviour [14].

7. Onboard Real-Time Suitability. This criterion refers to the ability of the
algorithm to operate without the need for an external computing centre or cloud
services. The method must function autonomously on the drone’s hardware plat-
form, considering real time, energy efficiency, and resource limitations [9]. Algo-
rithms that already have known libraries under ROS 2, RTOS, or support DDS
protocols are particularly valued.

These seven criteria form the basis of a multi-criteria model for evaluating
and selecting a swarm Al method. They not only formalize the decision-making
process, but also directly influence the architecture of the Al platform, its stabil-
ity, adaptability, and viability in a real-world environment.

ANALYSIS AND SELECTION OF SWARM METHODS FOR USE IN AN Al
PLATFORM WITH COGNITIVE SERVICES

Developing an effective Al platform for an autonomous swarm of unmanned ae-
rial vehicles involves choosing a swarm method that not only meets functional
requirements (adaptation, coordination, decentralization) but also complies with
the strict limitations of the real environment: limited computing resources, the
need for real-time decision-making, loss of communication, or individual agents.
That is why it is crucial to compare existing methods in terms of computational
complexity, memory requirements, latency, scalability, resilience to agent loss,
adaptability, and suitability for onboard implementation (Table 1).

Classic swarm optimization methods, particularly Method 1 and its global

modification (Method 9), demonstrate moderate complexity (O(nz)) and scale well
to 50 agents. They are suitable for search and global positioning tasks, but depend on
one or more leader agents, which is a vulnerability in real-world environments.

Method 2, on the other hand, shows better adaptation to complex environ-
ments through a pheromone amplification mechanism, but has significantly
higher complexity and latency, which makes it unsuitable for real-time tasks on
typical onboard processors.
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Both methods (1 and 2) are suitable for centralized or periodic optimization
tasks but are limited in scenarios where continuous adaptation to the external en-
vironment is required.

Methods 3 and 5 are characterized by the lowest computational complexity
(O(n)), high scalability (100+ agents), and low latency (< 30 ms), which makes

them technically attractive. However, they exhibit limited cognitive ability: Boids
does not support goal-oriented planning, and stigmergy requires precise signal
tuning and has limited adaptation to unpredictable scenarios.

Table 1.Comparative table of swarm Al methods

Swarm Al Computa- ll\{/[een::i)z Robustness | Environ- | Onboard
N method tional mzn ts Latency | Scalability | to Agent mental |Real-Time
complexity Loss Adaptivity |Suitability
Particle Swarm| Medium Good (up
1 | Optimization O Medium| < 50 ms to ~50 Medium | Limited Yes
®soy[16] | @) agents)
Ant Colony . ) Limited
2 | Optimization nglg (O)(n ) High 10(;5200 (up to 30 High Good Limited
(ACO) [3] £ agents)
Boids .
3| (Reynolds’ Low Low |<20ms | High(100 Low Low Yes
Rules) [21] (O(n)) + agents)
Consensus- . Medium
4| based Algo- OMe(lhum Medium SOr—nlSOO (up to 50 Medium | Medium Yes
rithms [19] (O(n log n)) agents)
Stigmergy- .
5 | based Models Low Low |<30ms High (100+ High Good Yes
[20] (O(n)) agents)
Deep Reinfor-- . o
6 | cement Learn- H1g3h High |> 200 ms Limited (20— Medium High No
ing (DRL) [22] (O@)) 30 agents)
Decentralized : High
7| Behaviour OMe‘lhum Medium[30-70 ms|  (50-100 High High No
Trees (BTs) [18] (O(n log m)) agents)
Limited Low= Limited |Yes, espe-
Leader- (~10-20 | medium nited | ¥ ©s, esp
8| Follower Low Low <20 drones in (loss of (ma“!ly in (cially with
(O(n)) ms . modified | low data
[17] classic im- | leader — . intensit
plementation)|critical risk) versions) | intensity
Global swarm
optimization | r edium A <50 | Good (up to Medium o o
9 method O Medium ms 50 agents) (dependence| Limited | Limited
(GBestPSO) (O@*) & on leader)
[16,23]

Consensus-based algorithms (Method 5) ensure consistency within the
swarm with moderate complexity and delays. However, they also do not allow
modeling complex agent behavior or changing the mission structure during its
execution. In turn, the Leader-Follower method, despite its simple implementation
and low latency, has a fatal flaw — critical dependence on the leader. If the leader is
lost, coordinated behavior is destroyed, which is unacceptable for combat or
emergency scenarios.

The deep reinforcement learning method (Method 6), on the contrary, dem-
onstrates the highest level of adaptability: models can self-learn and generalize
knowledge about new environments. However, the inference delay exceeds 200
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ms even on easy tasks, and the hardware requirements include a GPU (Jetson Xa-
vier, Orin, or Nvidia RTX), which is beyond the capabilities of typical onboard
platforms.

The most balanced method in terms of all criteria is the decentralized
behavior tree method (Method 7). It has moderate computational complexity
(O(nlogn) ), operates with an average latency of 30-70 ms even on weak proces-

sors, scales up to 100 agents, demonstrates high adaptability, resilience to losses,
and is suitable for implementation in ROS 2 with DDS protocols. BTs provides
autonomous decision-making logic for each agent based on local context, sensor
information, and a predefined behavior structure. In addition, it supports tree
reconfiguration during a mission, which is especially important for tasks with
variable goal or role structures in a swarm system.

Therefore, although Method 7 is the best choice for building the basic cogni-
tive architecture of the agent, it is advisable to use a hybrid approach in which the
global swarm optimization method (Method 9) plays a supporting role in global
or semi-global optimization tasks. This division of functions allows BTs to be
responsible for reactive behavior, real-time decision-making, and fault tolerance,
while GBestPSO is responsible for strategic tasks, such as finding optimal agent
locations, distributing subtasks, or optimizing configuration at the beginning of a
mission.

This combination allows for the implementation of a two-level cognitive ar-
chitecture: behavioral level — BTs, planning level — GBestPSO. Interaction be-
tween these levels can be carried out via DDS messages, which will ensure de-
terministic exchange between autonomous agents without loss of synchronization.

Figure 1 illustrates the two-level cognitive architecture of an autonomous
swarm system that combines two complementary approaches: behavior trees
(BTs) at the behavioral level and global swarm optimization GBestPSO at the

planning level. The architecture is designed to Planning Level

ensure autonomous, adaptive, and fault- GBestPSO

tolerant behavior of the UAV swarm in dy- il Global

namic environments and in the event of com- B o d/' =bedt

munication loss. N \ -
The lower block of the figure reflects the e N

Q

logic of the behavioral level, constructed in
the form of a decision tree. The ROOT node
initiates the execution of the tree, DDSIMessages
CONDITION defines the situational condi-
tions (for example, the presence of an obstacle
or loss of communication), and ACTION
represents the drone’s reactive actions in re-
sponse to these conditions. This structure al- (condition) ( Action ]
lows each agent to make decisions autono-
mously based on the local context. This level
is implemented locally on board the drone and Behavior Level
provides the ability to react immediately, dy- Decentralized Behavior Trees (BTs)
namically reconfigure the tree, and operate in 18- 1. Two-level cognitive architec-
real time. ture: planning level — GBestPSO,
. behavioral level — BTs

The upper block represents the planning

level — global swarm optimization using the GBestPSO method, in which agents

%

+
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collectively search for optimal locations or configurations. Here, GLOBAL BEST
means the best position found by all agents, which is transmitted to others as a
strategic reference point. This benchmark is transmitted to the behavioral level in
the form of mission conditions via DDS/RTPS protocols. In case of communica-
tion loss, the planning level can be disabled, and the behavioral level will con-
tinue to operate using the last received gBest.

The communication between levels is provided through DDS messages,
which guarantees reliable, deterministic communication without centralized con-
trol. This integration allows for a flexible balance between the local autonomy of
each drone and the global coordination of the entire swarm, ensuring high system
efficiency in complex scenarios, including military or rescue operations.

Therefore, the proposed hybrid approach combines the modularity, adapta-
bility, and speed of BTs with the global optimization capabilities of GBestPSO,
creating a flexible, scalable, and technically feasible next-generation Al platform
for UAV swarms.

THE BASIC ARCHITECTURE OF THE HYBRID APPLICATION
OF METHODS BTS + GBESTPSO

To respond to the challenges of autonomous swarm navigation in conditions of
limited resources and a highly dynamic environment, a hybrid two-level architec-
ture has been proposed that combines the declarative-reactive approach of behav-
ioral trees (BTs) with the evolutionary-optimization strategy of the global particle
swarm (GBestPSO). Such integration allows for the simultaneous achievement of
real-time performance, adaptability, scalability, and initial strategic coordination
of swarm behavior.
The structure of hybrid architecture is divided into two functional levels:

¢ Planning level (GBestPSO-Level): implements global or semi-global
optimization at the beginning of the mission or periodically in task replanning
mode. It determines the selection of scenarios for current tasks, the strategic
positions of agents, task clustering, and the distribution of roles or target points.

o Behavioral level (BT-Level): provides reactive decision-making by each
agent in real time [18], including analysis of the local context, avoidance of ob-
stacles, adaptation to role changes, loss of communication, or loss of an agent.

Communication between levels is carried out via DDS/RTPS protocols [9] in
the form of semantically described messages (Table 2).

Data exchange between subsystems of two levels is organized via
DDS/RTPS protocols [9], which allow semantically structured messages to be
transmitted between agents. For example, the Swarm Optimizer module, which
operates at the GBestPSO level, periodically calculates the globally best swarm
location strategy (gBest) and transmits it via DDS as an optimized configuration
or task. At the behavioral level, such information is interpreted as external mis-
sion conditions, which are automatically reflected in the updated behavioral logic
through the Condition — Action tree branches. Importantly, even if communica-
tion with the planning level is lost, the behavioral level continues to autono-
mously execute the mission based on the last received strategic guideline. Mutual
adaptation is ensured by QoS DDS channels, which provide priority delivery of
important messages, such as changes in behavior tree statuses, sensor events, or
strategic instructions. The above-mentioned relationships between modules can be
represented by the following list:
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Table 2.Main modules and functions of the basic hybrid architecture 7. BTs + 9.
GBestPSO

Level Module Functions
Behavior Interprets behavior of trees in real time, activates local
Manager actions, reconfigures the tree in response to external changes
Perception Processing sensor data, recognizing situations,
Module building a local map
BT level | Communication DDS/RTPS exchange of states, positions, parts
Module of the BT tree
Local Planner Low-level planning (SLAM, obstacle avoidance, actions)
Adaptation Dynamic tree reconfiguration in case of environmental changes
Module or losses
Swarm Implements a global PSO algorithm; forms
Optimizer a gBest position that sets a strategic landmark
GBestPSO|  Global Task Distribution of subtasks, goals, or roles among agents
level Allocator based on the gBest position
Mission Planner . . . .
(optional) Scenario planning for complex missions or dynamic restarts
Both Telemetry and Status exchange, logging, communication
levels Diagnostics with ground station

e The Swarm Optimizer module (at the GBestPSO level) periodically cal-
culates the global best strategy (gBest) and transmits it via DDS in the form of
tasks or configurations.

e The behavioral level (BT-Level) perceives these tasks as “external
mission conditions” that are reflected in the corresponding branches of the
behavior tree.

e Change in gBest — change in agent behavior through the reaction of
Condition — Action nodes.

e Reaction to loss of communication: BT-Level works autonomously, with
the last accepted gBest, allowing the agent to continue the mission without
external optimization.

e Mutual adaptation is provided through QoS DDS channels, which priori-
tize behavioral commands, sensor events, tree statuses, and strategic instructions.

The software and hardware implementation of this architecture is based on
ROS 2 (Foxy or Humble versions) and RTOS for real-time systems such as
STM32H7. The communication layer is implemented using Fast DDS [9] or Cy-
clone DDS with QoS support. At the library level, BehaviorTree.CPP is used for
BT modules and our own implementation of the GBestPSO algorithm based on
the classical approach [14]. Jetson Orin Nano, Xavier NX, Raspberry Pi CM4 with
Coral TPU, as well as lightweight STM32H7 controllers are used as hardware
platforms. The main components of the software and hardware architecture are:

e Operating system: ROS 2 (Foxy/Humble), RTOS (on STM32H7).

e Communication: Fast DDS / Cyclone DDS (with QoS support).

o Libraries: BehaviorTree.CPP (BT-level), own implementation of GBestPSO
(based on [14]).

o Platforms: Jetson Orin Nano / Xavier NX, Raspberry Pi CM4 with Coral
TPU, STM32H7.

Among the advantages of the proposed architecture, its autonomy, flexibil-
ity, and fault tolerance should be noted. The behavioral level ensures local adapt-
ability and the ability to respond to changes in the environment without the need
for global control. The planning level, in turn, ensures strategic coordination be-
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tween agents, forming a single target configuration of the system. The use of DDS
protocols eliminates dependence on a central node, which significantly increases
fault tolerance. In the event of a loss of the global reference point (gBest), the sys-
tem automatically switches to fully local mode without losing functionality. The
modular structure of this architecture ensures its scalability and adaptability to
different mission classes: from reconnaissance and escort to combat or search and
rescue operations. Thus, the main advantages of hybrid architecture are:

e BT-Level provides local adaptability and autonomy.

o GBestPSO-Level adds strategic coordination and global coordination.

e Interconnection via DDS eliminates dependence on a central node.

o High fault tolerance: if gBest is lost, the architecture switches to fully lo-
cal mode.

e Modularity support allows architecture to be scaled for different mission
classes (reconnaissance, escort, attack).

Thus, the proposed hybrid architecture, combining behavioral trees (BTs)
and global particle swarm optimization (GBestPSO), demonstrates an effective
combination of local autonomy and strategic coordination in swarm navigation
tasks. Its two-level structure allows it to simultaneously achieve adaptability, re-
sponsiveness, and energy efficiency while maintaining a high degree of resilience
to failures and communication losses. The behavioral level provides an immediate
response to environmental dynamics, while the planning level defines global
landmarks and roles, which increases the integrity of swarm behavior in complex
conditions. The use of DDS/RTPS protocols allows for reliable, distributed com-
munication between agents without centralized dependency. Such architecture not
only has high application potential in the military and civilian spheres but also
provides a scalable foundation for the further evolution of swarm intelligence sys-
tems towards the self-learning and self-coordinated platforms of the future.

ALGORITHM

The movement of each drone is described by two main phases:

1. Phase 1: Approach to the Target. Drones move toward target Y " ac-
cording to the velocity equation with the local best position. The influence of
cognitive ( C; ) and social (C, ) components depends on the distance to the leader

(Y, ) and target, respectively:
v (t+1) = v, () + G (d (Y, (1), X (ON R (DY, () = X (D] +
+Cy(d(Y (O X, (0N (DY (6) - X, (D], (1)

where coefficients C; and C, are linearly dependent on distance, which allows
adjusting the influence of the leader and the target on the behavior of the swarm:

C max C min
C(d(Y, (1), X, (1)) = m (Y (1) = Xy (£) + Cyin )
L - Ay
G (@Y (0.X, (1) = %(Y} =Xy + Copin- ()

2. Phase 2: Firing Ring for Killing. After reaching the target’s circumfer-
ence with a radius of 7, the drones switch to polar coordinates and begin to rotate
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around the target. The coordinates of the leader Y, are described using the radius
1, and angle @, (¢):

{ML([):”O cos (o, (1), @
y3 (0)=rysin (o, (1)).
The angular position is updated using the following formula:
o+ =0 () +o ()1, (6))
where o (#) — angular velocity of rotation.

Each drone is controlled by its own BT, which cyclically processes the tick.
The tree consists of control nodes (Selector, Sequence) and execution nodes
(Condition, Action). Behavior Tree diagram:

¢ Root: initiates tree execution.

e Sequence: main sequence of actions for each drone.

o Parallel: used for simultaneous execution of tasks independent of the
main movement cycle, such as modeling the impact of electronic warfare and
drone loss.

0 Action: Model Jamming() — simulates the probability of communi-
cation loss (F).

e Action: Model_Drone_Loss() — simulates the probability of drone loss (/).

e Selector (Main mission logic): Checks the mission status and switches
between phases.
0 Branch 1: Approach to the Target.

* Condition: Is_Far_From_Target(r,) — checks whether the dis-

tance to the targetis > 7.
= Action: Run_LBestCombinedPSO_Approach_Phase() — calcu-
lates the new speed and position.
= Action: Elect New_Leader() — this node is activated in case of
Failure of the Is_Leader_Connected() node, which implements the self-
organization mechanism.
0 Branch 2: Firing Ring for Killing.
* Condition: Is_Close_To_Target(r,) — checks whether the dis-
tance to the target is <7,.
= Sequence: Firing Ring_Sequence.
e Action: Convert_To_Polar() — transition to polar coordinates.
e Decorator: Sync_Attack() — uses the Decorator
e Decorator: Sync_Attack() — uses the Decorator mechanism for
synchronization. The node allows the execution of the child node only after
ready _agents|> MY* .

e Action: Attack Target() — attack the target.

A key element of the system is its ability to be adaptive:

o Loss of leader. If the leader drone loses connection with other agents
(simulated by the Model_Jamming node), this initiates Failure in the leader ver-
ification conditions. The Selector in BT automatically switches to the branch that
triggers self-organization. A new leader is selected based on the criterion

Yo () = X;(2) , where d(X,(2),Y") =mind(X,(1),Y").
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Synchronization. The Decorator node ensures that the ring firing phase
does ot start until enough drones (My) reach the target area, which is critical for
coordinating the attack.

Inertial component. In the equation, the velocity v;(¢) acts as an inertial com-

ponent, preventing sudden changes in trajectory and ensuring smooth movement.

EXAMPLE

Let us consider a practical simulation experiment using a two-level cognitive ar-
chitecture consisting of a group of drones and integrating behavioral trees (BTs)
and global optimization using the GBestPSO method. According to this
experiment:

o The behavioral level (BT-level) functioned locally on board each drone
and provided reactive adaptation to sensory events such as obstacle detection, role
changes, or loss of communication. This level was implemented using the
BehaviorTree.CPP library with a built-in dynamic tree reconfiguration
mechanism. Condition — Action nodes allowed for the rapid transformation of
behavioral logic in response to changes in external mission conditions received
from the planning level.

¢ The planning level based on GBestPSO was responsible for forming the
strategic configuration of the swarm through global or local optimization. It
periodically calculated the globally best position or scenario (gBest), which was
broadcast as strategic guidelines to each agent. Data transfer between levels was
carried out using DDS/RTPS protocols, which guaranteed quality of service (QoS),
buffering of critical messages, and resistance to temporary communication losses.

e The simulation experiment was conducted in a configuration of 5-10
drones equipped with Jetson Orin Nano or Raspberry Pi CM4 paired with
STM32H7 (Table 3).

Table 3. Quantitative characteristics of the simulation experiment

No| Parameter Value
1 Number of drones 5-10 (Jetson Orin Nano or Raspberry Pi CM4|
in the swarm group + STM32H7)
2 Coverage area 100 x 100 m
3 Number of control points 6
4 Mission type Search and patrol with reconfiguration elements|
5 BTs algorithm 6-10 conditional nodes, 3—4 adaptive branches
6 GBestPSO algorithm Classic method [23]
7| Number of PSO iterations before start 30
8 BT module response delay ~45 ms (on Jetson Nano)
9 gBest transmission delay via DDS ~10-15 ms
10| Tree adaptation time when changing gBest <150 ms
11 Simulated communication losses up to 30% of DDS packets
12 Mission success rate > 95% (all drones completed the route
or selected fallback actions)

The mission covered an area of 100 X 100 m, contained six control points,
and was of a search-and-patrol nature with elements of reconfiguration. The BTs
algorithm included 6 to 10 conditional nodes and 3—4 adaptive branches responsi-
ble for changing behavior in conditions of uncertainty. The GBestPSO algorithm
was implemented in its classical form [23] with typical parameters: space dimen-
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sion d =2, inertial weight o = 0.8, attraction coefficients C; =C, =1.497. Be-

fore the start of the mission, 30 PSO iterations were performed to find the initial
strategic configuration. The BT module’s response delay to an event was about
45 ms, gBest transmission via DDS was 10-15 ms, and behavior tree adaptation
when gBest changed took up to 150 ms. Even with a simulated loss of up to 30%
of DDS messages, the mission success rate exceeded95%.

In critical situations, the system demonstrated high adaptability. In the event
of a single drone failure, other agents automatically restructured the behavior tree
to compensate for the loss. If the planning level lost communication, the BT mod-
ules continued to operate autonomously based on the last strategic reference
point. When obstacles were detected, the SLAM module formed a new route, and
the corresponding branch of the behavior tree activated avoidance actions. The
total mission time exceeded the baseline scenario by no more than 12%. The av-
erage delay between events and response was about 90 ms. The positioning error
in areas without GNSS remained within 2.8 m, and swarm synchronization was
maintained even with the loss of up to 40% of DDS messages.

The diagram (Fig. 2) shows a typical scenario for the implementation of a
UAYV swarm mission for the proposed architecture with hybrid integration of BTs
and GBestPSO. This implementation is viable and technically effective for com-
plex search and patrol missions in conditions of limited communication and a dy-
namic environment.

100
Electronic warfare zone
I Obstacle
] — Drone 1 wp4
2 — Drone 2 1 ,/'
3 Drone 3 N
80 A //,
s
4
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/I
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=
//, hhhhhh 2
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20 | .
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Fig. 2. Scenario for implementing the mission of a swarm of UAVs for the hybrid
architecture of BTs and GBestPSO
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The following images are used in Fig. 2: blue dots (WP1-WP6) — mission
route control points; red circle — electronic warfare (EW) zone; gray squares —
obstacles on the route (buildings, infrastructure objects); lines with markers —
trajectories of three drones moving autonomously using behavioral trees (BTs), re-
sponding to obstacles and conditions broadcast from the global level of GBestPSO.

This example demonstrates the realistic implementation of a two-level cog-
nitive architecture for swarm drones in a simulation environment with digital twin
elements under threatening conditions and limited connectivity. It confirms the
feasibility of the BTs + GBestPSO hybrid approach in complex, dynamic, or hos-
tile conditions.

CONCLUSIONS

1. The article analyzes modern swarm artificial intelligence methods from
the perspective of their suitability for implementation as part of an onboard Al
platform for autonomous unmanned aerial vehicles. Considering the requirements
for limited computing resources, real-time operation, resistance to agent loss, and
adaptability, a list of key criteria for selecting a swarm Al method was formulated.

2. A comparative analysis of nine leading methods allowed us to identify
decentralized behavioral trees (BTs) as the most balanced approach for the basic
cognitive architecture of an agent. BTs combine low latency, resilience to losses,
adaptability to the environment, and suitability for onboard implementation in
ROS 2. At the same time, the GBestPSO method, as a classic global swarm
optimization tool, proved to be useful for performing strategic tasks at the higher
level of the system, for the initial configuration of the swarm, task distribution,
and search for optimal agent locations.

3. The hybrid architecture proposed in the article, which combines BTs and
GBestPSO into a two-level structure, allows for a compromise between local
responsiveness and global coordination. This architecture is characterized by high
autonomy, fault tolerance, scalability, and real-time adaptability. It provides a
flexible division of responsibilities: BTs for immediate behavioral response,
GBestPSO  for planning optimization. The communication foundation,
implemented through DDS/RTPS, eliminates dependence on central control and
guarantees deterministic data exchange between agents.

4. A practical simulation experiment using digital twins and the BTs +
GBestPSO hybrid architecture demonstrated its effectiveness in complex dynamic
conditions. Even with the loss of up to 30% of DDS network messages, the
system maintained coordinated swarm behavior, and the response time between a
sensor event and tree restructuring averaged ~90 ms. Adaptation to new obstacles,
role changes, resistance to agent failures, and the ability to operate without a global
reference point demonstrated the high viability of the architecture. Mission success
exceeded 95%, confirming the practical feasibility of the proposed approach.

5. Thus, the results of the study not only confirm the theoretical validity of
hybrid architecture but also demonstrate its real implementation in conditions
close to combat or emergency rescue situations. The proposed system can serve as
a basis for building a new generation of swarm Al platforms with the potential for
further evolution towards self-learning, self-coordinated, and safe-to-use
autonomous systems in real environments.
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METOJH POE€BOI'O LITYYHOI'O IHTEJIEKTY B 3ABJJAHHAX ABTOHOMHOI
HABIT'AIII BIIVIA / M.3. 3ryposcekuit, FO.I1. 3aituenko, A.M. Turtapernko, O.B. Ky3p-
MEHKO

AnoTtanis. [lomaHo MOpIBHAJBHUIN aHami3 OB ATH METOIIB POHOBOTO 1HTEIEKTY
(PI) 3 Toukn 30py ixHBOI mpuAaTHOCTI I 60pTOBHX IaTtdopm LI B aBTOHOMHIX
posix Ge3ninoTHHX JyiTanpHEX amapaTis (BIIJIA). Busnaueno Ha0ip KIIOYOBHX KpH-
TepiiB, BKJIIOYAIOYM OOYMCIIIOBAIbHY CKJIAJHICTh, MAacIITabOBaHICTb, 3aTPUMKY,
CTIMKICTh JI0 BTPAaTH arcHTIB Ta aJalTHBHICTh. JleIICHTPaIi30BaHi iepeBa MOBEIIHKH
(AIT) Bu3HaueHi K HAWOLIBLI 30aIAaHCOBAHMUIT MIAXI/ IS PEaKTUBHOTO PiBHS HOBE-
IIHKH, TOAI K rinobaipHuid MeTon ontuMizauii poro GBestPSO BusiBnsetscs edex-
TUBHHUM JJI1 BUCOKOPIBHEBOTO IUTaHYBaHHs. 3allPOIIOHOBAHO TiOPHIHY IBOIIAPOBY
KOTHITHBHY apXiTeKTypy, sika interpye JI1 ta GBestPSO, i3 ¢pyHKIIOHATBEHUM PO3-
JUICHHSIM MDK IIapaMH Ta 3B’S13KOM Ha ocHOBI npoTtokoniB DDS/RTPS. Apxirekry-
pa DEMOHCTpPY€ BUCOKY aBTOHOMHICTB, BIIMOBOCTIHKICTh, MOJYJIBHICTD Ta IPHJAT-
HICTB JUIs1 BOy/IOBaHUX CHCTEM PEAJILHOTO Yacy, L0 MpAlol0Th y ANHAMIYHHUX a0o
3MaraJlbHuX cepeloBUIIax. Pe3ynbrati yactkoBo miarpumaHo HarioHanbHuM (oH-
oM jociipkeHb Ykpainy, rpant Ne 2025.06/0022 «Ilnatdopma mry4qHoro iHtesne-
KTY 3 KOTHITUBHUMH CepBicaMH Uil CKOOPIMHOBAHOI aBTOHOMHOI HaBirarii po3rmo-
MUIEHUX CHCTEM, IO CKJIAJal0ThCS 3 BEJIMKOI KIIBKOCTI 00’ €KTIBY.

Kawuogi ciioBa: poiioBuii inTenekrt, BIIJIA, aBToHOMHA HaBiraitisi, [epeBa MoBei-
ukH, GBestPSO, ROS 2, DDS, koruitiuBHa apXiTeKTypa.

150 ISSN 1681-6048 System Research & Information Technologies, 2025, Ne 3



BIJOMOCTI ITPO ABTOPIB

Bapan lannno PomanoBuy,
acripanT kadeapu 00UHCIIOBaTIbHOI TEXHIKU (aKyIbTeTy iHGOPMATHKU Ta 0OUHCIIIOBATBEHOT
texniku KIII im. Irops Cikopcbkoro, Ykpaina, Kuis

BacuaseBa Mapis [laBuaiBua,
cTapuid BUKJIanayd Kaeapr 00UnCIIIOBaIbHOT TEXHIKH (DaKyybTeTy iHPOpMATUKHU Ta 004HC-
moBanbHOT TexHiku KIII im. Irops Cikopebkoro, Ykpaina, Kuis

T'oninko Irop MuxaiijsioBuy,
JIOLICHT, KaHJWAAT TEXHIYHHX HAYK, JOLEHT KadeApd aBTOMATH3alil TEIIOCHEPreTHYHHX
npoueciB HH TATE KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis

I'pimiun Kocrsintun JIMutpoBuy,
acripant HH ITICA KIII im. Irops Cikopebkoro, Ykpaina, Kuis

Kurno Cepriii BikropoBuu,
acmipanTt kadeapu iHQOpMAaIiiHO-BUMIPIOBAIBLHUX TEXHOJIOTIH XapKiBChKOIO HalliOHAIBHO-
0 YHIBEPCUTETY paJioeNneKTPOHIKY, YKpaina, XapkiB

Kyxoscbknuii Cepriii CtaniciaBosuu,
JIOLCHT, KaHIUIAT NeJaroriYHuX Hayk, JOLEHT Kadeapy KOMIT FOTepHHX HayK Ta iHdopma-
LiHUX TexXHOJNOTiH JKUTOMHPCHKOrO AEpyKaBHOIO YHiBepcuteTy imeHi IBaHa ®panka, YkpaiHa,
YKuromup

3aiiuenxo FOpiii [lerpoBuy,
npodecop, JOKTOp TEXHIYHUX HayK, npodecop kadeapu MaTeMaTHYHUX METOAIB CUCTEMHO-
ro ananizy HH ITICA KIII im. Iropst Cikopcebkoro, Ykpaina, Kuis

3rypoBchkuii Muxaiijso 3axaposuy,
akagemik HAH Vkpainu, npodecop, HOKTOp TeXHIUHMX Hayk, HaykoBuil kepiBHuk HHK
«TICA» KIII im. Irops Cikopebkoro, Ykpaina, Kuis

IBoxin €Bren BikTopoBuy,
npodecop, 10KTop (Bi3uKO-MaTeMaTUIHUX HAyK, Ipodecop kadeapyu CUCTEMHOIO aHali3y Ta
Teopii MpUHHATTA pimeHs KHIBChKOro HalllOHANBHOTO YHiBepcuTeTy iMeHi Tapaca IlleBueH-
Ka, Ykpaina, Kuis

Kacbsanos [Iasso Onerosuy,
uneH-kopecnionaeHT HAH Vkpainu, npodecop, 10kTop (i3nko-MaTeMaTHIHHX HAyK, TUPEK-
top HHK «ITICA» KIII im. Irops Cikopcbkoro, Ykpaina, Kuis

Ky3nenosa HaraJjis BosonumupiBHa,
JIOIIEHT, TOKTOp TEXHIYHHX HayK, mpodecop kKadeapn MaTeMaTHYHUX METOIIB CHCTEMHOTO
ananizy HH ITICA KIII im. Iropst Cikopebkoro, Ykpaina, Kuis

Ky3bmenko Ouekciii BitasiiioBuy,
acmipanT kadenpu cucremuoro npoektyBanns HH ITICA KIII im. Iropst Cikopcbkoro, Ykpa-
iHa, Kui

Jlepuyk Ouexcanap MukosaiioBuy,
KaHIUIaT TeXHIYHUH HAYK, JOICHT Kadeapu iHpopMaliitHuX YHIpPaBISIOUMX CHCTEM Ta TeX-
HOJIOTi# Y3KropoJChKOro HaIllOHATBHOTO YHIBEPCUTETY, YKpaiHa, YKroposa

Minsisebkuii FOpiii Jleoninosuy,
JIOKTOP TEXHIYHHX HAyK, JOLUCHT Kad)elpyu MaTeMaTHUYHUX METOMIB cucteMHoOro aHanizsy HH
ITICA KIII im. Irops Cikopebkoro, Ykpaina, Kuis

Miua Oaexcanap Bonoaumuposuy,
npodecop, JOKTOp TEXHIYHUX HAyK, 3aBiayBay kadeapu iHGOpMaliiHUX YIPABISFOUMX CHC-
TEM Ta TEXHOJIOTIH Y KIrOpoJICHKOT0 HalliOHAJILHOTO YHIBEPCUTETY, YKpaiHa, YKropoJ

Maniituyxk Jinis Cepriisna,
KaHauaaT Gisuko-MareMaTHYHUX HayK, HaykoBuid criBpoOiTHuk HHK «ITTICAy KIII im. Iro-
ps Cikopcebkoro, Ykpaina, Kuis

IMankparosa Harauia ImuTpiBHa,
unieH-kopecnionaeHT HAH Ykpainu, npodecop, JOKTOp TEXHIYHMX HAyK, 3aCTYITHHK JUPEK-
topa HHK «IIICA» KIII im. Irops Cikopcbkoro, Ykpaina, Kuis

Iucapuyk Luis OnekcilioBuy,
CTY/ICHT MaricTpaTypu kKapeapu 00YHCITIOBAIBHOT TEXHIKK (aKybTeTy iHpOpMaTHKH Ta 00-
yucimoBanbHOI TexHiku KITI im. Iropst Cikopebkoro, Ykpaina, Kuis
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Mucapuyk OJekciii OsexcanapoBuy,
npodecop, JOKTOp TEXHIYHMX HayK, npodecop kadeapu 0OUMCITIOBANBHOI TEXHIKH (aKyIib-
Tety iHpopmaruku Ta oduncmtoBansHoi TexHiku KIII im. Irops Cikopcbkoro, Ykpaina, Kuis
ITenko Bacuab IBanoBUY,
KaH/IU/IaT TEXHIYHUX HAYK, JAOLEHT Kadeapu iHpopMalliiiHUX YHPaBISIFOUMX CHCTEM Ta TeX-
HOJIOTi# Y3KropoJChKOro HalllOHATBHOTO YHIBEPCUTETY, YKpaiHa, YKroposa
Peus Bagum Onekcanaposuy,
acmipaHT KadeIpu CUCTEMHOro aHali3y Ta Teopii NpUIHATTA pitieHb KHUiBChKOro HaiioHa-
nBHOTO YHiBepcuTeTy iMeHi Tapaca [lleBuenka, Ykpaina, Kuis
Pomanenko BikTop Jlemunosuy,
npodecop, JOKTOp TEXHIYHMX HAYK, 3aCTYNHHK JUPEKTOPa 3 HAyKOBO-NIEJAroriyHoi poOoTH
HH ITICA KIII im. Irops Cixkopcbkoro, Ykpaina, Kuis
Pomanok Okcana QuekcanapiBHa,
JIOLCHT, KaHJIUJIAT TEXHIYHUX HayK, JOUEHT KaeIpuh aBTOMOOIIBHOTO TPAHCHOPTY Ta Cy-
4JacHOI iHxeHepii BikpUTOro Mi>KHapoJHOTO YHIBEPCUTETY PO3BUTKY JIIOAUHU «YKpaiHay,
Vxpaina, Kuis
Capuenko Linas OnexcanapoBuy,
JIOKTOp TEXHIYHUX HayK, JOLEHT Kadeapn MaTeMaTHYHUX METOJIB CHCTeMHOro aHaiizy HH
ITICA KIII im. Iropst Cikopcbkoro, Ykpaina, Kuis
Cremok Ilerpo IBanoBHY,
yneH-kopecnonieHT HAH VYkpainu, JokTop (i3uko-MaTeMaTUYHUX HAyK, 3aBidyBad BiIALTY
METOMIB Hernaakoi ontuMiszanii [HcTutyTy KibepHeTuku imeni B.M. I'mymkosa HAH
VYxpainu, Kuis
Turapenko Anapiii MukoJaiiopuy,
noktop ¢inocodii, acucTeHT Kadeapu MaTeMaTHYHHX METOJIB cucTteMHoro aHamizy HH
ITICA KIII im. Irops Cikopebkoro, Ykpaina, Kuis
Tpimy Poman MuxaiijsioBuy,
npodecop, TOKTOp TEXHIYHUX HAyK, 3aBiqyBad Kadeapy MEXaTpPOHIKU Ta €JICKTPOTEXHIKH
HarioHanpHOr0 aepOKOCMIYHOTO YHIBEPCUTETY «XapKiBChKHI aBialliliHUi iIHCTUTYT», YKpa-
fna, XapkiB; Mykolas Romeris University (Company VAT code LT119517219, Data is
collected and kept in the Register of the Legal Entities, code 111951726), Lithuania, Vilnius
®enin Cepriii CepriiioBuy,
npodecop, AOKTOp TEXHIYHUX HayK, podecop kKadenpu iHPOpMaLiHHAX CUCTEM 1 TEXHOJIO-
rii HarioHabHOTO TpaHCIIOPTHOTO yHiBepcHTeTy, YKpaina, Kuis
IlanTup Anron CepriiioBuy,
KaHJHUAAT TEXHIYHUX HAyK, TOLEHT KadeapH MTYIHOTo iHTeNeKTy Jlep>kaBHOTO YHiBepCUTe-
Ty iH}popMalliitHO-KOMYHIKaIlIHHUX TEXHOJIOT1H, YKpaiHa, Kuis
Ilanouka Irop BajepiiioBuy,
KaHauaaT Qi3MKO-MaTeMaTHYHHUX HAYK, JOIEHT Kadeapy iHGOpMAaIIfHUX yIIPaBIsIOYAX CH-
CTEM Ta TEXHOJIOTIH YIKropoAChKOTrO HAIlIOHAILHOTO YHIBEPCHUTETY, YKpaiHa, Y Kropos
IloBkonsc Terssna Bonogumupisua
KaHauAaT (i3MKO-MaTeMaTHYHUX HAYK, aCHCTEHT KadenpH 3arajbHOi MaTteMaTtnku MM
KHY iwm. Tapaca llleBuenka, Ykpaina, Kuis
Illtedan Haranis BosiogumupiBHa,
JIOLICHT, KaHIWUIAT TEXHIYHUX HAYK, JOLEHT Kadeapu iHPOpMAI[iiHO-BUMIPIOBAIBHUX TEX-
HOJIOTiH XapKiBCHKOI0 HalliOHAJIBHOTO YHIBEPCUTETY PafiOeeKTPpOHiKY, YKpaiHa, XapKis
ITym Kupui Iroposuy,
marictp HH ITICA KIII im. Irops Cikopebkoro, Ykpaina, Kuis
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