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RESEARCH OF FOOD SECURITY PROBLEMS OF THE WAR-
TORN REGIONS OF UKRAINE USING GEOMATICS METHODS

M. ZGUROVSKY, K. YEFREMOYV, S. GAPON, I. PYSHNOGRAIEV

Abstract. Every year, the world faces new difficult challenges in maintaining global
security. Compliance with food security principles is an important component of the
global context of world development. Recent military conflicts have had a strong
impact on the development of regions that provide food for millions of people
around the world. Ukraine plays a key role in providing agricultural products to the
population of countries from different continents. The article is devoted to the study
of the state of agricultural crops in a regional section during the period of active hos-
tilities by means of geomatics, which allow one to assess the degree of transforma-
tion of sustainable farming quickly, determine the trend of the development of the
industry, and calculate the likely scale of changes in the obtained products in the
coming years. As a result, with the help of deep learning models integrated into
geoinformation systems, the boundaries of agricultural fields in the Kherson and
Zaporizhia regions were determined, the state of moisture and bioproductivity of ag-
ricultural crops was determined for three years, an analysis of changes has been
made in the state of agricultural fields under the influence of new factors of conduct-
ing active hostilities during the first half of 2022, the next harvest productivity fore-
cast was made in two southern regions of Ukraine. The study was carried out by the
team of the World Data Center for Geoinformatics and Sustainable Development of
the Igor Sikorsky Kyiv Polytechnic Institute. It was part of research on the analysis
of the behavior of complex socio-economic systems and processes of sustainable
development in the context of the quality and safety of people’s lives.

Keywords: food security, spatial data analysis, deep learning, agricultural fields,
mathematical modeling.

INTRODUCTION

Intensification of extreme weather conditions, climate change processes, coro-
navirus pandemic, etc. led to an aggravation of the food situation for many coun-
tries of the world [1]. Before Russia's full-scale invasion of Ukraine, the world
was close to a global food crisis, but since February 24, 2022, the situation has
significantly worsened [2]. Ukraine is a supplier of a large number of agricultural
products to dozens of taps in the world. Ukraine has 15% of the global product
market (UBTA) for individual grain crops [3]. Some countries of the world de-
pend on certain types of agricultural products from Ukraine for more than 50%.
The full-scale war led to a significant reduction in the area of cultivated agricul-

© M. Zgurovsky, K. Yefremov, S. Gapon, I. Pyshnograiev, 2023
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tural areas, a decrease in the number of people and equipment involved in the cul-
tivation of agricultural crops. In addition, the structure of management in the field
of irrigation was transformed.

Combat actions and specific management decisions in the temporarily
occupied territories have significantly changed the irrigation system that has
existed for many years. The canal systems, which were fed from the Dnieper and
transported water hundreds of kilometers to the south and east of the country, are
under temporary occupation and their state of functioning is difficult to
investigate. At the same time, the region continues to be a supplier of a significant
amount of agricultural products, so it is extremely important to understand the
degree of transformation processes in order to assess possible losses and predict
the degree of the food crisis. Due to constant military operations, direct access to
the territory is extremely difficult, reliable statistical data on the volume and
condition of the harvest, irrigation of the territory, etc. are not collected, the only
possible methods of assessing the degree of transformation of agricultural fields
are methods of remote sensing of the Earth, and geomatics in general. The most
characteristic signs of the transformation of the water regime, especially for
irrigated areas, are signs of a sharp change in indicators of bioproductivity and
territory moisture. Such characteristics can be obtained with high accuracy based
on the analysis of satellite images of medium resolution, which is not a limiting
factor based on the realities of war.

This study is a continuation of the thematic research of the team of authors
on the study of sustainable development of communities and territories of Ukraine
and security processes in the regions of the state [4, 5] and research on the
development of the applications of geomatics methods [6, 7].

DATA FRAMEWORK

Two southern regions of Ukraine: Kherson and Zaporizhzhya, were chosen to
assess the impact of the processes associated with the occupation on the condition
of agricultural plots (Fig. 1).

Fig. 1. The study area (black borders) with the indicated averaged zones of temporary
occupation as of May 2022 (gray color)
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For most of the first four months of the active phase of the war, these areas
have been partially occupied, and this period completely coincides with the period
of active agricultural work, in particular with the irrigation of the territory.
Remote monitoring of the state of moisture in agricultural fields, analysis of the
distribution of the Normalized Difference Moisture Index (NDMI) on the
territory, its dynamics over different years will allow to assess the degree of
changes in sustainable agricultural practices in the region and assess the state of
the potential harvest, which in the pre-war period for years provided food for the
population of Ukraine and residents of countries that import agricultural products.
The selected areas have a high share of plowed territory, both irrigated and non-
irrigated agricultural fields, and a dense and fairly even distribution of plots
throughout the territory. This makes it possible to distinguish the anthropogenic
influence of the occupation itself on the situation with the moisture of agricultural
fields from the general background climatic influence. The condition of plots
exclusively on traditionally irrigated lands can be analyzed separately. In addition
to the analysis of the differentiation of the moisture index, it is necessary to
investigate the change in the bioproductivity index: Normalized Difference
Vegetation Index (NDVI), which on the one hand directly correlates with the
moisture content of the territory, but allows to distinguish the vegetation state of
the vegetation itself, which affects the indices of the moisture index itself (there
may be weakly moistened territories, however, due to the high vegetation, give
the moisture index high values). The condition of plots exclusively on
traditionally irrigated lands can be analyzed separately. In addition to the analysis
of the differentiation of the moisture index, it is necessary to investigate the
change in the bio productivity index: NDVI, which on the one hand directly
correlates with the moisture content of the territory, but allows to distinguish the
vegetation state of the vegetation itself, which affects the indices of the moisture
index itself (there may be weakly moistened territories, however, due to the high
vegetation, it gives the moisture index of high values).

To assess the impact of the occupation, mainly data from remote sensing of
the Earth (DSR) [8], data on the administrative and territorial structure of the
country [9] and the borders of temporarily occupied territories from open online
sources [10] were used. For the analysis of moisture and bio productivity, data
were obtained from the Sentinel-2 mission satellite, platforms 2-A and 2-B and
product type S2MSI1C with a cloud cover of no more than 10% in the study area
[11]. The resolution of multispectral three-channel images is 10 m per pixel,
single-channel 20 m per pixel. Channels BO8 and B11, bio productivity index:
BO08 and B04 were used to calculate the moisture index.

NDMI = (B08 — B11)/(B08 + B11); (1)
NDVI = (B08 — B04)/(B08 + B04). )

Data on the boundaries of regions, districts and communities of the study
area were obtained from the official website of the support for the decentraliza-
tion reform [12].

The boundary of the line of contact of the troops is dynamic and has not yet
been determined, therefore the boundaries of the temporarily occupied territories
for the Kherson and Zaporizhzhia regions were drawn quite approximately based
on an integrated analysis of data on the boundaries of the occupation zones as of
the end of May 2022 according to publicly available web map data [13, 14].

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2023, Ne 1 9
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RESEARCH FRAMEWORK

To analyze the impact of the occupation, mainly geomatics methods, systems
analysis methods and machine learning methods were used. In particular, the
overlay method and map algebra method were used in desktop GIS [15, 16] even
before the beginning of 2022 to calculate bio productivity and moisture indices.

The papers consider aspects of integration of temporal statistical
characteristics with spectral and textural characteristics extracted from high-
quality Sentinel-2 images using Random Forest classification [17]. The
performance and contribution of different combinations is evaluated based on
classification accuracy. The results show that the statistical analysis of time series
is an effective way of presenting information about the degree of soil moisture.
The method uses clear pixels from dense, low-quality images to derive NDVI
statistics, thus reducing the influence of random factors such as weather conditions.

Approaches to developing a linear mixed effects (LME) model for poorly
calculated areas using time series of Sentinel 1A and 1B images and ground
measurements of soil moisture are considered [18]. The model assumes a linear
relationship that varies in both time and space between soil moisture and
backscatter coefficient. The LSE model can be effectively applied to estimate soil
moisture from multi-temporal Sentinel-1 images, which is useful for flood and
drought monitoring and improving runoff forecasting.

Techniques for mapping soil moisture and irrigation at the scale of
agricultural fields based on the synergistic interpretation of multitemporal optical
and synthetic aperture radar (SAR) data (Sentinel-2 and Sentinel-1) were also
presented [19]. The resulting irrigation maps were validated using reference fields
in the study area. The best results were obtained with classifications based only
on soil moisture indicators, with an accuracy of 77%.

An important aspect of the study was the separation of data on the NDVI and
NDMI indices exclusively for the territory of the agricultural fields of the two
regions, without considering the surrounding roads, settlements, water bodies,
forested areas, etc. For this, the model was trained using the Image Analyst
module, and the machine learning method integrated with desktop GIS was used:
Detect Objects Using Deep Learning [20]. For training the model, the Non-
Maximum Suppression parameter was used to detect and remove duplicate
objects (Fig. 2).

| _ o e et R A SN R A i
Fig. 2. Reference set of polygons for training the model for identifying the boundaries of
agricultural fields
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The model tool processes the input geospatial images that are in the extent of
the project map. The following approaches were used to train the model:
MaskRCNN Object detection (Fig. 3) and Single Shot Detector (SSD) (Fig. 4) [21].

Faster R-CNN

| RolAlign

Faster R-CNN + MaskHead >  Mask R-CNN

Fig. 3. The Mask R-CNN framework for instance segmentation [22]
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Fig. 4. SSD architecture [23]
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The Mask R-CNN is obtainded rablacing the Rol pool by RolAlign in Faster
R-CNN. It helps to preserve spatial information which gets misaligned in case of
Rol pool. RolAlign uses binary interpolation to create a feature map that is of
fixed size for e.g. 7 x 7. The output from RolAlign layer is then fed into Mask
head, which consists of two convolution layers. It generates mask for each Rol,
thus segmenting an image in pixel-to-pixel manner.

During training our models we need to outline which default boxes corre-
spond to a ground truth detection and train the network accordingly. To achieve
this, we need to determine properly objective loss function for SSD model. The

SSD training objective is gotten from [24]. Let x§ ={1,0} be an indicator for
matching the i-th default box to the j-th ground truth box of category p. In the

matching strategy were Zl-x";i >1. The overall objective loss function is a

weighted sum of the localization loss (loc) and the confidence loss (conf):

1
L(x,c,l,g) = N(Lconf(xa o) +aly,.(x,0,8)),
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where N is the number of matched default boxes. If N = 0, the loss is set to 0. The
localization loss is a Smooth L1 loss between the predicted box (1) and the ground

truth box (g) parameters. It is regressed to offsets for the center (cx, cy) of the de-
fault bounding box (d) and for its width (w) and height (%)

N
Lie(x,1,2)= Y. > xl-/]‘-smoothm(l,-m—g?),

iePos me{cx,cy,w,h}

o & (&) )

B

J dav J dh

1 l

w h
A g . g
gy = 10g[d_;’} g? = log[d—;l}
1 1

The confidence loss is the softmax loss over multiple classes confidences (¢):
N

B

Loy (i) == 3 xflog(é!)~ . log(@),
iePos ie Neg
. exp(cf) ) . L
where ¢/ = ———"'"— and the weight term a is set to 1 by cross validation.
> exp(cl)

MaskRCNN and SSD are used for segmentation and precise delineation of
object boundaries on a space image.

All calculations of index values were carried out for territories that were
within the boundaries of the identified plots. Based on the fact that in the resulting
geospatial layers (GSP) there were several million individual values regarding the
characteristics of moisture and bio productivity of agricultural fields, the process-
ing results were processed in the R software environment.

Using the capabilities of the Copernicus Open Access Hub [25], images
were uploaded to the territory of Kherson and Zaporizhzhia regions for the period
May-June 2019-2022. Each image had to be covered by clouds no more than
10%. Due to the presence of many wet atmospheric fronts in the specified period
of the year, such a wide permissible time period was chosen for uploading
images, where priority was given to space images that were taken in the first half
of June (70% of the received images). Due to the unsatisfactory state of cloud
coverage of the images, the period of the end of May (12% of the images) and the
second half of June (18% of the images) was chosen for the rest of the scenes. For
each year, a minimum of § separate photo scenes were uploaded, which covered
at least 97% of the territory of the selected regions (Fig. 5).

For each year, a new mosaic of both an integral image in the visible range
(RGB) and a new mosaic of individual spectral channels (B04, B0OS, B11) was
created from a series of separate images to calculate the moisture and bio produc-
tivity indices. Three-spectral rasters in the visible range and single-spectral rasters
in the index range were obtained at the output. A raster in the visible range allows
you to visually examine the area for artifacts of space images, and, if necessary,
replace individual scenes with those that meet the requirements for the visibility
of black and white fields. From the new mosaics of individual spectral channels,
integral rasters of indices were calculated for each year (Fig. 6).
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Fig. 6. A fragment of the territory moisture index raster for 2022

The new image mosaics must be separated from the two areas to avoid ana-
lyzing areas that are outside the study ones. To do this, a process of raster extrac-
tion along the contours of the Kherson and Zaporizhzhia regions was carried out
for all new raster mosaics obtained. The resulting GPS included both those neces-
sary for the analysis of the territory of agricultural fields, as well as external water
bodies, urbanized areas, infrastructure facilities, etc. For their illumination and
selection of exclusively rural areas, training of a machine learning model inte-
grated into the capabilities of the geographic information system (GIS) was car-
ried out.

To carry out the model training process, it was necessary to manually high-
light the boundaries of several thousand agricultural fields on space images for
the selected period. The fields were vectorized evenly over the territory of the two
regions with important identification of the borders of both irrigated and non-
irrigated areas (Fig. 7). Often, irrigated areas have a rather specific contour of a
regular circle, which, with insufficient training of the model on these fields, can
lead to incorrect identification of boundaries.
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Fig. 7. Characteristic boundaries of irrigated (1) and non-irrigated (2) fields

The training process took place in a GIS environment where image tiles
were first created as input layers to train the model. Image tile size was 448 pixels
with metadata format: PASCAL Visual Object Classes and RCNN Masks. The
image batch size type was 8, the model was run for 100 iterations (epochs). The
additional pixel border around each field is 2 pixels. The maximum overlap of the
resulting boundaries is 0.1, the minimum reliability of the selected boundaries is
60% (0.6). In total, the model consisted of 12 iterations of corrections and
additional training.

As a result, the GIS was obtained with about 370,000 identified agricultural
fields for the territory of two regions: 210.000 for the Kherson region and 160.000
for the Zaporizhia region (Fig. 8). The average reliability of the selected limits
was 75%.

Fig. 8. Identified borders of agricultural fields for Kherson and Zaporizhzhia regions

Further improvement in model accuracy can be performed to achieve other
applied goals in agriculture. For assessing the degree of transformation of the
moisture regime and bio productivity of the fields, the obtained reliability is
considered completely satisfying.

The extraction of new raster mosaics of the moisture index and bio produc-
tivity was carried out based on the obtained field mask. The final rasters began to
calculate data exclusively for agricultural plots (Fig. 9).
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Fig. 9. A fragment of the moisture index raster for agricultural fields in 2022

To assess the state of agricultural fields within individual regions, districts
and communities, in the context of temporarily occupied and government-
controlled territories, it is necessary to convert raster images into vector format
and supplement the GIS with attributive data of the layers of the administrative-
territorial system (ATU). After converting the data into a vector format, the area
of each cell of the new GPS was calculated to obtain the ratio of the areas of areas
with different humidity for each unit of ATU. The resulting layers consisted of
more than 10 million records, the calculation of which was extremely difficult
exclusively with GIS tools, so the corresponding statistical processing was carried
out in the R software environment.

THE MOISTURE LEVEL ANALYSIS FOR THE IDENTIFIED FIELDS

Based on the rasters of the thematic indexes of agricultural fields, it is possible to
make a preliminary integrated analysis for two regions, without dividing the re-
gions into districts, communities, and the zone of occupation. Using the methods
of zonal statistics, data were obtained on the average values of the moisture index
rasters for 2019-2022 (Fig. 10). It can be seen from the graphs that over the past 4
years there has been a rather strong spread of index values: from 0.02 in 2020 to
0.07 in 2019. Moreover, the structure of the distribution of values is not uniform:
normal or lognormal distribution in 2019 and 2020, and a distribution with two
peaks in 2021 and 2022, indicating dry periods with a strong influence of irriga-
tion systems in particular.

A normal or lognormal distribution indicates the classic case in which the
average values of the wetness index cover a larger area. The values for 2019 cor-
respond to this distribution, with a certain local peak on the graph for values that
characterize low, poorly moistened vegetation. Most of the territory, according to
the distribution, is covered with medium-low vegetation with low water stress.
The log-normal distribution for 2020 is characterized by a large peak in the plot
for coverage for low and dry vegetation, resulting in an overall lowest 4-year
mean wetness index value. This situation strongly correlates with climate indica-
tors, according to which 2020 was the driest year in terms of precipitation, which
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caused a sharp drop in water levels in natural and anthropogenic reservoirs in the
region. For 2021, two peaks on the graph are characteristic: for low and poorly
moistened vegetation, and for medium-high, medium with low water stress. This
distribution is caused by the contrasting weather conditions in May—June 2021,
when the dry period ended with intense precipitation combined with a strong con-
trast in the wetness index for irrigated and non-irrigated areas. Where the high
value of the index is characteristic mainly of irrigated fields, which occupy sig-
nificant areas in the Kherson region. This statement is supported by further re-
search. The year 2022 is also characterized by two peaks on the graph, among
which the larger peak is responsible for poorly watered areas, and the smaller one
is for vegetation with low water stress.
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Fig. 10. Distribution of the humidity index for 2019-2022 in the Kherson and Zaporizhia
regions
The territorial analysis of the moisture content of agricultural fields for 4
years showed a decrease in plots with medium-high vegetation cover and low wa-
ter stress in two regions in 2022 (Fig. 11).
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Fig. 11. Dynamics of the humidity index of the territory
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Even compared to 2020, when a dry period was observed in both regions, the
area of fields with low water stress in 2022 decreased by 8% in Kherson region
and by 24% in Zaporizhzhya region. The Kherson region has a larger number of
irrigated areas, which, most likely, continued to be actively irrigated in 2022,
which quite strongly smoothed out the drop in the index value. Compared to the
previous year 2021, for 2022 the drop was 60% for both Kherson and Za-
porizhzhia regions. Such a rapid decrease in well-watered agricultural fields can
be explained by the transformation in the conduct of irrigation and other proc-
esses in the agriculture of the region, which, in turn, is most likely directly related
to the temporary occupation of the region. This statement requires further re-
search in the context of expanding the experimental period of observations of the
dynamics of the territory’s moisture index. Most likely, there is a certain shift in
the phases of irrigation, which leads to a shift in the vegetation phases of agricul-
tural plants. From the graph of the dynamics of the index, it can be seen that in
2022 there is a significant increase in the area of fields with medium-low vegeta-
tion cover and low water stress compared to all other years: an increase of 119%
in Kherson region and 93% in Zaporizhia region compared to 2021 However,
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compared to 2019, there are almost no changes in areas, which most likely indi-
cates a significant influence of climatic factors on the value of the indicator.

The influence of climatic factors, namely a rather cold and wet spring, also
affected the distribution of areas with dry and very low vegetation cover (Fig. 12).
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Fig. 12. Percentage distribution of the territory's humidity index values

In 2022, there is a drop in this indicator compared to other years. This is es-
pecially characteristic of the Kherson region, where favorable synoptic conditions
combined with artificial irrigation processes significantly reduced the index with
low values.

An analysis was conducted exclusively for irrigated fields. For this purpose,
those that are not reached by the system of irrigation canals were illuminated from
the entire array of plots. The situation with the irrigated area is quite dynamic, so
the average indicator of irrigated areas over 4 years was chosen. The Kherson re-
gion has a much higher density of canals and irrigated areas in general (Fig. 13).
Therefore, fields with low water stress occupy much more area in the Kherson
region, where there are almost no irrigated fields with dry vegetation (less than 4%).

Territorial analysis of the influence of occupation, in contrast to the temporal
distribution, did not show any differences in the condition of agricultural fields in
temporarily occupied and unoccupied areas of the region. Intense hostilities affect
the entire territory of the regions, where the demarcation zone dynamically
changes many times a month. Moreover, the most cultivated and irrigated parts of
both the Kherson and Zaporizhzhia regions have been under temporary occupa-
tion since the first days of the war, the unoccupied territory consists of fields that
are not reached by canal branches. This condition leads to a slight proportional
increase in the area of poorly moistened areas precisely in the unoccupied territo-
ries (Fig. 14). However, all other index values remain proportionally almost the
same.
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Fig. 13. Correlation of moisture index values for irrigated areas in 2022
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Fig. 14. Differentiation of the humidity index in temporarily occupied and unoccupied
territories

CONCLUSIONS

1. The temporary occupation of the part of the Ukraine’s southern regions
leads to significant transformations in the structure of agriculture. Even though
almost all the capacities of the irrigation systems of the Kherson and Zaporizhia
regions was under the control of the occupiers, there is a significant decrease in
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agricultural fields in a well-watered state (up to 60% compared to previous years).
This may indicate the imperfect use of existing irrigation facilities and the reluc-
tance of local farmers to cooperate with the occupation authorities.

2. However, at the same time, the catastrophic impact of temporary occupa-
tion on the state of agricultural land is not observed. Most of them are in a
satisfactory condition, which makes it possible to predict a slight decrease in the
amount of potentially harvested agricultural products. Active military actions do
not allow agricultural works to be carried out fully in the unoccupied part of the
regions, which affects the state of agricultural crops. However, even in such a dif-
ficult situation, the state of moistening of the fields of most of the unoccupied ter-
ritory remains satisfactory. Which also indicates a favorable forecast for the col-
lection of agricultural crops. However, the factor of conducting hostilities, which
can significantly worsen the situation with the state of agricultural fields in both
occupied and non-occupied territory, remains unpredictable.

3. The prepared machine learning model for identifying the boundaries of
agricultural plots significantly improved the accuracy of the estimates made by
illuminating all extraneous territories. In individual communities of the region,
without considering the results of the model, the indicators of the state of hydra-
tion differed by 10-15% compared to the indicators of the indexes calculated ex-
clusively within the boundaries of the plots.

4. The developed machine learning model can be applied to other regions of
Ukraine, which will make it possible to assess the impact of military operations
and/or temporary occupation for all affected regions. It is urgent to expand the
research area in the following research to Mykolaiv region, which was also sig-
nificantly affected by the temporary occupation of its territory.

5. Similar methods can be applied to those regions that have not undergone
occupation, in the context of temporal and territorial analysis of the condition of
agricultural fields under conditions of climate change, etc.
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IIQCHII[)ICEHHH HPOBJIE_M HPO)lOBOJIL‘-IOi BE3INNEKH, OXOIIIEHHUX
BIMHOIO PETTOHIB YKPAIHU METOJAMHU 'EOMATHUKM / M.3. 3rypoBChKHiA,
K.B. €dpemos, C.B. I'amon, 1.0O. Iumraorpaes

AHoTamisi. CBiT 3 KOKHMM POKOM HapaXacThCs HA HOBI BaKKI BUKIMKH LI0JO
HiATpUMaHHs TI00aNbHOT Oe3neku. BaxiMBOIO CKIaIoBOIO IIOOATBHOTO KOHTEK-
CTY CBITOBOTO PO3BUTKY € JOTPUMAaHHS IPHHIIMIIB MPOI0BOJIbY0I Oe3rnexu. HoBiTHI
BIfICbKOBI KOH(JIIKTH CHIIBHO BIUIMBAIOTh Ha CTaH PO3BUTKY PEriOHIB, sKi 3a0e3re-
YYIOTh MIUTBHOHH JIFO/ICH 110 BCHOMY CBITY IPOJOBOJILCTBOM. YKpaiHa BiJirpae Kiro-
YOBY POJIb Y MIOOAIFHHUX TpoLecax 3a0e3MeYeHHs MPOIYKI€I0 CiTbCHKOTO TOCTIO-
JapCTBa HACEJICHHS KPaiH 3 Pi3HUX KOHTUHEHTIB. [IPHCBSAYCHO OCIIPKEHHIO CTaHIB
CLUIBCBKOTOCTIONAPCEKUX KYJIBTYP Y PETiOHaNbHOMY pO3pi3i y IepioJ] BeJICHHS ak-
TUBHHUX 0OHOBHUX Jiif 3ac00aMH T€OMATHKH, 110 J03BOJISIE MIBHIKO OI[IHUTH CTYIIiHb
TpaHchopMalii CTaIoro rocroJaproBaHHs, BU3HAYUTH TPEH]| PO3BUTKY raiy3i, 00-
YHUCIUTH WMOBIpHI MacuITabu 3MiHH OTPUMAHOI HPO-AYKUil y HaiOmmK4i poku. Y
pe3yJsibTaTi 3a IONOMOrOI0 iHTErpoBaHUX Yy TeoiHdopMaliliHi CHCTEeMH MoAenei
TTHOMHHOTO HAaBYAaHHS BHU3HAYEHO MEXi CLIbCHKOTOCHOJAPCHKHUX TIOTIB
XepcoHcrKoi Ta 3amopizbkoi 00JacTe, CTaH 3BOJI0KEHOCTI Ta Oi0MPOAYKTHBHOCTI
ClIbCHKOTOCTIOAAPCHKUX KyIBTYP 3@ TPH POKH, MHPOAHATi30BaHO 3MIiHH CTaHiB
CLTBCHKOTOCTIOAAPCHKUX TOJIIB i BIUIMBOM HOBHX (DAKTOPIB BEICHHS aKTUBHHX
GoitoBux it 3a nepury nosxoBuHy 2022 p., 3p00JIEHO MPOTHO3 MPOIYKTHBHOCTI Ha-
CTYITHOTO BPOXKAI0 y JBOX MIiBAEHHUX 00iacTax Ykpainu. HaBenene mocimizkeHHs
BUKOHaHO KoManzoo CBiToBOro neHtpy nanux «[eoindopmaTrka Ta cramuid pos-
Butok» KIII im. Iropst CikOopchKOro i € 4aCTHHOIO JOCII/KEHb 3 aHaJli3y MOBEIiHKN
CKJIaJHUX COLIAIFHO-eKOHOMIYHUX CHCTEM Ta MpPOLECiB CTaJOr0 PO3BUTKY B
KOHTEKCTI SIKOCTi Ta O€3MEKHN KHUTTS JIIOACH.

KurouoBi cioBa: mpopoBonbya Gesneka, MPOCTOPOBUII aHami3 AaHMX, TTIHOWHHE
HABYAHHS, CLILCBKOTOCTIOAAPCHKI 1101, MATEMATHYHE MOJIC/TIOBAHHS.
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Abstract. The work is devoted to studying SARS-CoV-2-associated pneumonia and
the investigating of the main indicators that lead to the patients’ mortality. Using the
good-known parameters that are routinely embraced in clinical practice, we obtained
new functional dependencies based on an accessible and understandable decision
tree and ML ensemble of classifiers models that would allow the physician to de-
termine the prognosis in a few minutes and, accordingly, to understand the need for
treatment adjustment, transfer of the patient to the emergency department. The accu-
racy of the resulting ensemble of models fitted on actual hospital patient data was in
the range of 0.88-0.91 for different metrics. Creating a data collection system with
further training of classifiers will dynamically increase the forecast’s accuracy and
automate the doctor’s decision-making process.

Keywords: COVID-19, decision-making system, decision tree, ML-ensemble,
ensemble of classification models.

BACKGROUND

The pandemic of SARS-CoV-2 infection, started in December 2019 has rapidly
spread across the globe and affected all countries in two years. As of November
2021, the number of world-wide cases exceeded 262 million people, more than 5
million people died, including more than 85 thousand deaths in Ukraine [1]. The
spread of coronavirus infection in Ukraine began from Chernivtsi and this city
held the sad first place by the level of the SARS-CoV-2 morbidity during a year
and a half. An emergency situation in medicine has obliged physicians of various
specialties to help patients with SARS-CoV-2-associated pneumonia and to study
the peculiarities of SARS-CoV-2 infection in their own practical experience.

Despite the huge accumulated clinical and laboratory material, the extraordi-
nary attention of the medical community to the treatment of patients with SARS-
CoV-2-associated pneumonia, it is still not clear why the disease became fatal for
some patients [2].

Recent years decision-making and expert systems based on artificial intelli-
gence have become widespread in medicine. Classification methods are one of
the most urgent and necessary tasks in medicine. Classification shapes medicine
and guides its practice. An understanding of classification should be part of the
search for a better understanding of the social context and consequences of diag-
nosis. Classification is the part of human activity that provides the basis for recog-
nizing and studying a disease. This means deciding how to extract significant
parts from the vast expanse of nature, stabilizing and structuring disordered things
[3], [4]. One of the most popular methods of classification is the diagnosic X-ray.
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Different types of convolutional neural networks, or classical classifiers based on
image features, are used as a classification model [5-7].

There are also investigations to determine mortality rate of patients
depending on medical indicators. In particular, in the paper [8] Lactate
dehydrogenase, neutrophils (%), lymphocyte (%), high-sensitivity C-reactive
protein, and age (LNLCA), which were determined on hospital admission, were
identified as key predictors of death from the multi-tree XGBoost model. The
integrated score (LNLCA) was calculated with the corresponding probability of
death. COVID-19 patients were divided into three subgroups: low-, middle-, and
high-risk groups using LNLCA cutoff values of 10.4 and 12.65. The probability
of death in each group is less than 5%, 5-50% and above 50%, respectively. The
prognostic model, nomogram, and LNLCA assessment can help identify early
high-risk mortality in patients with COVID-19, which will help physicians
improve the management of patient stratification.

In the paper [9] the severity and outcome of COVID-19 cases has been
associated with the percentage of circulating lymphocytes (LYM%), levels of
C-reactive protein (CRP), interleukin-6 (IL-6), procalcitonin (PCT), lactic acid
(LA), and viral load (ORF1ab Ct). However, the predictive power of each of these
indicators in disease classification and prognosis remains largely unclear.

Similar results in work [10] indicate that the risk period for patients is 12—14
days, after which the probability of patient survival may increase. In addition, it is
noted that the probability of death in COVID cases increases with age. It is
established that the probability of death is higher in men than in women. SVM
with Grid search methods showed the highest accuracy of about 95%, followed by
the decision tree algorithm with an accuracy of about 94%.

Retrospective Cohort Study [11] included patients with COVID-19 who
were admitted at three designated locations at Wuhan Union Hospital (Wuhan,
China). Dynamic hematological and coagulation parameters were investigated
with a linear mixed model, and coagulopathy screening with sepsis-induced
coagulopathy and International Society of Thrombosis and Hemostasis overt
disseminated intravascular coagulation scoring systems was applied.

The authors of paper [12] used the available information on pre-existing
health conditions identified for deceased patients positive with severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2)’ in Italy. They estimated the
total number of deaths for different pre-existing health conditions categories and
calculated a conditional CFR based upon the number of comorbidities before
SARS-CoV-2 infection morbidities before SARS-CoV-2 infection.

In the paper [13] was proved that High IL-6 level, C-reactive protein level,
lactate dehydrogenase (LDH) level, ferritin level, d-dimer level, neutrophil count,
and neutrophil-to-lymphocyte ratio all of them were predictors of mortality (area
under the curve >0.70), as well as low albumin level, lymphocyte count,
monocyte count, and ratio of peripheral blood oxygen saturation to fraction of
inspired oxygen (SpO,/FiO,). A multivariable mortality risk model including the
SpO,/Fi0, ratio, neutrophil-to-lymphocyte ratio, LDH level, IL-6 level, and age
was developed and showed high accuracy for the prediction of fatal outcome
(area under the curve 0.94). The optimal cutoff reliably classified patients
(including patients without initial respiratory distress) as survivors and
nonsurvivors with a sensitivity of 0.88 and a specificity of 0.89.

As you can see there are not clearly defined factors that will affect mortality
rate. There are no strict rules or decision trees for predicting patients’ death.
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Therefore, there is a great need to conduct research that will help the doctors
predict the severity of the disease and its mortality.

The present studies and analysis unlock a way in the direction of attribute
correlation, estimation of survival days, and the prediction of death probability.
The findings of the present review clearly indicate that machine learning
algorithms have strong capabilities of prediction and classification in relation to
COVID-19 as well.

The aim of the study is the determination of the prognostic factors of fatal
SARS-CoV-2-associated pneumonia and establishing a functional relationship
between them and the mortality of the patient.

The main contribution of this article can be summarized as follows:

e based on the medical data of real patients of the hospital admitted with
COVID-19, a heterogeneous data set was created, which became the basis for
finding the relationship between the mortality rate of the patient;

o the method of validation, transformation and purification of the medical
data set in preliminary preparation for the analysis was developed;

e an analysis to determine the impact of medical factors on mortality was
conducted and a final set of data for the construction of classification models was
formed;

o the train dataset for experimental modeling was created;

o the effectiveness of ten existing machine learning algorithms for solving
the problem of determining the level of patient mortality was evaluated and a de-
cision tree was constructed;

e a stacking model to predict mortality, which has prevented overfitting was
developed and a significant increase in the accuracy of its operation and in com-
parison, with some existing machine learning algorithms was shown.

The resulting functional dependence can be implemented in expert systems
that will allow the average physician to predict the degree of mortality of the patient,
and therefore apply the necessary tools of intensive care to save human lives.

METHODS
Data Collection

A retrospective analysis of the results of treatment of 121 SARS-CoV-2-
associated pneumonia patients who stayed in Chernivtsi City Hospital Nel (since
March 2020 — the Chernivtsi Central COVID Hospital) was performed. The in-
clusion criterion was moderate or severe SARS-CoV-2-associated pneumonia as
well as the exclusion criterion — the death before the fifth day staying in the hospi-
tal. According to the results, two groups were formed: the first group of the 60
SARS-CoV-2 associated pneumonia patients with the fatal outcome and the sec-
ond group of the 61 patients with favorable course of the SARS-CoV-2 associated
pneumonia.

Every patient could be described with a huge number of parameters. As po-
tential prognostic factors we analyzed the 77 parameters divided into 9 parts ac-
cording to the working hypothesis. This task can be attributed to the machine
learning classification, where it is necessary to determine patients belonging to
one of the classes (will die or live) based on many different factors. The stages of
machine learning in this case should include preliminary data preparation, models
selection, training and analysis of results.
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Preliminary data preparation

There are several steps that are due to the peculiarities of obtaining and storing
data at this stage. A Python script was written to implement each step.

Removing personalized data. Fields that contain personal information and
those that do not clearly affect the diagnosis are removed from analysis. In par-
ticular: patient ID number, Name of patient, phone, diagnosis, complications,
CT-scans etc.

Verification of human mistakes. The feature of the available data is that
they are all entered by people, and this leads to technical mistakes. So, the first
procedure is to verify the data and correct them automatically and manually. To do
this, a script that identified and, if possible, corrected human errors was created.

Transformation and change of field values. A significant number of fields
are not suitable for digital analysis, because they contain information in text for-
mat that is not suitable for analysis. The parse function was created that trans-
formed all data for appropriate DataAnalysis form.

Handling features with missing data

The next step is removing the records that contain a lot of missing values. The
large number of features leads to the removing records that contain at least one
missing value. It can lead to a significant reduction in the DataSet and makes
using classification methods impossible. To resolve this problem, empty values
have been filled with the default values (if possible). Next, the features with the
most missed data were identified.

It was decided to eliminate these features that consist more that 40% missed
data from further calculation, as their presence will make further analysis
impossible. This procedure of deletion of records with missing data reduced the
DataSet by 19% (from 121 to 99 records). The total number of fields was 53 input
and one output field that contain 49 — digital fields, 3 categorical and one logical.

Identification of factor importances

The Pearson’s consistency criterion — X2 and mutual information (MI) as sorting
method was used to determine the importance of factors for the classification of
patients [14]-[16]. The magnitude of these criteria determines the significance of
the field in the classification. The results are present in Table 1.

Table 1. Thetop 10 of the most important features for classification

Features Xz Features Ml
Leukocytes 2 434 Lymphocytes 2 0.3
Band-neutrofils 2 352 Leukocytes 2 0.28
Lymphocytes 2 352 Band-neutrofils 2 0.25
Hematocrit 2 250 | Saturation without oxygen supply | 0.23
Creatinine 2 226 | The duration of the hospitalization | 0.20
Saturation without oxygen supply | 22 Hematocrit 2 0.19
The duration of the hospitalization | 183 Creatinine 2 0.17
C-reactive protein 2 146 Hemoglobin 1 0.15

The pulmonary insufficiency 68 Age 0.13
Gender 50 The course of the disease 0.13

As can be seen from Table 1, the first seven factors in the two methods coin-
cide. The only difference is their importance. Therefore, the DataSet was reduced
to the first seven features.
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The next step was to check the presence of correlation between features. The
result of correlation analysis was presented in Fig. 1.
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Fig. 1. Correlation matrix of input features

As can be seen from the Fig. 1, there is no correlation between the input fac-
tors. This means that you do not need to perform factor analysis and remove or
convert factors.

Proposed models

This paper is aimed at building a forecast model, which will provide the highest
accuracy in solving the problem on the one hand and will allow one to visualize
the result in the form of a decision tree on the other hand. It is impossible to
achieve this at the same time. After all, ensemble accuracy provides the highest
accuracy. It is based on the use of a set of basic regressors, the results of which
are summarized by the metaregressor. This will increase the accuracy compared
to the use of single models that form such a model. However, it is not possible to
visualize such a decision result in the form of a decision tree.

Therefore, we considered two approaches to prognosis. One is based on the deci-
sion tree; the other is ensemble.

Decision tree model. The decision tree method was used to determine the
classification rules and visualize the results [17]. The main advantage of choosing
this method is the ability to visualize the result of classification analysis in the
form of a decision tree. However, the accuracy of this method is not the best.

The Gini coefficient was chosen as the criterion for measuring the cleavage
threshold [18] — an indicator of the inequality of the distribution of some value of
numbers, which takes values between 0 and 1, where 0 means absolute equality
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(the value takes only one value), and 1 denotes complete inequality. The strategy
used to select the split in each node is to find the best distribution.

Ensemble of classification models. The literature considers three main ap-
proaches to constructing ensemble models: boosting, bagging, and stacking.

In this work, we build a prediction model based on the stacking approach.
The model assumes the presence of basic N-algorithms that will form a stacking
ensemble. The meta-algorithm will weigh the results of their work. The work of
the meta-algorithm will determine the impact of solving the stated task.

The data set collected by us to solve the problem of predicting the level of
mortality contains many independent attributes. In addition, there are complex
and nonlinear, unobvious and unexplored relationships between different features.
It is evident that, in particular, many linear machine learning methods will not
provide sufficient accuracy. If such algorithms are included in the general
ensemble model, they will reduce the accuracy of their work. That is why we
propose to perform a preliminary selection of basic algorithms that will form a
stacking ensemble. It is based on initial modeling of machine learning algorithms
and evaluation of their efficiency using the next four performance metrics:
Accuracy, Precision, Recall and F1 Scope.

Accuracy means that the set of labels predicted for a sample must exactly
match the corresponding set of labels in target.

Precision is the ratio:

precision = tp / (tp + fp),
where tp is the number of true positives and fp — the number of false positives.
The precision is intuitively the ability of the classifier not to label as positive a
sample that is negative.

Recall is the ratio:

recall =tp / (tp + fn).

The recall is intuitively the ability of the classifier to find all the positive
samples.

F1 Scope is the harmonic mean of precision and recall, where an F1 score
reaches its best value at 1 and worst score at 0. The relative contribution of
precision and recall to the F1 score are equal. The formula for the F1 score is:

F1 =2 * (precision * recall) / (precision + recall).

The Precision of classifier is the fraction of samples in the DataSet it labeled,
for example, as death is really death. Its Recall is the percentage of all death
samples in the dataset that it correctly labeled as death. The F1 score is the
harmonic mean of precision and recall.

RESULTS AND DISCUSSIONS

Performance evaluation of the investigated decision tree model

The DataSet was splitted into train and test in the proportion of 70/30 to fit and
determine the accuracy of the algorithm. The resulting decision tree is presented
in Fig. 2.
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Performance metrics on train DataSets consisted: accuracy

0.89, recall = 0.88 and f1 = 0.89. We get accuracy
recall = 0.86 and f1 = 0.86 for test DataSet. The small variance between test and

training datasets indicates good fitting of this method. That is mean this model

predicts unknown (new) data in the same level accuracy like know data. The high

values of all metrics indicate the accuracy and adequacy of the model. It allows

the doctor to personally guide the patient through this tree and quickly determine
the class to which he belongs. Creating an automated decision-making program
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based on trees is not a problem. The construction of the decision tree made it pos-
sible to establish the importance of features for this classifier (Table 2).

Table 2. The importance of the decision tree features

Feature Importance
Lymphocytes 2 0.62
Band-neutrofils 2 0.13
Saturation without oxygen supply 0.12
Creatinine 2 0.04
The duration of the hospitalization 0.04
Leukocytes 2 0.03
Hematocrit 2 0.02

As can be seen from the Table 2, the most important factor in the decision
tree is the number of lymphocytes a week after hospitalization (lymphocytes 2).
The decreased level of the lymphocytes as the marker of the severe SARS-CoV-
2-infection was described in [19], [20]. Instead, our study proves the importance
of this parameter as the risk marker of the fatal outcome. The further depression
of the lymphocytes a week after the beginning of the intensive treatment of the
SARS-CoV-2-patient points to the exhaustion of the immune defense and in-
creases the probability of the fatal outcome.

The next important factor is the good-known indicator of the activity of the
inflammatory process — the amount of the band-neutrophils [21] measured on the
7th day of the beginning of the intensive care of the SARS-CoV-2-patient. The
prognostic non-favorable marker was the combination of the increasing amount of
the band-neutrofils and the decreasing amount of the lymphocytes. The SARS-
CoV-2-pneumonia patient’s chances to survive are reduced in case of the severe
activation of the inflammatory process with depression of the specific immune
response.

The third important factor in the decision tree is the blood saturation without
oxygen supply at the moment of the hospitalization. The low level of the blood
saturation indirectly reflects the severity of the patient’s condition and lungs af-
fection, points to the exhaustion of the defensive and compensatory possibilities
of the organism, the cardio-circulatory decompensation, severe tissue hypoxia
[22]. The value of this indicator as a predictor of an unfavorable prognosis of the
disease turned out to be quite logical.

Here are some examples of using the decision tree. The patient 1 was admit-
ted to the hospital with blood saturation 85%, the amount of the leukocytes —
34,9 G/1, band-neutrofils — 24, lymphocytes — 3, hematocrit — 43,1, kreatinin-
142 were revealed in his blood analysis in a week. Let’s take the patient through
the decision tree: lymphocytes <9.5 (yes) > saturation without oxygen supply
<92.5 (yes) — leukocytes <7.05 (no) — lymphocytes <7.75 (yes) — band-
neutrofils <7.5 (no) — Class False, it means the prognosis is non-favorable. In-
deed, on the 12th day after admission, the patient’s death was fixed.

The patient 12 was admitted to the hospital with blood saturation 91%, the
amount of the leukocytes — 6,1 G/l, band-neutrofils — 2, lymphocytes — 9,
hematocrit — 46, kreatinin- 117 were revealed in his blood analysis in a week.
Let’s take the patient through the decision tree: lymphocytes <9.5 (yes) — satu-
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ration without oxygen supply <92.5 (yes) — leukocytes <7.05 (yes) — satura-
tion without oxygen supply <79.5 (no) — Class True, that shows on the favorable
prognosis. And this patient was discharged from the hospital on the 13th day of
the treatment.

Performance evaluation of the investigated ML-ensemble

It was decided to increase the train DataSet and use an ensemble of classification
models to improve the quality of fitting and eliminate overfitting. For this pur-
pose, all available records were used as a training set. An additional 83 patients
were studied to obtain a test DataSet. New data were obtained in the same hospi-
tal department that is why the distribution of the test DataSet was the same.

The choice of classifiers for the ensemble was based on the analysis of the
accuracy of each of them. The availability of overfitting on the train DataSet was
also assessed. An experimental comparison of the efficiency of ten existing ma-
chine learning methods using the four performance metrics on train and test Da-
taSets was carried out (Table 3 and 4).

Table 3. The results of prediction based on performance criteria using all the
studied machine learning algorithms (Train Data Set)

. . Performance metric

Machine learning method Accuracy | Precision Recall F1 Scope
Logistic regression (CR) 0.89 0.90 0.84 0.87
Decision tree (DT) 0.89 0.87 0.87 0.87
Quadratic discriminant analysis (QDA)| 0.84 0.94 0.68 0.79
Naive Bayesian classifier (NB) 0.84 0.91 0.70 0.79
Random forest classifier (RF) 0.95 0.93 0.95 0.94
Adaptive Boosting classifier (AB) 1.00 1.00 1.00 1.00
Support Vector Classification (SVC) 0.89 0.95 0.80 0.86
Stochastic Gradient Descent (SGD) 0.75 0.64 0.98 0.77
Neural Network (NN) 0.98 0.97 0.97 0.97
Gradient Boosting (GB) 1.00 1.00 1.00 1.00

Table 4. The results of prediction based on performance criteria using all the
studied machine learning algorithms (Test Data Set)

Machine learning method Perfgrmance metric
Accuracy | Precision | Recall | FI Scope
Logistic regression (LR) [23] 0.78 0.74 0.74 0.74
Decision tree (DT) 0.86 0.85 0.84 0.85
Quadratic discriminant analysis (QDA)[24] 0.75 0.77 0.57 0.66
Naive Bayesian classifier (NB) [25] 0.72 0.73 0.54 0.62
Random forest classifier (RF) [26] 0.62 0.56 0.57 0.56
Adaptive Boosting classifier (ABC) [27] 0.66 0.59 0.69 0.63
Support Vector Classification (SVC) [28] | 0.77 0.79 0.63 0.70
Stochastic Gradient Descent (SGD) [29] 0.48 0.44 0.91 0.60
Neural Network (NN) [30-32] 0.77 0.70 0.80 0.75
Gradient Boosting (GB) [33, 34] 0.63 0.55 0.68 0.61
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As you can see in Table 3, Decision Tree, AdaBoost and Gradient Boost had
problems with overfitting. They have 100% accuracy on train DataSet and very
low on test DataSet. Therefore, we exclude them from future analysis. All other
seven classifiers had similar accuracy. Therefore, for improving accuracy we
combined them into ensemble. A joint solution to these methods was found by the
Voting Classifier [35]. The basic idea of a voting classifier is to combine concep-
tually different machine learning classifiers and use the majority of votes (hard
voiting) or average predicted probabilities (soft voting) to predict class labels. In
our case, “hard” voting was used i.e., the choice of class was determined by the
majority of “votes” of the classifiers. Results of accuracy of this ensemble are
present in Table 5.

Table 5. The results of prediction based on performance criteria using ensemble
of machine learning algorithms

Voting Classifier Performance metric
Accuracy | Precision Recall F1 Scope
Train Data Set 0.94 0.95 0.91 0.93
Test Data Set 0.91 0.88 0.88 0.88

For comparison we presented results on one plot (Fig. 3).

1
/ 2
0,8
3 4

0,6 /
0,4
0,2

0

CR MB RF AB 5 MM GB W

DT QDA SVC  SGD
Fig. 3. Comparison of performance metrics of investigated classifiers and their
ensemble: / — Accuracy, 2 —Precision, 3 — Recall, 4 — F1Scope

As you can see from the plot, ensemble has the biggest performance. You
can also see that Recall for SGD is bigger than for ensemble. But other their per-
formance metrics are smaller. Ensemble is stable in joint decision because Preci-
sion and Recall have the same big value. Thus, using an ensemble of ML models
made it possible to avoid overfitting and increase the accuracy and stability of the
forecast. The forecast error (bias) on the train DataSet is 6% and the variance of
the test DataSet from the training set is 3%. So, we can conclude that to reduce
the variance (reduce the error of the test DataSet) it is enough to simply increase
the train DataSet. This will lead to a slight decrease in the accuracy of bias of the
train DataSet and a increase in the accuracy of the test DataSet.

Further increase in the accuracy of the two indicators is possible provided
the simultaneous growth of the train DataSet and the inclusion in the calculation
of new factors, or the complexity of classification models, such as joining the en-
semble of classifiers based on neural networks.
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CONCLUSIONS

The only one marker of the non-favorable outcome of the SARS-CoV-2-
associated pneumonia presented on the day of admission of the patient was the
blood saturation less than 92.5%. This is the first and the basic indicator checked
in every patient and doctors determine the necessity of the oxygen supply based
on this parameter. In contrast to the severity of the general condition, diabetes
mellitus, the duration of the disease does not increase the probability of the lethal
outcome. The severity of the lung’s affection based on the results of CT- or ultra-
sound examination don’t influence the chances to die because of SARS-CoV-2-
pneumonia.

But after a week of intensive treatment, we could reveal the informative
markers of the lethal outcome. They are the amount of the lymphocytes and band-
neutrophils in peripheral blood. The increasing of the activity of the inflammatory
process reflected in the increase amount of the band-neutrophils and leukocytes as
well as the decreasing of the lymphocyte points to the exhaustion of the specific
immune response, the loss of the immunological control of the inflammation and
to the high probability of the lethal outcome.

Using the good-known parameters that are routinely used daily in clinical
practice, an accessible and understandable decision tree will allow the physician
to determine the prognosis in a few minutes and, accordingly, to understand the need
for treatment adjustment, transfer of the patient to the emergency department.

Creating a data collection system with further training of classifiers will dy-
namically increase the accuracy of the forecast and automate the decision-making
process by the doctor.
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MOJEJI PU3UKY CMEPTHOCTI HA OCHOBI JEPEBA PIHIEHb 1
AHCABJIIO UISI TOCHITAJI3OBAHUX ITAIIEHTIB I3 COVID-19 /
A1 Buxmrok, C.A. Jlepupka, [1.B. Hesincekuit, K.I1. I'azmrok, M. lIkoma, C.JI. Annpymiko,
M.A. Iamii

AHoTtanis. [IpucBsiueHO BHBYCHHIO ITHEBMOHIi, aconiiioBaHoi i3 SARS-CoV-2 Tta
JIOCIIDKEHHIO OCHOBHHUX IMOKA3HHUKIB, IO MPU3BOMAATH O CMEPTHOCTI XBOpUX. Bu-
KOPHCTOBYIOUH 00Ope BIJOMI IMapaMeTpH, SIKi PerysipHO 3aCTOCOBYIOTHCS B KJIHIY-
Hilf TpaKTULi, OTPUMaHO aOCOJIIOTHO HOBI (DYHKIIOHAIBHI 3aJISKHOCTI HA OCHOBI
JIOCTYITHOTO Ta 3pO3yMIJIOro JepeBa pilieHb i Mojenel knacudikaropis ML, mo
JIO3BOJIUTS JIIKapl0 BU3HAYHUTH IIPOTHO3 32 KiJIbKa XBHWINH i, BIJIIIOBIIHO, 3pO3yMiTH
HEOOXiHICTh KOPUTYBAaHHS JIIKyBaHHs, IEPEBECHHS XBOPOTo 10 BiAAIJICHHS HEBil-
kiaaHoi moroMord. ToYHICT OTPUMAHOrO aHcaMOI0 MojeneH, miaidpanux 3a
pealbHIMH JaHUMK TalieHTiB JikapHi, cTtaHoBmwia 0,88-0,91 mna pizHHX
noka3HuKiB. CTBOpEHHS cHUCTeMH 30MpaHHSA HAHUX 3 MOAAIBIINM HaBYaHHIM
Kiacu}ikaTopiB JacTh 3MOTY JMHAMIYHO MiBUIUTH TOYHICTh IPOTHO3Y Ta aBTOMa-
TU3YBaTHU NIPOLEC HIPUHHSATTS PillIeHHS JIIKapeM.

Kawouosi ciaoa: COVID-19, cucrema mpuiHATTSA pillleHb, ACPEBO pIlICHB,
ML-ancam6i1b, ancaMOITb KIacH(iKaiitHX MOJETe.
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STUDY OF THE UNDERGROUND TUNNEL PLANNING.
COGNITIVE MODELLING

N.D. PANKRATOVA, D.I. MUSIIENKO

Abstract. A study of the underground tunnel planning reliability for megacities is
proposed based on the use of foresight and cognitive modeling methodologies. Using
the foresight methodology allows, with the help of expert estimation procedures, to
identify critical technologies and build alternatives of scenarios with quantitative
characteristics. For the justified implementation of a particular scenario, cognitive
modeling is used, which allows to build causal relationships based on knowledge
and experience, understand and analyze the behavior of a complex system for a stra-
tegic perspective with a large number of interconnections and interdependencies.
The suggested study allows the reliability planning of underground tunnels on the
basis of reasonable scenarios selection and justification of their creation priority.

Keywords: cognitive, impulse modelling, planning, scenarios, underground tunnel.

INTRODUCTION

The global trend of increasing urbanization poses challenges for both expanding
and newly developing cities. Population growth leads to an increased demand for
reliable infrastructure, which in the current war times is combined with the need
for increased safety and environmental awareness of the population. The use of
underground space can help cities meet these increased needs while remaining
compact, or find the space needed to incorporate new features into the existing
urban landscape. When underground solutions are considered and evaluated from
the planning or initial stages of a project, better solutions become possible. Effi-
cient and rational placement of numerous structures of transport, energy, eco-
nomic, municipal, social and creation of large-scale engineering infrastructure
sets the task of strategic planning of underground space of megacities [1]. Under-
ground urban development is a complex system in many aspects. Firstly, this sys-
tem consists of many interconnected subsystems and objects. Secondly, the proc-
esses flowing in this system both during construction and operation are also
complicated and in some cases poorly predictable, because they are largely re-
lated to different geological processes. The problems accompanying the under-
ground urban planning can be referred to the weakly structured problems. Under-
ground urbanism, which is an integral part of the modern megacity, has already
gone beyond the individual local objects and is becoming a system factor in the
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development of cities. Let us consider urbanism as a global super-system in the
form of an ordered set of structurally interconnected and functionally interde-
pendent global systems.

The implementation of underground transport tunnel projects requires a de-
tailed study of the surrounding facilities, taking into account the reduced capacity,
increased travel time delay, fuel consumption, the number of traffic accidents,
which lead to unaccounted economic losses. Thus, it becomes necessary to study
and quantify the impact of construction work zones of high-speed public transport
system on the transport environment, which will further help to assess economic
losses due to the construction work zone of underground transport facilities [2].

According to the “optimistic scenario” over 20 km of transport tunnels can
be built in Kiev in the next ten years. At the same time it is necessary to justify
the expediency and reliability of the tunnel construction taking into account the
development characteristic to the territory in question, the road network, and the
characteristics of traffic in the area of the potential tunnel.

All of the above allows us to propose a methodology for anticipation and
cognitive modeling of complex systems [3—5] for modeling and analysis of plan-
ning the development of the metropolitan underground tunnels under conditions
of environmental, man-made and terrorist threats.

RELATED PAPERS

Practical guidance on assessing the impact of soft ground tunneling in urban areas
on existing structures and services is provided in paper [6]. Various empirical ap-
proaches to the definition of the surface settlement zone are summarized and the
assessment of the magnitude and distribution of surface movements is compared
with case history data. A tentative risk classification related to settlement and
maximum slope criteria is proposed, which will allow rapid optimization of route
adjustments and thereby identification of those buildings particularly at risk and
requiring a more detailed assessment. Predicting anomalous geological structures
before tunneling (ahead of exploration) has become an important routine in tun-
neling, providing particularly important a priori information for safe, economical
and efficient tunneling. Article [7] analyzes the characteristics, advantages and
applicability of various methods. Preliminary exploration should be aimed at de-
termining the properties of the rock before the tunnel is closed, and not at assess-
ing the structure. Life safety issues associated with fires and explosions are criti-
cal issues in the design of large underground structures. In [8] these issues are
considered and discussed from the viewpoint of existing life safety codes.

Much attention when planning underground facilities is paid to environ-
mental issues, reducing ground noise sources, minimizing vibrations in the envi-
ronment, both caused by the railway and created by the explosion of rocks [9-11].
Actual problems of underground urbanization of the central part of Lviv are con-
sidered in [12]. The questions of interaction of natural and technogenic compo-
nents during the development of the underground space of the city are covered.
The main risk-forming factors in the construction of multi-level underground
parking have been identified. The relief, geological structure and hydrogeological
conditions of the central part of the city are analyzed. A spatial analysis of the
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risk-forming components of the geological environment has been carried out.
Zones with varying degrees of geological risk have been identified. Reference
[13] presents a numerical model for predicting vibrations and re-radiated noise in
buildings caused by rail traffic. A three-dimensional numerical model capable of
simulating the propagation and transmission of ground vibrations near high-speed
railways is presented in [14]. It is used to study the effect of the material that
makes up the embankment on the level of ground vibration at different distances
from the track. The paper [15] discusses the design, installation, and also experi-
mental and numerical evaluation of the effectiveness of a rigid wave barrier in the
ground as a measure to mitigate the effects of railway-induced vibration.

Ground vibration from underground tunnels is a major environmental prob-
lem in urban areas. To study this problem, various studies have been carried out,
mainly based on numerical methods [16]. This article presents a study of the in-
fluence of changes in soil properties with depth (soil heterogeneity) on soil vibra-
tion from an underground tunnel. Comparison of experimental and numerical re-
sults shows that a homogeneous model can give acceptable estimates of tunnel
behavior. However, a clear improvement in the estimates of soil behavior is ob-
served when the change in soil properties with depth is taken into account in the
numerical model. In [17], the range disturbed by earthworks and a model for nu-
merical analysis of underground engineering and surface structures are deter-
mined, and the relationship between stress and deformation of surface buildings
caused by deformation is obtained. The feedback of the results of the analysis
with the data management of the GIS platform has been received. By comparing
with the relevant standard damage assessment rules, it can provide technical sup-
port to decision makers. By analyzing and verifying the case study of the impact
on buildings caused by the excavation of the underwater tunnel terminal, it is pos-
sible to ensure the safety of the above-ground buildings affected by the excava-
tion.

It follows from the above review that one of the complex problems is under-
ground tunnels, which ensure the vital activity of both surface and underground
urban planning. This paper examines the issue of the construction of underground
tunnels and the rationale for the priority of their creation.

MODELS AND METHODS

The development of the strategy of innovative planning of underground construc-
tion development belongs to the class of weakly structured tasks, in which the
goals, structure and conditions are known only partially and are characterized by a
large volume of non-factors: imprecision, incompleteness, uncertainty, and fuzzy
data describing the object. Such problems are characterized by many contradic-
tions and uncertainties. The most important of them are:

e ambiguity and inconsistency of requirements for the product;

e inconsistency of goals and ambiguity of the conditions of application of
the product;

e uncertainty and unpredictability of possible actions of competitors;

¢ infinity and unpredictability of risk situations at different stages of the
product life cycle.
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In these conditions, using heterogeneous, usually incomplete, empirical, ex-
perimental, casual and other background information, the developer must formal-
ize and solve the problem of product design, in particular to formulate and justify
the goals of its creation. The results of the solution of this problem should prove
the practical necessity, technological possibility and economic feasibility of pro-
duction of the designed product [3].

Solving approximated to reality tasks of anticipation, at its different stages
use different methods of qualitative analysis in a single man-machine procedure.
In this study, the method of morthological analysis is used to select the character-
istic parameters of the cognitive model [4].

The cognitive approach to the solution of this problem required the defini-
tion and description of the main elements (parameters, factors, concepts), causes
and consequences characterizing the natural-technical geosystem (“underground
construction — environment™). As a result of cognitive modeling, scenarios of pos-
sible development of a complex system arising under the influence of changes in
the internal and external environment of an underground structure must be ob-
tained. It is especially important for knowledge and prevention of negative conse-
quences, minimization of damage in conditions of influence of the most unfavor-
able combination of negative factors: external and internal static and dynamic
loads, all kinds of technogenic influences inside an underground construction,
harmful natural manifestations from the rock mass, etc.

A systematic approach to the modeling and scenario analysis of infrastruc-
ture planning of the megacity under environmental, man-made and terrorist
threats, based on the joint application of the methodologies of foresight and cog-
nitive modeling [18]. It is proposed to use these methodologies together: at the
first stage to apply the methodology of foresight using the method of morphologi-
cal analysis. The results obtained are used as background information to find
ways to build an alternative of this or that scenario in the form of a cognitive map.
To justify the implementation of this or that scenario alternative, cognitive model-
ing methodology is involved, which allows to build cause-effect relationships on
the basis of knowledge and experience, understand and analyze the behavior of a
complex system (SS) for a strategic perspective with a large number of relation-
ships and interdependencies, applying a scientifically sound strategy for imple-
menting the priority scenario [19].

Cognitive modeling begins with the development of a cognitive map of the
object. A cognitive map — a structural scheme of cause-and-effect relationships in
a system that interprets the judgments and views of the LPR — is constructed in
order to understand and analyze the behavior of a complex system. Let the under-
ground infrastructure in question consist of many individual elements. Two ele-
ments of the system and patterns can be depicted as separate point-to-points, and
if an element is connected to an element by a causal relationship, they are con-
nected by an oriented arc. It is quite possible that consequences can be the cause
of changes in other factors. Causal chains can be quite long and complex. The
analysis of cause-and-effect chains is necessary, for example, for forecasting of
development of a situation, realization of various controls of processes in a sys-
tem. After the cause-and-effect diagrams are constructed, the decision-making
strategies in a given subject area are determined. As a result of cognitive structu-
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ration, an informal description of knowledge about the subject area is developed,
which can be visualized as a scheme, graph, matrix, table or text [5].

In the study of the problem of justification of land suitability for under-
ground tunnel construction at the first stage were used cognitive models such as
a cognitive map — sign oriented graph and a functional graph in the form of
a weighted sign orograph

G=V,E,

where V' — set of nodes V; €V, i=1,2,...,k, which are elements of the system
under study; £ — set of arcs e; € E; i,j=1,2,...,N , reflecting the relationship

between the nodes ¥; and V;; the impact can be positive (sign “+” above the arc),

when the increase (decrease) of one factor leads to an increase (decrease) of an-
other, negative (sign “-* above the arc), when the increase (decrease) of one factor
leads to a decrease (increase) of another, or absent (0).

Vector graph

©=G,X,F(X,E)0,

where G is a cognitive map; X is a set of node parameters; ® — vertex pa-
rameter space; F'(X,E) — arc transformation functional.

At the third stage of cognitive modeling, a pulse process model (cognitive
modeling of perturbation propagation) was used to determine the possible de-
velopment of processes in a complex system and develop development sce-
narios [28]:

%, (D) =x, () + 3 f (55, )P, (1) + O, (n).

where x(n), x(n+1) are the values of the index in the vertex V; at the simulation

steps at the moment 7=n and following it #=n+1; P;(n)is the momentum in
the vertex V; at the moment 7=n; 0, (n)= {4,,95,---,9;} 1s the vector of ex-

ternal momentum (disturbing or controlling actions) introduced in the vertices V;

attime n.

Simulation cognitive modeling, especially at the design stage of under-
ground space development, is extremely necessary. A serious reason for this may
be the fact that it is necessary to anticipate and exclude or reduce the risks, which
are inevitably inherent in the underground urban development. One of the com-
plex problems is the underground tunnels providing life for both surface and un-
derground urban development. This paper explores the construction of under-
ground tunnels and the justification of the priority and reliability of their
construction.

CASE STUDY

Let us carry out a study of the reliability planning of two types of underground
tunnels: Tunnel 1 through the built-up part of the city and Tunnel 5 through the
Dnipro River. Table 1 present the data of the vertices (concepts) of the cognitive
models G; of Tunnel 1.
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Table 1. The vertices of the hierarchical cognitive map Tunnel 1

Code Name of the vertex Assignment of the vertex
V1 V1. State of the Tunnel 1 Indicative
V2 V2. Anthropogenic activities Perturbing
V2.1 | V2.1. The Evil Mind: Fighting, Terrorism Perturbing
V2.2 | V2.2. Without malice Perturbing
V3 V3. Technogenic events Perturbing
V3.1 [ V3.1. Technical Perturbing
V3.2 [ V3.2. Technological Perturbing
V4 V4. Natural disasters, weather catastrophes Perturbing
V4.1 [ V4.1 Shifts Perturbing
V5 V5. Protection of the object Basic
Vo6 V6. The scale of the impact of an undesirable event Disturbing
V7 V7. Ability to function Disturbing
V8 V8. Time to restore functioning Disturbing
V9 V9. Environmental consequences Disturbing
V10 [ V10. Economic consequences Disturbing
V11 | VI11. Consequences for life Disturbing
V12 | VI12. The number of injured Disturbing
V13 | VI13. Organizational, technical, etc. capabilities Basic
V14 | VI14. Investor Basic
V15 | V15. Level of damage Disturbing
V15.1| V15.1. Integrity of the ruin system Basic
V16 | V16. Material damage Disturbing
V17 [ V17. Geotechnology of construction Basic
V18 [ V18. Capacity of land routes Basic
V19 [ V19. Population Basic
V20 [ V20. Intensity of movement Disturbing
V21 [ V21. Average speed Disturbing
V22 | V22. Undeground vibrations Disturbing
V23 | V23. Atmospheric pollution Disturbing

Before using the cognitive model to determine its possible behavior of modeling
analyzes the various properties of the model is fulfilled. In this case, the stability
properties of the model must be analyzed. The initial cognitive map was unstable.
Taking into account the weight characteristics obtained from the results of the
morphological analysis, a stable cognitive map was obtained for Tunnel 1, and
then and for Tunnel 5. The cognitive model was reduced to a stable form with
respect to perturbations. According to the adopted criterion [5]: the maximal
modulo root of the graph relation matrix characteristic equation is M =0.96931.
The cognitive map also is stable according to the initial value. An analysis of the
ratio of the number of stabilizing cycles (5 negative feedbacks) and process
accelerator cycles (3 positive feedbacks) indicates the structural stability of such
a system. For structural stability, the number of negative cycles must be odd [5].

Fig. 1 shows the sustainable cognitive map G; of Tunnel 1.

The solid lines of arcs in Fig. 1 mean that with an increase (or decrease) in the
signal at the vertex};, the same changes occur at the vertex V; — an increase (or

decrease). The dashed lines of arcs in Fig. 1 mean: an increase (or decrease) in the
pulse at the vertex V; leads to a decrease (or increase) in the pulse at the vertex V; .

42 ISSN 1681-6048 System Research & Information Technologies, 2023, Ne 1



Study of the underground tunnel planning. Cognitive modelling

I [ouungy jo ' dewr oAnmu300 s[qeureisng ‘7 S

suoneidia punc

sajigeded 019 ‘|eajuyoa; ‘jeuoneziueblQ "SLA

7

\

saydoliseled Jayieam ‘sl

ESIP [BINIEN "PA

I| 10} s92UaNbAsU0D “LLA

\

paunu] joflequinuiayl ZLA

uonnjod ouay

\ nbasuod |ejual
| v
paads obelaay "LZA v ... saouanbasuod JWoUcIT QLA \
'3 1 uone|ndod 6LA 4

Bujuonouny a10ysal 013WIL "8A
, 4
awaAoW Jo ANSUBIU| "QZA \
* /
/ N
A
sainold pue| jo Allpeden "8LA

~<

7 /
B g

uonauny STANNQY .hb

W ggn  obewep

adllew 1no
LEA

[@ADT "SLA

AN
N

y; ,

walsAs uinJ ayy jo

—
—_—
—

JUSA BGEBJISIPUN UE JO 1T

SallANDER djuaby

wsuosa] ‘Buinybl

9| “L'SLA .// *

1A BUL L'CA

13lgo auy jo c.tﬁen_ SA

10158 LA

uonoNJISUOD Jo ABoJoUL 21099 /LA

N

A4 ¥

~N
(1) 12UUM mE\S 8115 LA

\
7/
Ve

8U} JO 9]eIS BYL "9A

43

o]

i, 2023,

OPJWCZL!ZMHZI mexnoJocii

Cucmemni docnioxcenns ma ing



N.D. Pankratova, D.I. Musiienko

Now analyze the model 2 connected with cognitive map G, Tunnel 5
presented in Fig. 2. Vertices V2-V23 of the cognitive map G, correspond to the

vertices of the cognitive map G; shown in Table 1. Vertices V1, V24 for the

cognitive map G, Tunnel 5 are added to the model 2 (Table 2).
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According to the adopted criterion [5]: the maximal modulo root of the graph re-
lation matrix characteristic equation is M =0.99902. The cognitive map also is
stable according to the initial value.

Table 2. The vertices of the hierarchical cognitive map G, Tunnel 5

Code Name of the vertex Assignment of the vertex
V1 State of the Tunnel 5 Indicative
V24 Flooding Perturbing

An analysis of the ratio of the number of stabilizing cycles (15 negative
feedbacks) and process accelerator cycles (3 positive feedbacks) indicates the
structural stability of such a system [5].

NUMERICAL INVESTIGATIONS. IMPULSE MODELING
Involving impulse modeling, is investigated the planning reliability of the tunnels

in question under different types of impacts on them. Figs. 4-9 show the distribu-
tion of pulse processes for the three scenarios.

0 5 10 15 20

— /1. State of the tunnel (1) - /7. Ability to function = = V9. Environmental consequences

—= V10. Economic consequences V11. Consequences for life V12. The number of injured

Fig. 3. The distribution of pulse processes for the Tunnel 1 (Scenario 1)

Scenario 1. Let’s conduct a study for Tunnel 1 and Tunnel 5. Assume to the
vertex V2.1 — The Evil Mind: Fighting, Terrorism the control action is intro-
duced O=(gy, =0....,qy, =+1...). Figs. 3 and 4 show the distribution of pulse

processes for the Tunnel 1 and Tunnel 5.

The first scenario is needed to analyze the consequences of strong explosions
directed at the tunnel. Based on the simulation results, it can be concluded that
Tunnel 1 is more resistant to threats associated with a clear intention, namely ter-
rorist acts and hostilities. This is primarily due to the underwater dislocation of
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Tunnel 5. A large explosion could cause the tunnel to flood, resulting in a larger
impact than the same scenario in the case of Tunnel 1.

-4 F

0 5 10 15 20

— /1. State of the tunnel (5) —— /7. Ability to function = = V@ Environmental consequences

== V10. Economic consequences Y11 Consequences for life W12, The number of injured

Fig. 4. The distribution of pulse processes for the Tunnel 5 (Scenario 1)

Scenario 2. Assume to the vertex V4.1 — Shifts the control action is intro-
duced O=(gy, =0....,qy, =+1...). Figs. 5 and 6 show the distribution of pulse

processes for the Tunnel 1 and Tunnel 5.

05 ’.m

0f
-0,5 L
_‘| -
_1,5 -
1 1 1 1
4] 5 10 15 20
— 1. State of the tunnel (1) - /7. Ability to function = = V9. Environmental consequences

* ¥10. Economic consequences V11. Consequences for life V12. The number of injured

Fig. 5. The distribution of pulse processes for the Tunnel 1 (Scenario 2)

This scenario is needed to analyze the impact of natural factors on each tun-
nel. As in the previous scenario, Tunnel 1 turned out to be more stable. The rea-
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son still remains the possibility of tunnel flooding due to hard rock shear, which
significantly affects the performance of the tunnel.

-2
1
0 5 10 15 20
— /1. State of the tunnel (5) - 7. Ability to function = = V8. Environmental consequences
== \/10. Economic consequences === V¥11. Consequences for life V12. The number of injured

Fig. 6. The distribution of pulse processes for the Tunnel 5 (Scenario 2)

0 5 10 15 20

— 1. State of the tunnel (1) —— 7. Ability to function = = V9. Environmental consequences

== Y10. Economic consequences

V11. Consequences for life V12, The number of injured

Fig. 7. The distribution of pulse processes for the Tunnel 1 (Scenario 3)

Scenario 3. Assume to the vertex V3 — Technogenic events, the control
action is introduced Q= (qu :O,...,qV3 =+1,...) . Figs. 7 and 8 show the distri-

bution of pulse processes for the Tunnel 1 and Tunnel 5.
The distribution of pulse processes for the Tunnel 5 (Scenario 3) is shown in
Fig. 8. This scenario demonstrates the resilience of tunnels to industrial threats. In
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contrast to the previous scenarios, the numerical differences between the results
obtained are not so significant. This may indicate the similarity of tunnels to industrial
threats. However, Tunnel 1 still showed greater resilience to such scenarios.

(o=

0 5 10 15 20
— /1. State of the tunnel (5) - /7. Ability to function = = V9. Environmental consequences
== Y/10. EcOnomic consequences === V11. Consequences for life ¥12. The number of injured

Fig. 8. The distribution of pulse processes for the Tunnel 5 (Scenario 3)

CONCLUSION

Modeling of scenarios of possible processes of events development in the ana-
lyzed types of underground tunnels is carried out under the influence of various
external disturbances and control impulse influences. The results of the conducted
cognitive modeling make it possible to judge that cognitive models that systema-
tize and structure different information about the tunnel underground construction
system correspond to the real system and can be used to anticipate possible
processes of development of situations in the system under the influence of various
disturbing and controlling factors. The developed author's software complex al-
lows in the process of pulse modeling and analysis of the obtained results to in-
troduce controlling or excitatory influences at any stage of modeling. This allows
changing (correcting) scenarios in the dynamics of model creation, determining
effects that bring processes closer to the desired ones. The developed system ap-
proach is applied to the study of planning reliability of underground tunnels
of different types in order to choose reasonable scenarios for their future de-
velopment.
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JOCJIIPKEHHS TIJIAHYBAHHSI NIJ3EMHHUX TYHEJIB. KOTHITUBHE
MOJAEJKOBAHHSA / H. . [Tankpatosa, J.I. Mycienko

AHoTauisi. 3anpornoHOBaHO AOCITIKSHHs HaIIMHOCTI IUIaHyBaHHs MiJ3eMHHX TY-
HEJIiB JJIsl METaNoNiciB Ha OCHOBI BUKOPHCTaHHS METOJOJOTIH (opcaiiTy Ta KOTHi-
THBHOTO MOJEIIOBaHHS. MeToouorisi ¢opcaiity 103BoJIsi€ 32 JOMOMOIOI0 HpoIie-
Oyp EKCIIEPTHOrO OLHIOBAHHS BHSBUTH KPUTHYHI TEXHOJIOTII Ta MOOYyMyBaTH
QIBTEPHATUBU CLEHAPIiB 3 KUIBKICHUMH XapakTepucTHkamu. J[isi 0OIpyHTOBaHOI
peaizanii TOro 4u iHIIOro CIEHAPil0 BUKOPHCTOBYETHCS KOTHITHBHE MOJECITIOBAHHS,
SIKE J]a€ 3MOTY 100y IyBaTH MPUYHHHO-HACIIIKOBI 3B’3KH Ha OCHOBi 3HaHb Ta J0-
CBiZly, 3pO3yMITH Ta MpOaHaTi3yBaTH IOBEIIHKY CKJIaJHOI CUCTEMH Ha CTpATEeriuHy
MEePCIIEKTUBY 3 BEJIMKOIO KiJIbKICTIO B3a€MO3B’SI3KIB Ta B3a€MO3aJICKHOCTEH. 3ampo-
MTOHOBAHE JIOCTILKEHHS T03BOJISIE IUIAHYBaTH HaiHHICTh MA3EMHUX TYHENIB HA OC-
HOBI1 BHOOPY OOTPYHTOBAaHHUX CIICHApiiB Ta OOIPYHTYBaHHS MPIOPUTETHOCTI IX CTBO-
pCHHSI.

KurouoBi ciioBa: KOrHITHBHE, IMIyJIbCHE MOJENIOBAHHSI, IUIAHYyBaHHS, CLEHapii,
MiA3¢MHI TyHeMi.
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MODIFIED SEIRD MODEL FOR DESCRIBING
THE COVID-19 EPIDEMIC

A.I. KLYMENKO, G.B. PODKOLZIN

Abstract. This article is devoted to mathematical models in epidemiology, in par-
ticular SIR, SEIR, and SEIRD models. It explores the importance of these models in
predicting the spread of infectious diseases and evaluating the effectiveness of con-
trol measures. These models allow for assessing important epidemic parameters
such as the speed of infection transmission, the number of people infected, and the
number of deaths. This data can help in making decisions regarding the imposition
and lifting of quarantine restrictions, opening and closing of schools and other insti-
tutions, as well as in developing vaccination strategies and other control measures.
In summary, mathematical models such as SIR, SEIR, and SEIRD are important
tools in the fight against epidemics. They enable epidemiologists and medical pro-
fessionals to predict and control the spread of diseases, thus preserving the health
and lives of people.

Keywords: epidemiology, epidemiological models, modified mathematical models,
COVID-19 modeling SEIR, SEIRD model, unvaccinated people, virus, division of
the population, new strains.

INTRODUCTION

Modeling is a widely used tool to support the evaluation of various disease inter-
ventions. The value of epidemiological models lies in their ability to explore
“what if” scenarios and provide decision makers with a priori knowledge of the
consequences of disease emergence and the impact of control strategies.

To be useful, models must be fit for purpose and properly validated and veri-
fied. The complexity and variability inherent in biological systems should limit
the use of models as predictive tools during actual outbreaks. Models will be most
useful when used prior to an outbreak, particularly in the areas of retrospective
analysis of past outbreaks, contingency planning, resource planning, risk assess-
ment, and training. Models are only one tool for providing scientific advice, and
results should be evaluated in conjunction with experimental data, field experi-
ence, and scientific knowledge.

SIR, SEIR, SEIRD MODELS

The severity and global reach of the COVID-19 pandemic has spurred research in
many areas, including disease dynamics modeling, with the goal of using such
models to better understand the impact of intervention strategies on disease con-
trol [1]. Several factors are known to influence disease dynamics, including inci-
dence rates, recovery rates, quarantine strategies, and the impact of awareness [2].
In the literature, classical epidemic models of susceptible infectious diseases

© A.I. Klymenko, G.B. Podkolzin, 2023
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(SIR, SEIR, SEIRD models) have been widely used to model infectious dis-
eases [3].

The SIR model is based on the number of susceptible (§), infectious (/), and
recovered (R) individuals. The classical epidemic model is shown below:

ds(t) S(t)I(t)
dal ?’t) 5['3 (01@)
t t)i(t .
t
7 =vI(7),

where S(¢) — the number of people who can be infected; /(¢) — the number
of infected people; R(f) — the number of people who have been isolated from
transmission (died or recovered); B — the transmission rate; y — the recovery
rate.

Each group contains a certain number of people each day. However, this
number changes from day to day as people move from one group to another. For
example, people in Group S will move to Group / when they become infected.
Similarly, infected individuals will move to group R after they recover. It is as-
sumed that the total population in the three groups (S + 7+ R) always remains
the same.

The SIR model assumes that recovered individuals cannot be reinfected [2].
The SEIR model has an additional group for individuals who become infected and
contagious after the incubation period (E — Exposed). In other words, the SEIR
model includes a latency period.

The SEIR model is described by the following system of equations:

asw _ g S(t)[(t)
dED  SOI0)
! NIt '
dt _B N E(t)a
d;(t) —aE() I (1):
dR(t)
Uy,

where a — the rate of transition of the disease from the latent period to the overt
stage; B — the rate of infection transmission; y is the rate of recovery; S(¢) —

the number of people susceptible to the virus; E(¢) — the number of people with
the virus in the incubation period; /() — the number of people who get sick;
R(t) — the number of recovered people who have come into contact with the

pathogen and have gained stable immunity.

To describe the COVID-19 epidemic, the most appropriate of the above
models is the SEIRD model, in which group D — Death appears, i.e. this model
takes into account the dead.

The classical SEIRD model is shown below:
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as() _ 8 SI()
dt N
dE(r) _SOI(@) .
dt _B N G‘E(t)z
A a0 -+ wio; (1)
dR(t) )
dt —'Y[(t),
dD(t)
dt _“‘I(t)’

where B — the coefficient that can be interpreted as the probability of contracting

the disease in case of contact between a susceptible individual and an infected
person; p — the mortality rate; y — the recovery rate; oo — the rate of transi-

tion from the latent period to the overt stage; S(¢#) — the number of people sus-
ceptible to the virus; E(#) — the number of people with the virus in the incuba-
tion period; /(¢) — the number of people who fall ill; R(¢) — the number of

recovered people who have come into contact with the pathogen and have gained
stable immunity.

MODIFIED SEIRD-MODEL

Modified models can take into account more realistic factors such as population
mobility, different variants of the disease, carrier effects, vaccination, and other
factors. For example, the SIR model typically assumes that people in each group
interact with each other, but in some cases there may be groups that interact less
frequently or not at all. In this case, modified models can be used to describe
more complex scenarios.

In epidemiology, it is very important to have a model that covers all stages
of the disease, including incubation, clinical course, recovery, and death. The SIR
model does not include a parameter responsible for the incubation period of the
disease, and SIR and SEIR cannot be used when the epidemic includes mortality
and fertility. For this reason, the SEIRD model has become the most relevant in
epidemiology, since it includes all the parameters necessary to study the different
stages of the disease and allows more accurate predictions of the spread of the
disease and the effectiveness of control measures.

The advantages of the proposed model are related to the fact that the popula-
tion can be divided into vaccinated and unvaccinated. In addition, the modified
SEIRD model takes into account fertility and natural mortality unrelated to dis-
ease mortality, which allows for the most accurate reproduction of the situation,
bringing it as close as possible to real conditions.

The basic SEIRD model is shown in (1). In the modified model, each com-
ponent is divided into two parts: vaccinated and unvaccinated members of the
population (susceptible, exposed, infectious, recovered). The fertility parameter
applies only to unvaccinated susceptibles, because by default, people are born
unvaccinated.
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So, the model is:

dSunvac _l HS Sunvac (BMM u + BUV v )

d[ unvac

N
dSvac —MS _ Svac(Bvulu + valv ) .

dt e N ’

dE S, (Bl +B,I,)
:1};\/[16 — unvac uu]\;d uv-v —(M‘i‘(lunvac)Eunvac;

dE Buudu +Bwly )
dv[‘c= M = (W Oy ) e

dl
= aunvachnvac - (YMI’!VLIC + “’ + eunvac)lunvac ’ (2)

unvac

dt
dl,
—e =a E (YVﬂC + “’ + evac)lvac ;

dt vac—vac

dR

unvac

dt - yunvac unvac H‘RMVZV(ZC 4

dR
d\;a _Yvac vac “-Rvac’

dD I + 9 I “. S + SM}’!VLIC + Eunvac ,
+ Imc A S

dt vac”vac unvac unvac +
unvac vac unvac

where S,,,4c

— susceptible unvaccinated persons who are not infected but can
become infected through contact with an infected person (unvaccinated or vacci-

nated); S,,. — susceptible to the virus are vaccinated persons in the population

who are not infected but can become infected through contact with an infected

person (unvaccinated or vaccinated); E,,,,.— the number of unvaccinated peo-

ple with the disease in latent mode (they contacted with an infected person);

E,,.— the number of vaccinated people with the disease in latent mode (they

contacted with an infected person); / — the number of unvaccinated sick

unvac
people who transmit the virus to unvaccinated and vaccinated susceptible persons;

1,,,.— the number of vaccinated patients who transmit the virus to unvaccinated

and vaccinated susceptible persons; R — the number of unvaccinated survi-

unvac

vors who are susceptible to reinfection, although the probability is lower; R,,. —

the number of vaccinated survivors who are susceptible to re-infection, although
the probability is lower; D — people who died from the virus and other causes;
0 — deaths from the virus in infected unvaccinated people; 0,,.— deaths

from the virus in infected vaccinees; 3,,, — the probability of transmission of the

unvac

virus from infected unvaccinated persons to unvaccinated persons; 3,,— the
probability of transmission of the virus from infected unvaccinated persons to
vaccinated persons; f3,,, — the probability of transmission of the virus from in-
fected vaccinated to unvaccinated persons; f3,, — the probability of virus trans-
unvae— the probability

of the disease transition from the latent phase to the overt phase in unvaccinated
persons; o.,,.— the probability of the disease transition from the latent phase to

mission from infected vaccinated to vaccinated persons; o

vac

the overt phase in vaccinated persons; v,,,,,. — recovery of infected unvaccinated
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people from the virus; v,,.— recovery of infected vaccinated persons from the
virus; @ — mortality not due to infection; / — birth rate.

The main difference between this model and the classical SEIRD model is
the division of the population into vaccinated and unvaccinated individuals. Prob-
ability of infection of vaccinated persons (S,,.) is much lower than that of un-

vaccinated persons (S ). Sick vaccinated persons (/,,.) are less contagious

unvac vac

and less likely to die than unvaccinated infectious people (£, )-

IMPLEMENTING THE MODIFIED SEIRD MODEL FOR COVID-19 IN
UKRAINE IN 2021

Let's model the situation with COVID-19 in Ukraine. To do this, we need to cal-
culate the appropriate coefficients to substitute them. To do this, we will use in-
formation for 2021.

The number of Ukrainians in 2021 (excluding the occupied territories) is 41
million 167 thousand people [4]. The mortality rate for 2021 is 714 263 people, of
which COVID-19 accounts for 86 015 cases [5]. The birth rate for 2021 will be
271 984 children [6].

The number of all deaths per day averages 714 263/365 = 1 956.88 people.
That is, 1 956.88/41 167 300 = 0.0000475349 of the total population dies per day.
This number includes deaths from COVID-19. The death rate from COVID-19 is
(86 015/365)/41 167 300 = 0.0000057244.

Unfortunately, no mortality statistics for vaccinated and unvaccinated people
could be found for Ukraine. However, you can calculate this coefficient yourself
if the data mentioned in an interview with Professor Leanne Wen of the School of
Public Health [14] are true: that vaccinated people are six times less likely to be
infected than unvaccinated people and 11 times less likely to die from coronavi-
rus. In this case, the mortality rate of vaccinated people per day is 0.0000004770,
and that of unvaccinated people is 0.0000052474. Accordingly, we have
O,ac =0.0000052474 ©,,. =0.0000004770.

Accordingly, the mortality rate per day not due to COVID-19 is
0.0000475349 - 0.0000057244 = 0.0000418105, i.e. p = 0.0000418105.

The birth rate per day is (271 984 /365)/41 167 300 = 0.0000181008, so
1= 0.0000181008.

Since the modeling requires both vaccinated and unvaccinated populations,
we need to provide data on these. In 2021, 15 201,112 people have been vacci-
nated with two vaccines in Ukraine [7]. That is, 15201 112/41 167,300 =
0.3692521006. Accordingly, if you want to model a population of only 100 peo-
ple, and one of each of the vaccinated and unvaccinated gets sick, 36.1867058563
will be the vaccinated who have not yet gotten sick, and 61.8132941437 will be
the unvaccinated who have not yet gotten sick.

The incubation period is the number of days between the moment of infec-
tion and the moment of symptoms. To calculate the coefficient responsible for the
rate of transition of the virus from the latent period to the fully infected state, we
use formula:
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1
o=—-),
];}’IC
where o — the rate of transition of the disease from the latent to the overt phase;

T;,. — the average incubation time of the virus.

Viruses are constantly changing, sometimes resulting in the emergence of
new strains. Different strains of COVID-19 may have different incubation peri-
ods. On average, symptoms appear in a newly infected person about 5.6 days after
exposure [8]. So, T;,.=5.6, accordingly, a=1/5.6=0.17858. According to

mc
studies, the incubation period for vaccinated and unvaccinated individuals is the

same number of days [9], i.e. O,yuc = O ypvae =0-17858.

Some studies have shown that it may take the body 2 weeks to recover from
a mild illness, or up to 6 weeks in severe or critical cases [10]. Other sources say
[11] that recovery usually takes one to two weeks. So let's use the average
recovery time of two weeks.

Let's calculate y according to the formula for calculating the recovery rate
coefficient:

Y:T_a

rec

where y — the recovery rate of infected people from the virus; 7,,. — average

recovery time.
So, T,

rec

= 14 days. Accordingly, Y =7 4 = 1/14 =0.0714.

When the population is divided into vaccinated and unvaccinated, the recovery
time will be different. Different sources report different recovery times: some
studies show that the overall recovery time was six to seven days shorter than for
unvaccinated people [12]. Another study from the Centers for Disease Control
and Prevention found that vaccinated participants spent an average of two to six
days less in bed than unvaccinated participants [13]. Let's assume that, on aver-
age, the vaccinated are sick six days less, that is v,,.=1/8 =0.125.

Now let's calculate the probability of disease transmission. To calculate the
data for vaccinated people, we need statistics on the effectiveness of the vaccine
(let's take the Pfizer vaccine). According to [15], Pfizer has 95% protection
against mild COVID-19. This means that you are less likely to get sick if you are
vaccinated:

=0.05.

p get infected if you are vaccinated

It should also be noted that vaccinated people are less likely to transmit the
disease, even if they become infected. At a press conference in November, WHO
Director-General Tedros Ghebreyesus said that vaccines protect against the
spread of the virus by 60 percent before the delta variant emerges [16, 19]. This
means:

=04.

Prransmit the disease if you are vaccinated

According to the same study [16, 17], vaccinated people are ten times less
likely to be infected [18], and the likelihood of me being infected is half, judging
by the above figures.
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4 x10=0.5.

SO, p get infected if you are not vaccinated — p get sick if you are vaccinate

=04x2=0.8.

A Piransmit the disease if you are not vaccinated

Now we can calculate the disease transmission rates.

B uu = Prransmit the disease if you are not vaccinated xp get infected if you are not vaccinated —

=0.8x0.5=04.
B =p . . . . X p o . =
uy transmit the disease if you are not vaccinated get sick if you are vaccinated

=0.8x0.05=0.04.

Bvu =p get infected if you are vaccinated x p get infected if you are not vaccinated
=04x05=0.2.
va =p get infected if you are vaccinated xp get sick if you are vaccinated
=0.4x0.05=0.02.

Let's simulate the model with these parameters. In Fig. 1 you can see the re-
sults for one hundred days:

SEIRD-model with vaccine: Susceptible, Exposed, Infectionus, Recovered, Dead

1 - susceptible not infected unvaccinated people

2 - susceptible not infected vaccinated people

3 - unvaccinated people with the disease in latent mode
4 - vaccinated people with the disease in latent mode

5 - unvaccinated sick people

1 6 - vaccinated sick people

7 - unvaccinated recovered people

8 - vaccinated recovered people

w0 { 9 - dead

20

Amount of population

104

Days 9

Fig. 1. Modified SEIRD model for 100 days

Fig. 1 shows how the number of people who have not had the disease is de-
creasing, while the number of people who have had the disease is increasing.
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The number of unvaccinated patients is growing faster, which seems logical given
the vaccination rate [13]. The number of deaths is growing relatively slowly. The
number of uninfected, unvaccinated people is decreasing faster because they are
more likely to contract the disease, while vaccinated people are slower to get sick.

If we look at a much longer time period (e.g., 8,000 days), we can see in
Fig. 2 how the number of deaths increases and the number of deaths in the rest of
the population decreases. The number of people who became ill also decreases
because model (2) also takes into account natural mortality, which in this case
does not include deaths from COVID-19.

SEIRD-model with vaccine: Susceptible, Exposed, Infectionus, Recovered, Dead

1 - susceptible not infected unvaccinated people
2 - susceptible not infected vaccinated people
501 J, 3 - unvaccinated people with the disease in latent
mode
4 - vaccinated people with the disease in latent mode
5 - unvaccinated sick people
6 - vaccinated sick people
7 - unvaccinated recovered people
8 - vaccinated recovered people
9 - dead

Amount of population

20 4

S
/
0]
o 1000
Days

Fig. 2. Modified SEIRD model for 8000 days

2000 3000 4000 5000 6000 7000 BOOO

This situation with fertility and mortality is due to the fact that in Ukraine
the birth rate is lower than the death rate [20]. If we increase the fertility rate
so that it exceeds the mortality rate, the situation looks different (fertility
1=0.0500181008) (Fig. 3):

Only the number of unvaccinated people who have not yet become ill in-
creases, because this model does not include vaccination and the corresponding
transition from unvaccinated to vaccinated people. The entire birth population is
unvaccinated by default. From Fig. 3, you can also see how the disease process
progresses over time: on the thousandth and two thousandth day, you can see
waves of sick unvaccinated people, and accordingly, the number of unvaccinated
people who have not yet become sick decreases over time.
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SEIRD-model with vaccine: Susceptible, Exposed, Infectionus, Recovered, Dead

1 - susceptible not infected unvaccinated people

2 - susceptible not infected vaccinated people

3 - unvaccinated people with the disease in latent

200 mode

4 - vaccinated people with the disease in latent mode
5 - unvaccinated sick people

6 - vaccinated sick people

f - unvaccinated recovered people

= .
g ™ 8 - vaccinated recovered people
=
T 9 - dead
=
o
Q
j=
e
o 100
-
=
=
=]
E
<
50

E} 10r00 20100 JOE}Q 40‘!10 50‘00
Days
Fig. 3. Modified SEIRD model for 5000 days with a birth rate of 1 = 0.0500181008

CONCLUSIONS

The modified mathematical epidemiological SEIRD model is an important tool
for assessing epidemic outbreaks and implementing disease control strategies. It is
especially important that this model takes into account vaccination and non-
vaccination, as this reflects the real situation with COVID-19 and other diseases
for which vaccines exist. This model also allows for the impact of different vac-
cine variants on the effectiveness of its use.

To effectively combat epidemic outbreaks, it is necessary to know what fac-
tors influence the spread of the disease and which control strategies are most ef-
fective in specific conditions. The developed modified SEIRD model not only
takes into account vaccination and non-vaccination, but also has coefficients re-
sponsible for birth and death, and that is why it can reflect a realistic picture. This
model can help solve these problems by providing scientists and policymakers
with a tool for forecasting, planning, and decision-making to control the epi-
demic.

Also, for the modified SEIRD model, all parameters were calculated from
real statistical data from Ukraine to be able to simulate the situation as close to
reality as possible. These data are important for making decisions on the devel-
opment of medical infrastructure, the provision of medical equipment and medi-
cines, as well as for determining the need for large-scale vaccinations and other
epidemic control measures.
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MOJU®IKOBAHA SEIRD-MOJIEJIb ONUCY ENIJIEMII COVID-19 /
AL Kiumenko, I'.B. ITogkomnsin

AHoTanis. [IpicBIYeHO MaTeMaTHYHUM MOJIENISAM B emigemiosnorii, 3okpema SIR,
SEIR i SEIRD. [locmimkeHO BaXIMBICTh IIMX MOAEICH y IPOTrHO3YBaHHI MOIIUpPEH-
HS iIHQEKIIHIX 3aXBOPIOBAHb Ta OLIHIOBAHHS €()EKTHBHOCTI KOHTPOIBFHHX 3aXOIIB.
i Momei 1ar0Th 3MOTY OI[IHUTH BAXKJIHMBI IApaMETPH CMijeMil, Taki K IBUIKICTh
MOUIMPEHHS 1H(EKIIT, KiJTBKICTh JIFOJICH, SKi 3a3HAIOTH 3aXBOPIOBAHHS, T4 MOMEPIIHX
BiZl 1IbOr0O 3axBopioBaHHs. L{i JaHi MOXYTh NONOMOITH y NPUHHSATTI pillleHb PO
BBE/ICHHS Ta 3HATTS KapaHTHHHUX OOMEXEHb, BIAKPUTTS 1 3aKPUTTS LKL Ta HIINX
YCTaHOB, a TAKOXK y pO3pOOJICHH] CTpaTeriii BakIMHALIl Ta {HIIMX KOHTPOJBHUX 3a-
xoxiB. 3aranom matematiaHi Mogeni SIR, SEIR i SEIRD e BaxnuBUM iHCTpYMEH-
TOM 3 OOpOTHOHM 3 emigeMisiMU. BoHM 103BOJISIOTH emifeMionoraM i MeIudHIM IIpa-
I[iBHUKaM IIPOTHO3YBaTH Ta KOHTPOJIIOBATH IOMIMPEHHS 3aXBOPIOBaHb, 110 30epirae
3710pOB’Sl Ta KUTTS JIIOJIEH.

Kiouosi cioBa: emigemionoris, emigeMionoriudi Moaeni, MoauQikoBaHi MaTeMa-
truni moxeni, SEIR-mozemoBanus COVID-19, SEIRD-moxens, HeBaKIIMHOBaHI
JIFOJTH, BipYC, TIO/ILI TOITYJIsINii, HOBI IITaMH.
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GENERALIZATION OF THE THERMODYNAMIC APPROACH
TO MULTI-DIMENSIONAL QUASISTATIC PROCESSES

A.S. KUTSENKO, S.V. KOVALENKO, S.M. KOVALENKO

Abstract. A method of mathematical modeling of multidimensional quasi-static
processes, a generalization of quasi-static processes of equilibrium thermodynamics,
is proposed and substantiated. The authors obtain a generalization of the first and the
second law of thermodynamics in the form of Carathéodory to multidimensional
quasi-static processes. The idea of generalization is to construct an orthogonal sys-
tem of functionals similar to the work and heat functionals of classical thermody-
namics along families of phase trajectories corresponding to different types of influ-
ences on a multidimensional quasi-static system. The representation of quasi-static
processes by systems of ordinary differential equations containing control variables
is substantiated. The obtained results make it possible to use a wide arsenal of meth-
ods of the theory of control of dynamical systems to solve problems of control of
quasi-static processes.

Keywords: quasi-static processes, equilibrium thermodynamics, mathematical mod-
eling, work, energy, controllability, entropy.

INTRODUCTION

The concepts of “quasi-static system” and “quasi-static process” owe their ap-
pearance to the fundamental branch of physics — thermodynamics. Thermody-
namics originated and was further developed on the basis of the phenomenologi-
cal approach, i.e. considering only the observed properties of thermodynamic
systems (TS) without a detailed analysis of the mechanisms of their manifesta-
tion. As a result of this approach to the formation of thermodynamics, its main
provisions: terminology, axiomatics and logical constructions in the form of
physical laws have not changed significantly over the past few centuries. In the
same time real practical results confirming theoretical backgrounds with a suffi-
ciently high degree of accuracy have made thermodynamics, along with mechanics,
a model of applied science. The quasi-static nature of processes in TS is one of
the main postulates of thermodynamics, along with such concepts as reversibility
and equilibrium. From the standpoint of thermodynamics, a quasi-static process is
an infinitely slow process consisting of a sequence of equilibrium states infinitely
close to each other. An essential limitation of the thermodynamics of equilibrium
processes is the exclusion from consideration of the time coordinate and the rep-
resentation of processes in the form of segments of trajectories in the phase space.
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Generalization of the thermodynamic approach to multi-dimensional quasistatic processes

The mathematical support of thermodynamics is based on two postulates: the first
and second laws, on the basis of which mathematical models of the main thermo-
dynamic processes are introduced.

Despite the apparent limitation of the object of study in the form of quasi-
static TS, a number of concepts and approaches of thermodynamics can be
adapted to a relatively wide class of technological systems similar in external
properties to TS. In this regard, the problem of constructing a mathematical the-
ory of quasi-static processes arises, covering both the TS and other systems with
the quasi-static property. In this article, an attempt to propose the mathematical
foundations of the theory of quasi-static processes with a focus on the control
problem is made.

REVIEW AND ANALYSIS OF INFORMATION SOURCES

The classical substantiation of thermodynamics as a system of knowledge is al-
most completely described in the works of Carnot, Clausius, Boltzmann, Planck
[1-3] and other “classics” of thermodynamics [4, 5]. This branch of thermody-
namics has survived without fundamental changes to the present day.

One of the principal ways to involve mathematical methods in thermody-
namics and generalize the latter to other physical and technical processes can be
considered the approach outlined in [6]. A feature of Gukhman’s ideas is the sub-
stantiation of the uniformity of the components of the differential equation of the
first law of thermodynamics in the form of products of certain potentials and a
change in the corresponding coordinate of the state of the TS. At the same time,
the thermal effect was included as a particular type of the set of effects on the TS,
and the concepts of energy and amount of effect received a generalized interpreta-
tion suitable for any similar processes. The versatility of the ideas presented in [6]
is clearly demonstrated in studies in the field of ecosystems [7].

Summarizing the results of thermodynamics related to the first law or the
law of conservation of energy, we can conclude that the mathematical methods
that allow adapting classical equilibrium thermodynamics to a wide range of simi-
lar processes in nature, technology and society are limited. The fundamental dis-
advantage of the considered approach is the absence of any time dependences
linking changes in the state of the TS with the intensity (power) of actions.

In this regard, the authors of this work previously obtained some results of
the “dynamization” of quasi-static processes. This made it possible to obtain
mathematical models in the form of ordinary differential equations relating the
change in time of the state vector of a quasi-static system to changes in the power
of control actions. The results obtained in [8—10] require further generalization.

The greatest difficulty in the formation of thermodynamics was caused by its
second law, and in particular the concept of entropy. For instance, in [4] there are
18 formulations of the 2nd law, each of which ultimately has the same meaning of
the impossibility of obtaining mechanical work using only one source of heat.
Unfortunately, the abundance of formulations and interpretations of the 2nd law
of thermodynamics has led to some conservatism in the mathematization and
formalization of thermodynamic methods and their adaptation to quasi-static
processes of a different nature. The works of Schiller, Carathéodory, Afanasieva-
Ehrenfest, Belokon were a qualitative shift in the direction of axiomatization in
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thermodynamics, where a generalized theory of quasi-static processes was formu-
lated in the language of mathematical formulations. Among the studies in this di-
rection, the article by Carathéodory [11] should be especially singled out, where
he elegantly formulated the 2nd law of thermodynamics in the language of Pfaf-
fian forms. This article gave impetus to the wide application of the axiomatic ap-
proach in the thermodynamics of multidimensional processes [12—15].

MATHEMATICAL MODEL OF A CONTROLLED QUASI-STATIC PROCESS

We will consider multidimensional quasi-static processes in terms similar to the
terms of classical thermodynamics: state, action, phase trajectory, work, energy,
etc. The fundamental difference from thermodynamics will be the inclusion of the
concept of heat in the category of works, as proposed in [6]. Thus, in our further
constructions, heat or other effects will not take any priority position among the
many possible effects on the system under consideration.

Let the state of the system under consideration X is given by the state vector
xeR". State change over time x(f) represents a trajectory X in (n+1)-
dimensional space. Any change of the vector x in time is associated with the
presence of one or more actions from a given set # . In the absence of actions on
a quasi-static system, the latter remains in the state in which all actions were inter-
rupted. That is any condition x € R" of a quasi-static system is an equilibrium
position, in contrast to dynamical systems, for which the set of equilibrium posi-
tions is a subset of the space R" .

Associate with each m <n of the types of actions W, a vector field ¢, (x),

k =1,m . We will assume that the system of vector fields ¢,(x),,(x),...,0,,(x) at
every point x € R" is linearly independent. For k -th action the trajectory T in phase
space can be represented as a solution to the system of differential equations
dx
—= xX)u, (1), 1
7 O (X)uy (1) ©)
where u, (¢) is a scalar function of the parameter ¢, which has the meaning of the
action intensity W, . Absolute value u, (¢) determines the speed of movement of

the representative point along the phase trajectory, and its sign determines the di-
rection of movement.

Let now several actions be simultaneously applied to the system. They cor-
respond to the vector field ¢(x). Let’s decompose the vector ¢(x) at some point

x along linearly independent vectors @;(x),®,(x),...,9,,(x) . We get

0= 3 0 (it

k=1
where u, are decomposition coefficients.

Then the movement of the system along an arbitrary phase trajectory corre-
sponding to the complex action will correspond to the system of differential equations

dc &
7 /(Z::I(Pk (V) (1), (2)
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and the coefficients u, can be interpreted as the intensity of the corresponding

actions.
If time ¢ is chosen as a parameter, and values u, (¢) are considered as con-

trols, then the mathematical model of the quasi-static process in the form (2) is a
controlled system linear in controls. Since the vectors are linearly independent,
then the equilibrium of system (2) is ¢, (x),®,(x),...,¢,,(x) achieved only in the

case u; =u, =...=u,, =0. That is, the effects cannot compensate each other.

The proposed mathematical models of quasi-static processes with single (1)
and complex action (2) give a qualitative model of behavior X . The point is that
the vector fields ¢, (x) (k=1,m) specify only the directions of the corresponding

fields and can be normalized arbitrarily. In this case, the form of phase trajectories
will remain unchanged. At the same time, the trajectory X in time will depend
both on the normalization of the vector ¢, (x), as well as on the size u, (¢), form-

ing the speed of movement X along the phase trajectory defined by the vectors
¢4 (x) and some starting point x, of the specific process.

ENERGY MEASURE OF THE ACTION

The previously introduced concept of the action intensity, which has the meaning
of controlling a quasi-static process, requires a quantitative measurement. To do
this, as an analogy, we use the classical thermodynamic approach for thermal de-
formation systems, i.e., TS subject only to mechanical and thermal effects, the
phase trajectories of which have the form pV" =const and p =const respec-
tively, where p,V are the pressure and volume of the gas in relative units and y
is adiabatic exponent(y =1.3+1.5), depending on the chemical composition of

the substance.
It is known from thermodynamics [5] that the first law of thermodynamics is
valid for a thermal deformation system, which is formulated as follows:

dU=AL+AQ, 3)

where dU is an increment of internal energy, AL is a deformation work, AQ is a
supplied heart. In (3) internal energy U(x) is a function of state and quantities
AL and AQ are functions of trajectories in a state space.
For ideal gases [5] the internal energy U has the form
1
U=—>pV, “
y—1

and the mechanical work and heart are calculated as curvilinear integrals along
the phase trajectory /:

AL =— j pdV ; (5)
()

AQ= | (LVdp T pde. (6)
0 y—1 y—1
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Thus, ratio (5) and (6) can be interpreted as a quantitative measure of the ac-
tion on the TS in the form of the mechanical work (5) and heat (6). For fixed ini-
tial x, and final x, process points U(x,)—U(x,)=const for any trajectories
connecting X, and x,, the sum AL and AQ in accordance with (3) will be con-
stant for various ratios AL and AQ .

Let us generalize the thermodynamic approach (4) as applied to finding simi-
lar quantitative measures of actions for an arbitrary »-dimensional quasi-static

process with m = n actions. Let us introduce R" the scalar continuous function in
static space — the energy:

Ux)=U(x,x,,...,x,). (7)
The energy increment (7) in some point x € R” will look like:
dUza—del+a—de2+...+a—den. ®)
X, 0ox, Ox,

Denoting %—U = g(x) — the gradient U(x) , write down (8) as
X

dU =(g,dx), )

and along the trajectory of the solution (1), or along the phase trajectory of the
k -th action, the (8) takes the form

dU = (g,¢;)dt (10)

Ratio (10) will also be valid for any phase trajectory generated by an arbi-
trary vector field @(x)

dU =(g,e)dt . (1)

Let us denote the set of possible phase trajectory /, corresponding to & -th

type of action as L , and the set U L, A L. The set of all feasible trajectories cor-

responding to an arbitrary composition of actions is denoted by L. Then there is
the system of inclusions

LcLcl, Vk=lm.
We will call the energy measure J(/) of any phase trajectory / the value
T = [ (g.dv). (12)
)
Due to (9) the energy measure (12) depends only on the initial x, and final

x, points of the curve /:

J(D)=U(x,)~U(x) =J(x,.x,). (13)
The energy measure (13) satisfies the following axioms:
1) J(x,x)=0;
2) J(x,y)==J(y:%); (14)
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3) J(,y)=J(x,2)+J(z,y).

Axioms 2 and 3 in (14) differ from the symmetry and triangle axioms known
from the theory of metric spaces:

J(x,y)=J(y,x);
J(x, )< J(x,2)+J(z,p).

By analogy with first law of thermodynamics, we will look for the quantities
of each type of actions in the form of functionals 4, (/), calculated along phase

trajectories similar to the mechanical work and heat for the simplest thermody-
namic system (5), (6):

4,0 = [ (g (x)dx), k=1n. (15)
@)
Functionals 4, (/) we will call the works of action W, . Vectors g;(x) we
will be chosen so that following conditions are satisfied:

I N SR S e 16
= = #k.
k o, ifrer, 0" (16)

Requirements (16) will by met under the following conditions to choose
from g, (x):

(qka(Pi)ZSik(g:(pi)ﬂ i,k=1,l’l, (17)
where ;; is the Kronecker symbol.
The conditions (17) are essentially conditions for the quasi-biorthogonality

of vector systems (¢;,¢,...9,) and (¢;,9,...q,).
Rewrite the last equation in matrix form:

QD = diag(d'g), (18)
where the rows of matrix Q are desired vectors (¢,,4,...q,) and the columns of
the matrix @ are vector fields (¢,¢,...¢,) of actions on the system.

Since vectors @ (x) are assumed to be linearly independent for Vxe R",
matrix @ is non-degenerate, therefore the solution (18) can be written as
0 = diag (@7 g)o . (19)
Let us now show that for the system of works 4,,4,...4, with vector fields,
defined in accordance with (19), VI e L the following relation in true:

J() = Z A.(). (20)

k=1
To prove (20), we sum relations (17) over k. As a result, we get:

n n
Z(Qka(l)i) = Zsik(gaq)i)a i=ln;
k=1 k=1
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{Z qk’(PiJ =(g,9;), i=1n.
k=1

It follows directly from the latter:

4 oU
Y, =g=—. (21
k=1 ox

Let us sum over k the values 4, (/), determined in accordance with (15). As
a result, we get

YA =[(Xgd). 22)

Taking into account relations (12) and (21), and from (22) we get (20), i.e.
the sum of the work calculated along an arbitrary trajectory is equal to the incre-
ment in the energy of the system at the ends of this trajectory.

As an example consider thermodynamic system with actions in the form of
mass transfer, deformation, and heat transfer The vector fields of such actions are
well known [5] and are represented by the matrix ®(p,V,m), looking like

p p
RV
Y Yy
d=| o 1 0 (23)
1 0 0

where p,V, m are pressure, volume and mass of the system. The columns of the
matrix (22) are vector fields of mass transfer, deformation and thermal effects,
respectively.

Let us introduce the energy of system in the form of a known relation for
ideal gases (3), then

ou 1 1
= Va P,O =(g1:g23g3)' (24)
Ox y-1 y-1

Substituting the (23) and (24) in the formula (19), we get a matrix

0 o _r.pv
y—1 m
9= 0 ~-p 0 ;
V. w vy pV
y—-1 y-1 vy—1 m

the rows of which are the components of the vectors of the quantities of the cor-
responding actions

Alszﬂdm; A4, = J—pdV;

oYt m 0

A= | g pay PV g |
3 1 1 1
) Y- Y- Y-t m

where 4, is a work of mass transfer, 4, is a mechanical work, A4; is a heat.
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It is easy to verify that sum of the rows of the matrix O coincides with the
internal energy gradient, and

4D+ (D) + A1) =J (D).

The considered approach to constructing a system of functionals satisfying
the additivity condition (20) can also be extended to the case when the number of
actions m is less than the dimension of the system » . In this case, the matrix @
in the system of equations (18) is rectangular, and, consequently, constructions
(19)—(24) lose their meaning. A way out of this situation can be obtained as a re-
sult of redefining the system of actions with the missing n —m dummy actions.

These dummy actions are chosen so that the square matrix ® =(®;:®,), where
@, —(nxm) — the matrix given actions, and @, —(nx(n—m)) — the matrix of
dummy actions will be nondegenerate. Substituting the matrix @ obtained this
way in relation (19) we get the matrix of works, which will depend on an arbitrary
matrix @, .

INVERSE PROBLEM

The performed analysis showed that if the laws of change of the phase coordi-
nates of the thermodynamic system depending on the type of influences are
known, then for an arbitrarily given state function U(x), a system of functionals
can be chosen that satisfies the structure of the energy conservation law. The
question arises, is it possible to solve the inverse problem: for a given functional
corresponding to the work of some action, construct the corresponding function
U(x), which has the meaning of the energy of the thermodynamic system. This
approach is quite pragmatic, since it allows to “join” various physical processes
that have the same types of external influences. For example, in mechanics and
thermodynamics, such an action is deformation, and the corresponding work in
both cases is calculated by similar functionals:

A=—- _[ fds 1s mechanics;
O]
L=- _[ pdV is thermodynamics.
O]

So, let’s formulate the problem as follows. Let some reference action be
given, which corresponds to the phase trajectories of the system of differential
equations

x=¢(x), xeR",

where @(x) is a known vector function.

Let the known functional correspond to the standard action, with the help of
which the work of the standard action is calculated:

L= J q,(x)dx; +q,(x)dx, +...+q,(x)dx, = I (q,dx).
) ()
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Then, due to relation (17), the vector functions ¢(x), ¢g(x) and g(x) must
satisfy the condition

(¢,9)=(9,g) .

The last equation can be interpreted as a linear differential equation in partial
derivatives with respect to the function of the energy of the thermodynamic sys-

tem U(x):
oU
[a,q’)—(%@)-

To solve it, we use the method of characteristics. The system of differential
equations of characteristics in symmetrical form can be written as

dx;  dx, _dx dUu

n

= =..= = : (25)
e1(x)  @r(x) 0, () (q(x),9(x))

Since all @;(x) included in (25) do not depend on the desired function
U(x) , then the set of first integrals of the subsystem of differential equations (25)

dy _ _dx _ dx, 26)
P1(x)  pr(x) ®,(x)
will also be a subset of the set of integrals of the complete system (25).
Let

Y. (x)=C;, k=1,n-1 27
be the first integrals of the system (26). Based on (27), we express the first
X,X,,...,X, , through x, and C,,C,,...,C ;:

X1 =7L1(xn,C1,C2,...,Cn_1);

X = My (%, G, Cosn, Gy (28)
Xp-1= 7\'n—l(xn’ Clﬂ C2" EA) Cn—l)a
and substitute the obtained relations into the last of equations (25)

dx, _ dUu
0, () (q(x),0(x))

As a result of such a substitution, we obtain a differential equation with
separable variables x, and U

dx, _ dU
00 (5, C)  (B(x,,C)0(x,,,C))

where E, 5, g are the functions of the vector x, and the vector of constants

C:(Cl,cz,--.,Cn_l) obtained after substituting (28) into the expressions for
©,, ¢, q respectively.
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Integrating the last differential equation, we obtain the 7 -th first integral of
the original system of differential equations of characteristics (25) in the form

U+, (x,,C)=C,. (29)

Substituting into (29) the expressions for the components of the vector of
constants C in the form (27), we finally obtain

U+¥,(x)=C,.

As is known from the theory of partial differential equations, the general so-
lution U(x) satisfies the equation

O(U+Y,(x),¥(x),¥,(x),.... ¥, (x)=0,

where @ is an arbitrary function of its arguments.
Solving the last equation with respect to the first argument, we finally obtain

U= UO (x) + CD[\Pl (X),\Pz (x)" . "an—l (x)]> (30)

where Uy(x) =—"¥,(x), and @ is an arbitrary function of its arguments.

Let’s analyze the result. As can be seen from (30), the function U(x) that
satisfies the differential equation for the operation of a given action consists of
two terms. The first term Uy(x) is determined both by the type of the phase tra-

jectory of the system subject to the reference action and by the type of the stan-
dard functional (vector g(x)). The second term depends only on the phase trajec-

tories and is an arbitrary function of the first integrals of the system of differential
equations that model the behavior of the thermodynamic system under the
reference action.

Thus, all W,(x) i=1,n—1 that are arguments of an arbitrary function ® are

constants, and therefore ®['¥,V,,...,'¥,_;] also an arbitrary constant. Thus,
U(x)=Up(x)+C,

i.e. the energy of a quasi-static system is determined up to some constant C .
Consider an example of finding the internal energy U(p,V) for the simplest

thermodynamic system subjected to a standard deformation effect, the work of
which is defined as

6
L= —I pdv .
n
The system of differential equations modeling the deformation effect, as fol-
lows from [5], has the form

ap __p 4V _

- s 19
d -V dr
and differential equation (24) for U(p,V’) can be written in the form
poU oU
-y =——+—=-p.
V op oV
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The corresponding system of ordinary differential equations of characteris-
tics can be written as

_dp _dv _du ) 31)
P -p
14
The first integral W,(p,V’), which is the equation of the adiabatic phase

curve, is obtained by integrating the differential equation

dp__dV
w2 1
! 14
and has a well-known form
pVi=q. (32)

Expressing p through C; and V', and substituting the result into (31), we
obtain a differential equation for determining the energy U(p,V"). Thus

V—"{+1
1=y
Substituting expression (32) for C; into the last relation, we finally obtain

the expression, well known from thermodynamics for the internal energy of an
ideal gas,

+C.

p=CV 7", dU=-CV7'dv, U==C[V™dv and U=-C

U= L pV+C.
v—1

It should be noted that this result was obtained only on the basis of the
known experimental adiabatic curves without involving the results of the well-
known experiment of Gay—Lussac and Joule, which showed the invariance of the
gas temperature during its expansion into a vacuum.

Let us now return to the original mathematical model of the thermodynamic
system (2) and find the physical meaning of the quantities u, — an action intensi-

ties of W, . To do this, we proceed as follows: let the work A4, be given by an

integral of the form:

4,= I(qj,dx), (33)
4

where ¢; is previously defined vector of j-th work. Multiply the left and right
parts of (2) scalarly by the vector ¢g;, as a result we get

(4.9 = 3 (@00 - (34)
k=1

Taking into account the conditions of orthogonality of works (12), from rela-
tions (33)—(34) we get
dA;
7:(Qja@j)”j-
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From the last expression, and also from (17) it follows

1 . 1 . —
- A, = A, j=Ln. (35)
(QJa(Pj) / (ga(Pj) /

uj

Let us substitute (35) into original differential equation (2). As result we get
& sl g (36)
dt i 21(g9;)

From (36) it follows that if the column vectors @, (x) of matrix ®(x) divide

accordingly into dot products (g,®; ) , then each of the controls u, will match the
intensity of the corresponding work /lk , 1. ., using electromechanical terminol-

ogy, u;, with this normalization corresponds to the action power W, . In addition,

the original system of equations (2) can be immediately normalized in accordance
with (36), which will in no way affect the form of phase trajectories correspond-

ing to certain types of action and the corresponding work vector g (x).

Thus, without loss of generality, we can assume that the right side of the sys-
tem of equations (2) is normalized in accordance with (34), and the control vector

u; corresponds to the power vector A ; - Therefore, any of the works can be cal-

culated both in the form of a curvilinear integral (33) and in the form of an inte-
gral over the time

|
A; = [u ().

fo

QUASI-STATIC CONTROL SYSTEM OF GENERAL VIEW

Let us consider an empirical approach to the construction of mathematical models
of quasi-static systems, given by families of phase trajectories L,,L,,...,L,, corre-

sponding to the impacts W,W,,...,W . Let L, it look like
fi(xlax29'--9xn):cl;

fz(xl,xZ,...,xn) = Cz,

a1 (5 X05005%,) = Gy,

of (n—1) -parametric family of lines in 7 -dimensional phase space. The set of

(37

constants C,C,,...,C,_, set a specific phase trajectory /, € L, , and a change in one

of the variables (for example, x,) determines all the coordinates of the points of
the selected phase trajectory as a result of solving system (37). Let’s associate the
change x, with some parameter ¢ € R', which can be taken as time. Then all x,
will also be functions of time due to equations (37). To find the vector field corre-
sponding to trajectories from L, , we differentiate (37) with respect to . As a re-
sult, we get
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Do Dy v 295 g

oxy : 0Ox, : x,
.................................................... (38)
I '1+—af”‘1 Xy ot =1Ly =0

ox 0x, X,

Complementing (38) with the equation
x,=1,

we obtain nxn a linear system of algebraic equations with respect to X,,X,,...,X, ,

the solution of which gives the vector field of the k -th action or the correspond-
ing system of differential equations

%z(pk(xl,xz,...,xn), k=1n. (39)

Thus, from a family of phase trajectories of some process (37) we can get a
quasi-static model of the same process, which has the structure of a system of dif-
ferential equations (39).

The transition to the environment of differential equations allows us to use a
wide arsenal of modern methods of control theory for solving all kinds of control
problems for technical systems.

REACHABILITY, CONTROLLABILITY, AND ENTROPY OF QUASI-STATIC
SYSTEMS

In the previous sections, the concepts of energy and work of various action were
formalized and substantiated, which made it possible to interpret quasi-static sys-
tems as controlled dynamic ones. One of the central concepts of control theory is
the concepts of reachability and controllability [16], which qualitatively charac-
terize the fundamental possibility of solving a control problem, i.e., the existence
of a certain control law that implements the transition between two reassigned
points of the phase space. Let us extend these concepts to controlled multidimen-
sional quasi-static processes.

If the system of actions on the TS is complete, i.e. m=n, then it is obvious
that it is always possible to choose such a sequence of actions that the phase tra-
jectory will pass through any predetermined point of the state space. So the whole
space R" is achievable, and the TS is fully controllable. In another limiting case,
when all controls except u, are identically equal to zero, i.e. m=1, the reachable

set is some isolated phase trajectory /, € L,, on which the represented point is

currently located, and the system becomes uncontrollable. Bellow the obtain a
criterion for the controllability of quasi-static systems for the general case
1<m<n, relying, as before, on the methods of equilibrium thermodynamics.

It is easy to see that the concept of controllability of quasi-static systems is
closely related to the concept of adiabatic inaccessibility introduced by
Carathéodory [11] when formulating the second law of thermodynamics. Accord-
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ing to Carathéodory, in the vicinity of an arbitrary state of the TS, there are adia-
batically inaccessible states. In other words, in the absence of thermal action, the
phase trajectories of the TS belong to some hypersurfaces, which are a one-
parameter family

fx)=c.

To curry out to the transition of the representative point from a hypersurface
f(x)=c¢ on a hypersurface f(x)=c, it is necessary to involve thermal action.
Carathéodory proved that in this case the differential form included in the inte-
gral (15) for the elementary amount of heat dQ is holonomic, i.e must have an
integrating factor y(x):

dQ = (q(x),dx) = y(x)(q(x),dx) = y(x)dS(x).

Function S(x), which remains constant in the absence of thermal interac-
tion, corresponds to the entropy of the TS. In [17], general criteria for the holon-
omy of differential Pfaffian forms are formulated.

Thus, the second law of thermodynamics in the formulation of Carathéodory
from the point of view of control theory is a criterion for the controllability of a
n—dimensional dynamical system of the form (1) under a »—1 control action.
Since this paper presents an abstract approach to equilibrium thermodynamics, the
authors consider it fundamental to extend the Carathéodory method to an arbitrary
number of control actions. In other words, below we will analyze the controllability
of dynamic systems of the form (1) with the m < (n—1) numbers of actions.

To solve the formulated problem, we study the structure of the set of phase
trajectories of solution of differential equations corresponding to 7 action

dx dx

—=0((X)yeec,— =0,,(x). 40

7 @ (x) 7 @ (¥) (40)
Regarding the set of phase trajectories of m systems (40), we assume that it

belongs to some invariant one-parameter manifold

S(x)=c, (41)

i.e. all points x(¢) of phase trajectories of the set of systems (32), satisfy the con-
dition
S(x(@)=c, Vte[0,0),

where the constant ¢ is determined from the initial condition

c=58(x(,)) .

In this case, the set of states, that do not satisfy condition (41) will be inac-
cessible for a given set of actions, and from the point of view of control theory,
such a system will be uncontrollable.

To find the surface S(x) we compose the system of differential equations in

partial derivatives, which it must satisfy

oS oS
(a,(pl (x)j = O,...,(a,(pm (x)j =0. (42)
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The system (42) the conditions of orthogonality for the gradient vector of the
function S(x) and for all vector fields that determined the TS trajectories for a
given structures of actions. Thus the problem of inaccessibility of a TS of an arbi-
trary set of actions is reduced to the analysis of the solvability of the system of
equations (42), which is the system of linear differential equations in partial de-
rivatives with respect to the function S(x).

The theory of linear partial differential equations is quite well developed and
contains a solution algorithm, including an analysis of the conditions for the exis-
tence of a solution [18]. This condition can be represented as

rank{(Pla(p27"'7(Pma[(pla(p2]ﬁ [V] "'[(pm—lﬁ(pm]7 [(pla[(p27(P3]] } <n, (43)

where [, ] is the commutator of the vector fields ¢ and Y.

oy op
[o,w]= 2 o

Thus, this fulfilment of the condition (43) indicates that there is an invariant
surface S(x)=c, to which all possible trajectories of the TS motion belong, i.e. (43)

is a criterion for the uncontrollability of the generalized thermodynamic system.

THE DISCUSSION OF THE RESULTS

The thermodynamic approach to mathematical modeling of multidimensional
quasi-static processes is generalized. The concepts of energy and work corre-
sponding to each of the feasible actions on the controlled system are introduced.
The conditions for the orthogonality of the vectors of the coefficients of the dif-
ferentials of work made it possible to formulate the law of conservation of energy,
similar to the first law of thermodynamics, in the most general form without in-
volving any physical laws.

The axiomatic approach to the formation of the 2nd law of thermodynamics
has been further developed as applied to multidimensional quasi-static systems.
The concept of controllability of a quasi-static system is introduced.

Conditions for the existence of an invariant set of states of a quasi-static sys-
tem are obtained for the number of actions less than the dimension of the system.
It is shown that the existence of an invariant set is equivalent to the criterion of
uncontrollability of a quasi-static system.
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Y3ATAJIBHEHHSA TEPMOJUHAMIYHOI'O IIAXO0AY 10 BATATOBUMIPHHUX
KBA3ICTATUYHUX MMPOLECIB / O.C. Kyuenko, C.B. Kosanenko, C.M. KosasieHko

AHOTaNis. 3alIPOIIOHOBAHO 1 OOTPYHTOBAHO METOJ] MaTEMAaTUYHOTO MOJICIIOBAHHS
0araTOBIMIpHUX KBa3iCTATHYHHX IPOIECIB, SKi € y3arajJbHEHHSIM KBa3iCTaTHYHHX
HPOIECiB PIBHOBAXHOI TepMOAUHaMiKd. OTPUMaHO y3arajbHEHHs I[epIIoro, a Ta-
KO JPyroro 3aKoHy TepMoJuHaMiku y ¢opmi Kapareomopi Ha 6araToBuUMipHi KBa-
3icTaTH4Hi npouecH. [nes y3aranpHeHHsT — 1no0yI0oBa OPTOTOHAJIBHOI CUCTEMHU
¢ yHKIiOHANIB, aHANOTIYHUX (QYHKI[IOHANTaM pOOOTH 1 TEIUIOTH KIACHYHOI TepMOIH-
HAMIKH Y3I0BXK ciMeil (a30BuX TpaekTOpii, 10 BiANOBIIAIOTH Pi3HUM BHIaM BILTH-
BiB Ha 6araToBUMIipHY KBasicTaTWuHy cucteMy. OGIpYHTOBAaHO IOJAHHS KBasicTa-
TUYHUX TIPOIECIB CHCTEMaMH 3BHYAWHUX MU(EpPEHLIATFHUX PIBHAHB, IO MICTIThH
KepyBaslbHI 3MiHHI. OTpUMaHi pe3ylbTaTH IO3BOJIAIOTH 3IYYNTH IIHPOKHUN apce-
HaJl METOJiB Teopil KepyBaHHS AMHAMIYHMMH CHCTEMaMH JIO PO3B’s3aHHS 3a1ad
KEpyBaHHs KBa3iCTATHYHHMH IIPOLIECAMH.

KiouoBi ciioBa: kBazicTaTuuHi MpoIecy, piBHOBa)KHA TEPMOJNHAMIKA, MaTeMaTU-
YHEe MOJEIIOBaHHs, po00Ta, CHEPrisl, KEPOBAHICTh, CHTPOIIIsL.
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ALGORITHMS OF STATISTICAL ANOMALIES CLEARING FOR
DATA SCIENCE APPLICATIONS

O. PYSARCHUK, D. BARAN, Yu. MIRONOV, I. PYSARCHUK

Abstract. The paper considers the nature of input data used by Data Science algo-
rithms of modern-day application domains. It then proposes three algorithms de-
signed to remove statistical anomalies from datasets as a part of the Data Science
pipeline. The main advantages of given algorithms are their relative simplicity and a
small number of configurable parameters. Parameters are determined by machine
learning with respect to the properties of input data. These algorithms are flexible
and have no strict dependency on the nature and origin of data. The efficiency of the
proposed approaches is verified with a modeling experiment conducted using algo-
rithms implemented in Python. The results are illustrated with plots built using raw
and processed datasets. The algorithms application is analyzed, and results are com-
pared.

Keywords: anomaly removal, anomaly detection, noise removal, statistical tech-
niques, data analysis, big data, data cleaning.

INTRODUCTION

The Data Science techniques and approaches are widely used to solve modern day
technical problems. One of frequent use-cases is implementing Back-End soft-
ware components for distributed CRM and ERP with intellectual features. A pos-
sible format of input data for such systems is Big Data arrays that could be inter-
preted as numeric statistical samples. This kind of data is used in a variety of
application domains, such as Commodity Trade and Risk Management systems,
automotive applications like automated driver assistants, Unmanned Aerial Vehi-
cle software, Computer Vision software responsible for raster-to-vector conver-
sion et cetera [1-6].

In solutions from the aforementioned application domains, the underlying
mathematical models are a priory known. Therefore, dataset processing is reduced
to mapping data features to model properties. This allows to determine the trend
line of a considered process both within observation range and beyond it (by
means of interpolation and extrapolations — retrospective and perspective progno-
ses) [2—4]. This paper suggests treating the process of analytical model configur-
ing as an unsupervised learning activity, since any solution of Artificial Intelli-
gence problem, in its first iteration, is implemented as a process of parameters
configuration with respect to input dataset [2—4]. Moreover, such models could be
associated with artificial intelligence technologies because of the aforementioned
and because of their prognosis features.

Statistical dataset processing is based on the hypothesis of accidental factors
model that result in input dataset bias. Statistical data are usually obtained through
experiments and sampling.
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The first stage of step-by-step statistical analysis includes a preparatory
stage — data research [2—4, 7]. Tasks of this stage include checking input Big
Data array for anomalies. Any value that has a significant difference from the
other dataset values could be treated as anomaly. Abnormal data is a result of
various miscalculations and malfunctions during the data sampling. Two major
types of anomalies are value skips and crude measurements. Both of these
anomaly types, if not handled during next stages, will result in distorted results of
statistical analysis. The distortions are represented with increased dispersion of
scoring and/or with bias of scoring result [2—4, 7]. Possible ways to address the
problem of distorted data are smoothing or evaluation.

In order to reduce influence of anomalies on further data processing, it is
necessary to detect abnormalities and to restore or remove abnormal values.
These actions could be translated to a tuple of stages that will represent the entire
process of clearing dataset from abnormal values [3, 4, 7-10].

Anomaly detection is based on their analyzing properties with respect to ab-
solute values, trend dynamics and statistical properties change [3, 4, 7, 9-10].

Related works. A significant amount of known approaches to anomaly
clearing has been considered [7, 8]. They possess a common flaw — it is necessary
to manually tune parameters with respect to input dataset and anomaly properties.
Moreover, the majority of them will result in NP problems when applied to Big
Data array. This makes their application impossible.

Therefore, the task of designing simple and efficient data clearing algorithms
for Data Science purposes remains relevant.

Goal. The goal of the paper is proposing precise, performant, efficient and
relatively simple algorithms for clearing datasets from anomalies.

Proposal. Experience of multiple IT proejcts related to Data Science allows
to formulate practical requirements to algorithms responsible for anomaly
detection and clearing. They include:

1. High efficiency of detection, integrity and adequacy of output, precise
values of dispersion and standard deviation.

2. Relatively low computing complexity, therefore high performance with
large datasets.

3. Automatic adjustment of parameters with respect to the input data
properties, or minimal amount of manual settings;

Three algorithms of anomaly detection and removal have been developed to
address these requirements.

Data preprocessing algorithm — the “sliding_wind” algorithm

The main idea of the algorithm is application of smoothing within a trivial sliding
window. Within the window, an arithmetic mean value is calculated. The size of
the sliding window is calculated in accordance to the demand of quasi-linear trend
that describes the change considered process withing the window.

Sliding wind algorithm stages:

1. Considering statistical sample X ={x;}, i =1...n as an input.
2. Formulating Nwin-dimensional sliding window.
3. Calculating an arithmetic mean:

j=1,..N,

win *
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4. Formulating a clean dataset X = {x;}, i=1..n by replacing elements of
X sample with arithmetic mean X;: x;_y,;, =*;, starting from the last entry

within sliding window.

5. Shifting the sliding window to the next dataset dimension to the right — to
i=i+].

6. Repeating steps 2—5 within input statistical sample i =1...n.

7. After processing the entire dataset, in order to adjust data within the first
sliding window, a subset N=2Nwin is created. After that, steps 2—5 are applied to
this subset, traversing it in reverse.

The advantages of sliding_ wind algorithm are its simplicity, minimum num-
ber of manual settings (only window size), potential for effective usage on data-
sets with fuzzy trend properties and anomalies and equal sizes of input and output.

It could be possible to include nonlinear estimation model for x; inside

sliding_wind algorithm, but it is inadvisable due to major increase in complexity.
This would especially affect Big Data inputs.

Results of modeling and efficiency estimation of sliding_wind algorithm.
For the modeling, a » = 10000 dataset has been considered. Quadratic trend and
normal distribution are present in the dataset. Normal distribution has expected
value of 0 and standard deviation oy =5.0. Abnormal entries are evenly
distributed within selection and constitute 10% of values. The model of trend and
stochastic components is additive. Computations are conducted using Python
implementation of algorithm [5, 6] using features of numpy and matplotlib
libraries.

Results of sliding_wind execution are provided in Fig. 1.
X={x,} X ={x;}

807

50 4
607 a0

40 304

204 204

101

0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000
a i=1..n b i=l..n

Fig. 1. Results of sliding_wind execution: a — input dataset, o, = 6.64; b — processed
dataset, oy =2.95

Fig. 1, a represents a plot built from input dataset X ={x;}, i =1,...,n with
normal noise and anomalies, as well as the trend line obtained via least squares
method [3, 4]. Standard deviation of input dataset with anomalies is Gy =6.64.

Fig. 1, b represents a plot built from dataset cleared from anomalies by means of
sliding wind algorithm. Standard deviation of such a dataset is o, =2.95. Com-

paring plots 1, @ and 1, b, as well as reduced value of standard deviation indicates
efficiency of the sliding wind algorithm.
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Algorithm of dataset statistic properties control — the “medium” algorithm

The main idea of the algorithm is detecting abnormal elements by determining
etalon parameters of dataset (expected value, standard deviation) without anoma-
lies and comparing them with initial statistical features. Detected anomalies are
replaced with arithmetic mean. Etalon and initial statistical features are derived
from datasets that formulate initial initial and current sliding windows respec-
tively.

Stages of medium algorithm:

1. Considering statistical sample X ={x;}, i=1,..n.

2. Within the first sliding window with size of Nwin dimensions, esti-

mation of etalon expected value, standard deviation and dispersion is con-
ducted:

1 Nwin Nwin

Detalon _
]ZI 7 Nwin — 1 Z (x

~etal
xiaon: '
Nwin

~ etalon a - :
6y =4D;, j=1.Nwin.

3. Formulating the next sliding window with size of Nwin dimensions is
conducted.

4. Determining expected value, dispersion and standard deviation for sliding
windows:

1 Nwin Nwin

. X D s i =1..Nwin.
Nwznz_:] J Nwmlz( A

.1'

5. If the following condition is true

0' > Q A etalon

(Q — weighting factor), then current j-th dimension, added to sliding window
is considered to be abnormal.
Abnormal j-th dimension is replaced with estimated expected value of cur-

rent sliding window x; = x; inside X ={x;} dataset.

J

If condition & ; > Qé‘}talon is false, then the X = {x;} dataset is not modified.

6. Repeating steps 3—5 within statistical sample of i =1...n.

7. The result of algorithm is dataset X = {X;}, i=1...n clear of anomalies.

The main advantages of suggested algorithm are simplicity of
implementation, statistical approach to determining abnormality of values,
immutability of dataset when no anomalies detected, keeping the same size of
dataset after processing.

One peculiarity of the algorithm is that etalon dataset should contain no
anomalies. Also, O weighting factor is determined proportionally to the size of
abnormality bias.

Results of modeling and efficiency estimation of medium algorithm.

Modeling conditions are the same as for sliding wind algorithm. Research results
are provided on Fig. 2, in equivalence to Fig. 1.
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X ={x}; X =1{x;}

80+
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a i=l.n b i=1l.n

Fig. 2. Results of medium algorithm execution: @ — input dataset o, = 6.64; b —
rocessed dataset ¢, =4.45

Comparing plots depicted at Fig. 2, a and 2, b, as well as standard deviation
reduction (G y =4.45) tells of medium algorithm efficiency.

Algorithm of control over dataset dynamic properties change — the LSM
algorithm

The idea of the algorithm is in detecting abnormal values by determining etalon
parameters of trend dynamic change speed, and comparing them to current prop-
erties using Least Squares Method. Etalon values of speed are calculated accord-
ing to input dataset, and current values — according to sliding window selections.
During comparison, the statistical estimation errors are respected.

LSM algorithm steps:

1. Considering input dataset X ={x;}, i=1..n.

2. Using polynomial model LSM, the etalon speed is calculated within
dataset:

Speed ™™™ = ¢, , with LSM polynomial T(x) = ¢, +¢;x +¢yx”> +...
3. Formulating sliding window with Nwin dimensions.

4. Determining current estimation of expected value, dispersion and standard
error for the sliding windows:

¥ ! Nﬁn D ! an(A )2, 6, =yD;, j=1..Nwin
X. = - x.’ :.— X:—X: , .= i =1... .
! Nwin = 77T Nwin-1 = I / /

5. Determining controlled parameters for abnormality that are scaled up to
size of the datasets with scores and respecting dimension errors:

Ind 1= ‘Speede talon._fpy ‘ , Ind 2= ‘ Q-G - Speed talon [ Nwin

(Q — setting weighting factor).

b

6. If condition is true
Ind 2 >1Ind 1,

then current j-th dimension added to sliding window is treated as anomaly.
Abnormal j -th dimension is replaced with LSM score x; =T(x=x%;) inside
dataset X = {x;}.

If condition Ind 2 > Ind 1 is false, X ={x;} dataset remains immutable.
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6. Repeating steps 3—5 within input dataset i =1...n.
7. The result of algorithm is dataset X = {x;}, i=1...n clear of anomalies.

The main advantages of suggested algorithm are simplicity of implementa-
tion, dynamic criteria of abnormality, modification of abnormal elements only,
same size of input and result datasets.

One peculiarity of algorithm is that it does not require parameter control
when determining etalon values; the weighting factor Q is determined propor-
tionally to the size of abnormality bias.

Results of modeling and efficiency estimation of LSM algorithm. Model-
ing conditions are the same as for sliding wind algorithm. Results are depicted at
Fig. 3. Equivalent to Fig. 1.

X ={x;} X ={x;}

80

60 -
60 50 -
0 -
40 1

30 4
20 204
10 4
o

~10

-40 204
4] 2000 4000 6000 8000 10000 4] 2000 4000 6000 8000 10000

a i=l.n b i=l.n

Fig. 3. Results on MNK algorithm execution:  — raw dataset ¢, = 6.64; b — processed
dataset o =4.71

Comparison of plots depicted at Fig. 3, a and 3, b, as well decreasing stan-
dard deviation (o y =4.7) illustrates algorithm efficienccy.

Generalized statistical properties and reduction of bias with three proposed
algorithms are depicted at table.

Generalized statistical properties of three proposed algorithms
Raw data with abnormalities sliding_wind medium MNK

Data from table demonstrate that sliding wind algorithm is the most suc-
cessful precision-wise — it has the least standard deviation. This algorithm is also
the most productive and has no need for configuration. However, it may be
unapplicable to dynamic strongly nonlinear processes — its usage may result in
biases. Medium and MNK algorithms are the opposites to sliding wind. In order
to choose specific algorithm, dataset properties and anomaly features (such as
margin of error or the nature of the trend model) have to be considered.
Comparing proposed methods with more sophisticated alternatives gave no
results, since using data of equivalent complexity (N=10000) yielded no results
from these alternatives in sensible time.

Conclusions. The proposed algorithms are not expensive to implement, they
do not require major manual tuning and show acceptable precision and
performance for Big Data arrays processing.
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AJTOPUTMH OUYMINEHHSA CTATUCTHUYHOI BUBIPKH BIJ AHOMAJIIA
JJIA 3AJJAY DATA SCIENCE / 0O.0. Ilucapuyk, J.P. bapan, IO.I'. MipoHoB,
[.O. Iucapuyx

AHoTauisi. Po3risiHyTo NpUpoay JaHMX, 110 BUKOPUCTOBYIOTBCS B 33jlayax cydac-
HUX NPUKJIAJHUX oOnacTei. 3amporoHOBaHO JEKiJIbKa aJlTOPUTMIB OYMILEHHS CTa-
THUCTHYHOI BUOIpKH BiJ aHOMaJIii B KOoHBeepi 3a1a4d Data Science. Bixznakoro ta me-
peBarol0 3ampONOHOBAHMX AITOPUTMIB € IX BIIHOCHA MPOCTOTa Ta OOMEKeHa
KiJIbKICTh MapaMeTpiB HAJALITYBaHb, 10 BU3HAYAIOTHCS 32 TEXHOJIOTISIMA HaBYaHHS
BIATIOBIHO 10 BJIACTUBOCTEH BXIJHUX CTATHCTUYHHX IAHHUX. 3alpOIIOHOBaHI aJro-
PUTMH € JTOCTATHBO THYYKHMH y BUKOPHCTaHHI 1 HE 3aJIeXaTh Bill MPUPOIH Ta IO-
XO[DKCHHS aHUX. Pe3ynbTaTé MOJENBHOr0 eKCIEPUMEHTY 3allPONOHOBAHUX IiJXO0-
IiB y BUDIAAi ckpunTiB Mool Python Ta 6a3oBux OibmioTexk moBenu ix
edeKTuBHICTE. Pe3ynpTaTn npoimoctpoBano rpadikamu, H00yJOBaHUMHU 3 BUKOPH-
CTaHHSM [I0YaTKOBUX JIaHUX Ta AAHMUX, IO 3MIHEHI 3a JONOMOTO0 3aIIpONIOHOBAHUX
ITOPUTMIB. 3aCTOCYBaHHS aJITOPUTMIB IPOAHAII30BAaHO Ta MOPIBHSIHO Pe3yJIbTAaTH
BUKOHAHHS aJIrOPHTMIB.

Kawu4oBi ciioBa: ounieHHs BiJl aHOMAail, BUSBICHHS aHOMAJii, BUJAICHHS IIy-
My, CTATHCTHYHI METO/IH, aHAITI3 JaHUX, BEJIHKI JaHi, OYUIICHHS JaHUX.
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Abstract. Customers are now more able to purchase goods over the phone or the
Internet, and the ability for those purchases to be delivered safely to the customer’s
location is proliferating. On-request meal delivery, where customers submit their
food orders online, and riders deliver them, is growing in popularity. The cutting-
edge urban food application necessitates incredibly efficient and adaptable continu-
ous delivery administrations toward quick delivery with the shortest route. However,
signing up enough food parcels and training them to use such food-seeking frame-
works is challenging. This article describes a publicly supported web-based food de-
livery system. IoT (Internet of Things) and 3G, 4G, or 5G developments can attract
public riders to act as publicly sponsored riders delivering meals using shared bikes
or electric vehicles. The publicly funded riders are gradually distributed among several
food suppliers for food delivery. This investigation promotes an online food order-
ing system and uses K-Nearest Neighbor calculations to address the Traveling
Salesman Problem (TSP) in directing progress. The framework also uses the Global
Positioning System (GPS) on Android-compatible mobile devices and the TOM-
TOM Routing API to obtain coordinates for planning purposes. To evaluate the
presentation of the proposed approach, recreated limited scope and certifiable enor-
mous scope on-request food delivery occurrences are used. Compared to the conven-
tional methodology, the proposed strategy reduces the delay time. Each rider will re-
ceive the most direct route to the order delivery address. The delivery delay time is
reduced by approximately 10—15 minutes for every order. The food supplier can de-
termine whether an item is available to the rider; thus, the food supplier can add an
order to the rider having the shortest way.

Keywords: crowd-sourcing, hybrid optimization on-demand food-delivery,
k-nearest neighbor algorithm (KNN), route optimization, traditional search (ts), ur-
ban logistic.

INTRODUCTION

The development of mobile Internet over the past few decades has made it possible
to use smartphones for online ordering and delivery (like Domino's deliveries).
By enhancing client happiness, a service provider can grow their customer base
[1]. To make it better, you'll have a food ordering system that enables consumers
to purchase products without physically going to the store, but also possibly using
a phone or the internet, and after delivering them safely and in good condition to
the specific customer's home. Users of the OCD service should place online or-
ders for delivery of takeout food from crowd-sourced riders.

© Pradip M. Paithane, Sarita Jibhau Wagh, Sangeeta N. Kakarwal, 2023
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OCD framework enables food supply shops to accept food orders booked by
customers through their computers or smartphones and then prepare personalized
food and drinks[2]. With the help of on-demand couriers, customers of small ca-
tering businesses and food businesses can receive omnipresent scalable and af-
fordable food service.

Deliveries make sure that the appropriate consumers receive the requested
meal as quickly as feasible. The online-food in a sector where numerous small
food suppliers often enter and exit. For these little food merchants, hiring a fleet
of shipment boys would be quite expensive [3]. Additionally, because catering
orders vary, it is challenging to modify the delivery team accordingly. However,
some customers may be impatient and unable to wait many days for their food [4].

This suggested framework has encouraged a creative publically supported
strategy framework to deliver parcels using already-existing taxicabs, hence re-
ducing the task's time cost. This pioneering study demonstrated the viability of
public funding in the last-mile transportation sector [5]. Food delivery is contin-
gent on public support when requested. An online business known as "crowd-
sourced delivery" for food is made up of riders, restaurants, customers, and pub-
licly backed cargo[6]. Customers can order meals from catering shops via Food-
Net. Cooking establishments accept customer orders to produce personalized food
packages that are subsequently delivered by volunteers in place of the cafés' de-
livery personnel. The publicly supported riders register with the Online Crowd
Sourced Delivery system, accept their assigned delivery commitments, visit the
cafés, purchase the food packages, and deliver them to the relevant customers [7].

The food cloud attracts members of society at large to travel as delivery riders.
Such crowded drivers can complete delivery tasks using shared bikes or electric
motor bicycles using loT and 3G, 4G, and 5G advancements[8]. In this way, the
recently created online crowd-sourced delivery system can adapt to meet
changing client requests [9]. The online crowd-sourced delivery method can re-
duce the cost of hiring delivery staff, in the opinion of the food suppliers[10]. The
OCD method will aid vulnerable people, alleviate traffic congestion, and reduce
emissions from fossil fuels. To reduce the absolute trip expense and delivery de-
lay, a numerical model of the widely accepted delivery issue is developed [11].
The planning system makes use of Google Maps, an innovation of the Global Po-
sitioning System (GPS) [12]. By using one of the TSP solutions, heuristics calcu-
lation, the framework may speed up the delivery direction cycle. The matching of
riders and suppliers is done via an expense-based coordination formula. Every
rider's and supplier's respective moving costs are calculated. The problem is
solved using a crossover meta-heuristic calculation that combines the Tabu
Search and Adaptive Large Neighborhood Search methodologies for flexible
large-area searches. Systems in Shenzhen that are both copied and truly demon-
strate the validity, effectiveness, and distinctive advancement structure of the sys-
tem that is being presented.

MOTIVATION

Today's unemployment is a growing issue, and this approach is suggested as a
solution. The delivery wait time is longer than with more modern route optimiza-
tion techniques. According to reports, it will lessen traffic problems during the
delivery. To satisfy customer demands for prompt and accessible meal delivery
[13]. A quick and comparatively simple way to get lunch delivered on demand
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and on the same day. Since not every restaurant can afford to pay someone to de-
liver food, this approach will also solve that issue. A crowdsourced online deliv-
ery method that organizes between restaurants, clients, and crowdsourced riders
can travel to the food supplier using this system while minimizing their overall
travel costs and optimizing their route [10]. To distribute food delivery jobs and
create high-quality delivery training in real-time. Overcome both the carbon emis-
sions that result from transportation congestion. The on-demand food vendor is
provided with a crowdsourced shipping method. Food delivery services that are
quick to deliver food are essential, as demonstrated by the meals on call for the
transport industry. Through an online dynamic optimization framework [14], the
time options of the customers and crowd-sourced riders are addressed. The
neighbor customer order details and the quickest route are managed using the
K-Nearest Neighbor algorithm in this study. Following each food delivery, the
rider and supplier can calculate the shortest route and closest location for the food
order because they are exchanging information with one another.

METHODOLOGY

We conducted the research, and the authors followed a set of processes to deter-
mine the optimal path for the rider to deliver the food on time.

In each step, the activities are:

1. Observe the business process of different meal delivery services in the lo-
cal area near the city. The proposed On-Demand Food Delivery via Online
Crowdsourced in this study is based on these observed business processes.

2. Study of GPS technology to gain information, data, and expertise for the
system's development. The developed application in this study makes use of
Android handsets’ GPS capability.

3. Examine the Tom-Tom API. This procedure seeks to investigate the char-
acteristics and capabilities of Tom-Tom API for Maps. The research makes use of
the internet and university library resources.

4. The author conducts analysis using the results of phases (1), (2), and (3) to
create comprehensive knowledge for designing the system.

5. The author designs the system in the design phase utilizing the informa-
tion gathered during the analysis phase. The blueprint for the created system is
provided in this phase.

6. The application is developed utilizing the specified technology and tools
during the implementation phase.

7. A testing phase is initiated to confirm the application’s functionalities,
during which the program is tested using many test cases

Food Ordering System via Online Crowdsourcing

Figure 1 depicts the architecture of the created online food ordering system. The
main applications of the food ordering system are:

On-Demand Online Crowdsourcing application on the web. A rider has ac-
cess to this application and can deliver orders after logging in. For the admin, this
app is used to log in a rider who has placed an online purchase, input the order
into the program, and create information about the outlet that will handle the re-
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quest and the route that Delivery Staff should follow. The application is also used
by the administrator to receive orders and prepare food. Customers can also use
this web-based tool to check the status of their orders.

Food Providers

—— W,
- s

W -
Wse.3

Customers

4 Deliver Food

Y

¥

*

Shared Motorbikes

o~

2. Accept Orders

riders

Fy

Log infout !

. e

Food Colud

Fig. 1. The Crowdsourced on-demand Food Delivery System

K-Nearest Neighbor Algorithm for Routing Optimization

Steps:
Algorithm 1: K-Nearest Neighbor Algorithm
Input: I: The order set, J: The provider set, K: The rider set, Cop : Travel

Cost, T, ,: Travel Time, i: order, a =placed by provider

88

Output: The initial routes K

00 N N L B WN

Ne)

: ibest =a
10. end if
11.
12.
13.
14.

D« Dui
end for
end for

. sort_orders(I)
. inserted node set D = empty
.forall ieldo

. fmin o, ibest =-1

.forall ae D Do

. initialize route for a : k < (a)

LAf f;, > insert _cost(a,i) and Q) < q; Then

. fuoin =insert _cost(a,i)

insert_node (iy,,,7)

crowdsourced

e

3_Assign Delivery

ase®

G

Routes

1.0rder by computer or

smartphones

The below algorithm is used for demand match between rider and provider
for a new shortest path for the next location address.
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Algorithm 2: Rider Provider Matching

Input: J: The provider set, K: the rider set
Output: The initial routes k(p)

C,; < calculate _travel _cost(K,J), forall K and all J

2. Store step 1 cost in a queue L,
3. Initialize rider status for route: s, = false

4. Initialize current total load of route: ¢; =0
5. forall ¢;; e Ldo
6. if s, =falseand ¢, +¢, <0, then apply K-Nearest Neighbor algorithm

7. 5, = True, ¢ =¢q,

Above equation is used for update shortest path with rider data.
8. update the rider’s provider: k ;= j

9.end if
10. end for
The Q; is total number of provider orders. The above algorithm is used for

the determination of the shortest path for new orders as per the current status of
the order and the location of a rider.

The Rider Provider Matching algorithm is working on the total calculated
travel cost and a queue of riders available for the same route. In the first step, the
initial route will be calculated as per the travelsellsman algorithm. In the second
step, collect the status of all riders and the status of available food items in the
basket. The new cost of distance will be calculated from the current status of rid-
ers. The proposed algorithm is used to get an updated route with the help of step
number 7 and 10.

o €I o D

A

\ Category B \ Category B

New data point New data point

K-NN assigned to
Category 1

Category A > Category A >

(. (xJ

Fig. 2. K-Nearest Neighbor Graph

The output of this algorithm is the sequence of steps as the TSP solution.
A simple web-based application was developed to test the heuristic algorithm for
routing optimization. This testing application also utilizes TOM-TOM API for
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Map [15]. In this application, the user can input several locations/addresses, and
then Maps API will return the coordinate of those locations [16]. This function
can be seen in Fig. 3, which shows an example of the optimized route for four
addresses. In this application, point 1 is the initial and end point. The table with
blue cells contains the data about the distance between two points that are gener-
ated using Google Maps API. Meanwhile, the table with red and yellow cells con-

tains the solution for optimized routes [17].

Address:

‘ ‘ Add destination

Tandulwad

Center of Operations /

Govt Medical Rui
Headquarter College & Hospital
Sahyog Society, Baramati VP College
akarma Society
Surynagari
SahyOg SOC[ETY @ 1982 - 2022 TomTom

DELIVERIES
| Clear Delivery List | Fastest Route Shortest Route

(hag)(1)(2)(3)(hq) (ha)(1)(2)X(3) hqg)

Route is 12.96 Km and will arrive Route is 12.96 Km and will arrive

in 00:46:37 in 00:46:37

1. Sai Nagar, Baramati 413102, Maharashtra

2. Baramati MIDC Area, Baramati 413133,
Maharashtra

3. Tandulwadi, B 413102, Mak

Fig. 3. Shortest Route for Food Delivery

As the Customer and Admin want to know the real-time location of the
Rider for tracking purposes as shown in Fig. 4.
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ATt FRTHAT
© b Subhadra Mall@ >
] 'f, O @ Hotel City Inn
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Muktai Lawns@ SRR
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Fig. 4. Location of Rider
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Mathematical Model
F=B Y > > xky*cup+By 2 max (0,1, —15). (1)

keK acA beAd ael

The objective of OCD is the weighted travel cost and delivery delay, as
shown in Eq. 1, where Bl, B2 €[0,1] are weight parameters, a,b — source deliv-

ery and destination delivery location respectively, & — rider’s index, Tak — ar-

e

- — arrival time of rider from node a

rival time of rider for delivery at node a , ¢
to provider location e, e- provider location, C,, — weighted traffic cost from a

to b delivery station
> Sk =1 Vbel, 2)

acluJ keK
where I-the set of users, b-next destination location, x-travelling distance cost, J:
The provider set, K: the rider set
Z fofb:l Vael, 3)
beluJ keK

The certain restrictions defined in Eq. 2 and Eq. 3 require that all accepted
user orders must be provided and delivered.

Sk, = Yk, Vbel, VkeK. @)
acluJ acluJ

Eq. 4 requires a crowd-sourced rider to leave a user's location after delivering
that user's delivery order.

T'+t,=T'<x, =1 Vael. 5)

Eq. 5 states that the arrival time at user “b” is equal to the arrival time at the
previous user “a” plus the travel time from node “a” to node “b”, ¢, . Note that

the travel time 7,, can be updated using dynamic transportation analysis tech-

niques, “x. is travelling distance cost by k rider from “a” to “b”.

g Y xb =1 Vikek. (6)
bel
Eq. 6 ensures that the total amount delivered by crowd-sourced rider R does
not exceed its capacity g.

xk {0} Ya,belUJ, VkeK. (7)

Eq. 7 defines the decision-variables.

In the above diagram, the K-Nearest Neighbor algorithm is used for the iden-
tification of the shortest path for the initial stage as well as the new order launch
in the system. After improving the shortest path, the system is going to check the
availability of riders for the next delivery order location and transfers or updated
route share with an available rider. The K-Nearest Neighbor algorithm is focusing
on neighbor values with the help of distance values. The closer neighbor distance
value is performing a vital role in the identification of the shortest path route
only [18].
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Food Orderi 1 \idl’j/ide_rs ﬂ Cror\;(/i%sr(;l}gc_ed\} Traffic Netw_orﬂ
Solution

b

Improved the Shortest Path
Solution using KNN Algorithm
with Neighgbour

v

Check the Riders information
with Food Item Data

IfRiders Available ==
\\\ /

Fig. 5. Shortest Path Identification

EXPERIMENTAL RESULT

Result Analysis for Online Crowd-sourced Delivery vs. Traditional
Approach

The proposed method is compared with a traditional method. The traditional
method is used for food delivery with additional time for searching for the correct
destination. In the OCD method, riders are getting updated information on their
destination with location and delay time[19]. Based on the above information,
Rider can transfer the same order to the nearest rider for delivery of the order so
the waiting period is reduced.

The real-world OCD dataset consists of 10 instances from Baramati, Pune.
The dataset covers the central business area as well citywide area of Baramati.
Each instance consists of 435-1250 orders along with a set of providers and
crowdsourced riders. The customers’ preferred delivery times span the lunch pe-
riod, from 11:00 AM to 2:00 PM, and another slot from 6.00 PM to 9.00 PM.

The travel speed is set to the average of the speeds of a bicycle and a motor-
cycle. The population of Baramati city is near about 200.000 and many people
from Baramati MIDC are using food delivery applications for fast delivery.
Heavy traffic and a limited number of a rider are major constraints to delivering
food items at a scheduled time. The proposed system overcomes this drawback
with updated delivery address information and updated rider details[20].

The presented dynamic crowdsourced food delivery framework was imple-
mented in Python. The experiment was conducted on a personal computer
equipped with an Intel(R) Core(TM) 17-4790 CPU @3.60 GHz and 16 GB of
RAM. Two baseline algorithms were employed to solve the OCD instances for
comparison with the presented hybrid solution method. The computing time for
CPLEX was limited to 7200 seconds. The second algorithm used for comparison
was the normal TS metaheuristic implemented in Python [21].
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Table 1. Detail Comparison of Proposed Method with Traditional Method

%% T = g = £ T g e)
= =~ EZ2E |E =
55 L || £ 322 f5sd £i £LEE
=] i =] Q2| & -1 Q9B == WS | wEE
Sr.No > » ® e E SE23 5285 &8 |22
22 =g 5| 8| 885 SsE:8| £ £E382
ope = AF-EE-3-x é%“s SEZ F £%
£ Rf 4 g3 z T2
1 Rui Hospital | R1 | 8 4 4 2 6
2 Saily Tandulwadi | R2 | 10 12 18 4 8
3 Nagar | Muktai Lawns | R3 | 6 3 13 3 9
4 Reliance Mart | R1 | 12 20 25 5 12
5 Vid i | Rl | 11 18 22 7 20
Vivekanad : yanagar.1
6 Nagar Suryanagari | R2 | 5 3 8 2 4
7 Shriram Nagar | R2 | 12 5 5 4 22
Baramati
8 Bus Stand R1 | 13 3 3 5 8
g | Kasaba " yijeooan | R3 | 8 10 10 3 16
10 Desai Estate | R1 | 18 5 5 2 19

Table 2. Performance analysis of OCD with the tradition method according to
distance and time parameter

. Distance Travel . Time
Sr.No|[DSANCE by Traditional [:Xt2 | L€ | Travel(Min) | Delay(min)
Way Traditional Way
1 3.7 3.7 0 0+8 8 0
2 4 5+4 5 0+10 13+10 13
3 2.9 4.8+2.9 4.8 R1=8+6 9+6 9
4 6.2 1.2+6.2 1.2 R3=0+11 4+11 4
5 1.1 5.1+1.1 5.1 R2=10+5 12+5 12
Total| 17.9 34 16.1 58 78 38
Comparision between OCD and Traditional Method using Distance
1 — OCD Distance; 2 — Traditional Distance
=
<
2 S <
a - - o
1 2 i 2 ] )
~
Location 1 Location 2 Location 3 Location 4 Location 5

Delivery Location
Fig. 6. Comparison between OCD and Traditional Method for Food delivery
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Comparison between OCD and Traditional Method using

Distance
9
‘ =
=
=4 =
3
£ -
— o ~—
[e2) @
1 2 ] 2 1 2 1 2 ] 2
Location 1 Location 2 Location 3 Location 4 Location 5
Location

1 JCD Method Time 2 Traditional Method Time

Fig. 7. Comparison between OCD and Traditional Method for Food delivery using Time
Parameter

o A key feature of the proposed OCD method is that crowd-sourced riders
are not tied to a single supplier, unlike the traditional approach, and can move
between food suppliers. By limiting each passenger to a single vendor, the system
simulated traditional food delivery logistics and compared the results.

o Crowd-Sourced food delivery goes beyond traditional logistics. As riders
are spread across food vendors, which results in a reduction in median-total-
travel-distance, and at the same time, the median total delivery delay is improved.

Above Table 3 depicted the detail comparison of traditional and K-Nearest
Neighbor approach performance using time, distance and delay parameter.

Table 3. Performance Analysis of the Traditional Approach and KNN approach

Loca- | Rider Tralc}itional A[I))proachD 1 ]ISNN Applgqach -
tion | No | Obj | (yin) (Klri[) iy | 03 | (Miny (Klri[) (Min)
L1 R1 | 32.52 8 4 6 30.21 2 4 2
L2 R2 | 56.24 10 12 8 54.34 4 3 4
L3 R3 | 51.33 6 3 9 48.53 3 1 3
L4 R1 | 68.22 12 20 12 ]65.20 5 12 5
L5 R1 28.4 11 18 20 | 25.64 7 12 7
L6 R2 |49.25 5 3 4 46.35 2 1 2
L7 R2 | 65.33 12 5 22 | 62.53 4 2 4
L8 R1 | 74.44 13 3 8 72.47 5 1 5
L9 R3 | 67.22 8 10 16 | 64.24 3 2 3
L10 | RI 334 18 5 19 324 2 1 2

Average 52.64 | 10.3 8.3 12.4 | 50.20 3.7 39 3.7
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Comparision Between Traditional Approach and K:
Nearest Neighbor Approach

B Time M Distance M Delay
14
12
10

S Oy

N

Traditional KNN

Fig. 8. Comparison between Traditional Approach and K-Nearest Neighbor Approachs

The K-Nearest Neighbor approach is reduced the time, delay and distance
value for online food delivery process.

In above Fig. 9, the food delivery process is performed by the traditional
method among all food suppliers. In this 3 food suppliers, 3 riders, and 6 cus-
tomer locations are mentioned. The red line indicates the route path of rider 1 for
provider A, the green line indicates the route of rider 2 for provider B and the blue
line indicates the route path of rider 3 for provider C. Traditionally, the total 78
distance is covered by providers with 38 min minimum delay delivery time. The
shortest path is not identified by Google Maps for the same process so an addi-
tional delay has been added to this method. Google map fails to detect the next
order location with the shortest path because of the unavailability of food and
other rider location data.

The proposed OCD system consists of information available for food item
information, nearest neighbor rider information, and updated order with shortest
path information. The proposed OCD method reduced the delivery delay time and
identified the shortest path for the next order location.

From Fig. 9 and Fig. 10, we can claim that the KNN method is reduced the
distance for food delivery location.

In Fig. 9, the traditional search algorithm has been used and the total dis-
tance covered by Rider is near about 56 km in figure 10, the K-Nearest Neighbor
approach has been used and the total distance covered by the rider is 33 km
only.
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User Characteristics and Main Functions

The following are the major functions of the delivery system:

1. The registration of customers. This allows customers to save personal in-
formation for future orders. Customers must also register before they can place an
order in the system.

2. The ability to delegate outlets. This function selects the most appropriate
outlet to handle the order. The distance between the outlet and the customer's ad-
dress is taken into account.

3. Create a delivery address routing that is optimum. The system generates
optimized routing to provide detailed information about the sequence of delivery
routes.

4. Management of orders. Order management allows the restaurant's workers
to get order information and track the progress of each step.

5. Verification of order status. This feature allows customers to keep track of
the status of their orders.

6. Order closure is a feature that allows you to close an order. This function
is used to close an order by changing the order's status to "handled" and reporting
the payment.

Aside from that, the application should be able to configure the following:

1. The outlet's address and exact coordinates.

2. An outlet's opening and closing times. This setting ensures that the order
is handled by the only accessible outlet.

3. A delivery fee is a sum of money that the customer must pay to receive
delivery service. This fee will be applied to the order bill automatically.

4. A food menu from which the customer can order.

5. The number of vehicles and delivery personnel available.

Web Service

A web service mediates data transmission between web-based applications. Users
can obtain order information generated by the web-based application through the
web service. The web services additionally provide a function that allows the
Rider to update his current location.

The development tools for developing Online Crowd-Sourced Food Delivery
can be seen in Table 4.

Table 4 Development Tools

USER ACTIVITIES
Platform Microsoft Windows
Application Server XAMP Server ,MySQL Server
IDE Sublime Text
Technology Web Service, CSS, Apache HTTP Server
Database MySQL
Programming Languages PHP, Java, Javascript, HTML
API TOM TOM
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After coding the application, the screenshot of the web-based food ordering
system homepage can be seen in Fig. 11

F 00 d D e l ive Y HOME ABOUT | CONTACT . LOGIN AS élu:msmns

Crowd*Sourced
Foad
Deliveny

WA are nothing but bringing smiles lo pecple's
heir naeds. |isihe be=t
Huil eantral of inventory due [o the convenience of lood

Fig. 11. Screenshot of the web-based food ordering system

CONCLUSION

This study suggested and created a web-based application for On-Demand Food
Ordering using Online Crowdsourcing. In this research work, the utilization of
riders with proper order delivery is performed. The traditional shortest method
takes more time to deliver an order as compared to the OCD method. The OCD
method minimizes the delay time and identifies the shortest path with the help of
available Rider information. In future research, the author advises including more
variables in the route optimization process, such as vehicle type, food package
size, holiday season, Delivery Service’s driver license type, and the maximum
capacity of a vehicle type. These additional factors will increase the routing opti-
mization's complexity.
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OIITUMI3BAILLISL MAP]_[I“PYTHOi JUCTAHIII 3 BAKOPUCTAHHAM AJITOPUTMY
K-NN IJIs1 JOCTABKMU I’KI HA BUMOT'Y / Tlpanin M. Ilaiitane, Capita /[xi6xay Bar, Can-
rita H. Kakapsan

AHortanisi. CbOroiHi MOXKJIHBICTh KITI€HTIB KyIlyBaTH TOBapu B IHTepHeTi 4u mo
TenedoHy i Oe3MeyHO TPaHCHOPTYBATH 1O MICI PO3TAIlyBaHHA KII€HTA IIBUAKO
3poctae. CTae MOMMUPEHOIO MOCIyTra JOCTABKH 1XKi 3a 3aUTOM, KOJH KII€HTH PO3-
MILIYIOTh 3alUTH Ha DKy B IHTEpHETI, a acaKupH mepeaaroTs 1i 3aMoBieHHs. Ho-
BE 3aCTOCYBaHHs CTOJIMYHUX Xap4OBHX HPOJAYKTIB BUMAarae MpoJAyKTHBHHX 1 yHi-
BepCcaJbHUX Oe3MepepBHUX aAMiHICTpamiii TpaHCIOPTYBaHHS U  IIBHUIKOI
JOCTaBKM HalkopoTmmM HuisxoM. CKIIagHO 3apeecTpyBaTH JOCTATHIO KiJIBKICTbH
MakeTiB TKi Ta HABYMTH iX MPAIOBATH 3 TAKMMH CTPYKTypaMu 3amuTy Dki. Y i
poboTi NojaHo 3arajJbHOAOCTYIHUI BEO-IIAXiA 0 TPAHCIOPTYBaHHS DKIi 3a 3armu-
tom. VY cmiBmpaui 3 IOT (IarepueTt peueit) i nocsaraennsamu 3G, 4G abo 5G rpoman-
CBKi TOHIIUKA MOXYTh OYTH 3aJIydeHi A0 MOJOPOKEH K TPOMaChKi TOHIIUKH, SKi
MEPEBO3SITh Ky 3a JOMOMOTOI0 CIUTPHHX BEJIIOCHIENIB abo enekrpomoOimiB. Ilin-
TPUMyBaHI IPOMAJCHKICTIO paiJiepy IMOCTYIOBO PO3HOAUIIOTECS MK PI3HHMH IIO-
CTavyalbHUKaMHM DKi U1 ii TpaHCTIOPTYBaHHS. Y JOCHIIKEHHI CTBOPEHO CHUCTEMY 3a-
nuTiB Ha DKy B IHTepHeri Ta 3acrocoBaHo oOumcnenHs KNN mwis BupimeHHs
npobiemu komiBosbkepa (TSP). Ilnardopma 101aTKOBO BUKOPHUCTOBYE TEXHOJOTIO
rinobansHol cuctemu no3uuionyBanHs (GPS) y MOGIIBHUX MPUCTPOSX, LIO MiATPH-
MyroTh Android, i BukopuctoBye API mapmpyTtuzanii TOM-TOM st koopauHAT
JUISL TTaHyBaHHS PO3TalllyBaHHs. JIIsl OL[HIOBAaHHS 3allpPONOHOBAHOIO MiJXOLy BH-
KOPHCTOBYIOTECS BIATBOPEHI IO 0OMEXEHOro 00Csry Ta CepTU(IKOBAHOTO BEIH-
KOro o0csry 3a 3anuToM. Takuii Imixix 3MeHIIye Yac 3aTpIMKH 1ocTaBku (1o 10-15 xB).
KoxeH macakup OTpHMae OHOBJIEHE MicCIle NPH3HAYCHHs JOCTaBKHM 3aMOBJICHHS
HaWKOPOTUIMM MapipyToM. [TocTadyanbHUK NPOAYKTIB XapuyBaHHSI MOXE OTPUMATH
CTaTyC Xap4oBOro MPOAYKTY, JOCTYIIHOIO Ha paizaepi.

KunrodoBi cioBa: kpayncopcusr, ribpuaHa onTHMi3amis, JocTaBKa DKi Ha BEMOTY,
ITOPUTM k-HaHOIIKYMX CyCIIiB, ONTHMI3alis MapHIpyTy, TpaIULiiiHUHA IOMIyK,
MiCbKa JIOTICTHKA.
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MOJIUPIKAIISI MEPEXK IETPI 3 AHTUCHITALIIEIO
IO NMO3uIIi

B.M. CTATKEBNY

AHoTauisi. 3anponoHoBano monudikario mepexi [leTpi 3 ypaxyBaHHIM CHIBHOL
aHTHCcUMALil mo mo3uiii. Po3mmpenHs peasizoBaHO 3a AOMOMOTOIO BBEACHHS B Ipa-
BUJIO 3aIyCKy HEpeXo1y HOBOTO JOJAaHKA, SKUH MiCTUTh LITOYHCIOBY (YHKLIO Bil
HOBOI KUTBKOCTI (iIIOK y mo3uiii. 3HaliAeHO BaXJIMBI BiAMIHHOCTI Bil KJIaCHYHUX
mepex Ilerpi, Hanpukiaj, MHOXKMHA MapKyBaHb, TOCS)KHHUX 3 IIOTOYHOTO MapKy-
BaHHs 3aIlyCKOM JI03BOJICHOTO IIEPEX0/y, MOXKe OYTH SIK MOPOXKHBOIO, TaK 1 MICTHTH
Oinblie OJHOTO MapKyBaHHs. PO3rsiHyTO MUTaHHS MO0y 0BH rpady ITOCSHKHOCTI Ta
JiepeBa MOKPHUTTS. YKa3aHO YMOBH, 3a SKHX JEPEBO MOKPUTTS iCHYE, a JUisl HOro Io-
OyIOBH 3alpOIIOHOBAHO ANTOPUTM, SKHH y3arajbHIOE BiJIOMHH KIACHYHHN ajro-
putM. OCHOBHI i/1e1 Ta KOHCTPYKIIi IPOUTIOCTPOBAHO HA NPUKIIAIAX.

Karouosi cioBa: mepexa Iletpi, aHTHCcHIalis, yMOBa 3aIlycKy nepexony, rpad
JOCSDKHOCTI, IEPEBO HOKPHUTTI.

IMam’siti FOpist Bikroposuua bormancekoro (10.06.1949-21.11.2021)

BCTYII

Mepexi Ilerpi, 3anpomoroBani K.A. [Tetpi B 1962 p., € 3py4HHM 3aco00M IS
MPOEKTYBAHH, aHAJII3Y Ta MOJCIIOBAHHS Pi3HHX IporieciB Ta mepex [1-3]. bara-
ThMa aBTOpaMu OyJIM PO3TIIHYTI Ta MOCTiKeH] pi3Hi Mogudikarii mepex [letpi:
iHT10ITOpHI, YacoBi, CTOXaCTHUYHI, KOJHOPOBi, HemepepBHi Ta iHmi [1-6]. Y me-
SKUX 3 [IUX MEPEX MpaBuiia 3aIycKy Mepexoy MOXKYTb BiJPI3HATHCH BiJ KIacH4-
HOTO MpaBuia 3alycKy nepexony, 3ampomnoHoBaHoro K.A. I[lerpi. Hanpukian, B
1HTiI0ITOPHUX Mepekax BBOAMUTHLCS iHTIOITOpHA Ayra, sika MPOBEACHa Bix MO3MLIT
JI0 TIepexoy Ta sKa 3a00pOHsIE 3alyCK IBOTO MEPeXony, SIKIIO B MO3MLIi HasBHA
¢imka. Takoxx B HEMepepBHUX MeEpeXax MPaBHJIO 3aIyCKy BiAPI3HAETHCS BifJ
KJIACHYHOTO 1 IPUCTOCOBAHE JI0 CHUTYaIlil, KON KUTBKICTh (IMIOK Y MO3HIIIT MOXKe
OyTH Oyab-SIKMM JIMCHUM HEBiJ €MHUM YHCJIOM 1 TIepexil MOoXke OyTH 3amyIleHui
HEUiTy KUTbKICTh pa3iB, a caMe BBOIUTHCS TIOHSATTS CTYIEHS 3aIlyCKy IepeXoy.

Y 1992 p. J. HwoOya [7-9] 3anponoHyBaB MOHSATTS iHKYpPCii, aHTHCHIIAI
abo mepembavyeHHsI, KOIM HOBUH CTaH 00’€KTa 3aJICKUTh HE TITBKH Bill TICBHUX
TIOTIEPEIHIX CTaHiIB, a 1 BiJ] MEBHUX MaHOyTHIX CTaHIB (CHJIbHA aHTHCHUIIAIS) a00
ix omiHOK (cnabka antucumnaiis). O0’€KTH MOXYTh OYTH pi3HOI mpupomu: Aude-
peHIIaNbHI PIBHSIHHS 3 HEMEPEPBHUM YacOM Ta iX CKIHUEHHO-PI3HHUIIEBI aHAIOTH
3 IUCKPETHUM 4acoM, MudepeHIliabHi piBHIHHS 3BUYAlHI Ta 3 YaCTHHHUMH I10-
XITHUMH, KITTHHHI aBTOMAaTH AOCIIIKYBaJWCh, HANPUKIAN, y mpamsx [7—12],
nudepeHLianbHi piBHIHHA 3 BUIIEpEKaIbHAM apryMEeHTOM — Y Tpaisix [13—15].

Y 1ifi poboTi MPOMOHYEThCS MOAUGIKYBATH IMPABUIIO 3AIMYCKYy IEPEXOmy
kimacnaHoi Mepexi IleTpi 3 ypaxyBaHHSIM CHIIBHOI aHTHCHIIAIII, a caMme: BBECTH
HOBHUH TONAHOK, SIKHHA MICTHTH (DYHKITIFO BiJl HOBOI KUIBKOCTI (DillIOK y TTO3HIIIi.
SAxmo ¢pyskmis f:N U {0} > N U {0}, To KinmbKicTh (IIIOK y MO3HUIIIT TaKok Oye
LIJIMM HEBLJ €MHUM YHCJIOM, K 1 Yy BUNAIKy Kiacuunux mepex [lerpi. Hackinb-
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KU BiJOMO aBTOpY, Taki Moaudikanii mepex Iletpi 3 aHTHCHTALi€rO B TiTepaTypi
HE PO3TIISAAINCE.

INOHNEPEJHI BITOMOCTI

Mepexeto Ilerpi HazuBaroTH Habip <P,T ,W,p()), ne P={p,...,p,} — CKiHUEH-
Ha MHOXuHa no3unid, 7 ={t;,...,,} — CKIHYEHHa MHOXWHA IIEPEXOMiB,
W=(TxP)u(PxT)—>Nu{0} — Barosa ¢yHnkuis, p,:P —->NuU{0} — nouar-
KoBe MapKyBaHHs. /st 300paskeHHs Mepex [leTpi BUKOPUCTOBYIOTH JBOJOIBHUMN
opierToBanuii mynasTurpad [1-3]. Ilepexin ¢ HaA3UBAIOTH O3BOJICHUM, SKIIO IS
KOXKHOI BX1THOT IMO3HIII p BHUKOHYETHCS HEpiBHICTE WU(p) =W (p,t). Skmio nepe-
XiZ ¢ J03BOJICHUH, TO BiH MOXKe OyTH 3amylieHuil (aje He 000B'I3KOBO Mae OyTH
3aITyIeHNM ), TTICIISE HOTO 3aITyCKy HOBA KUIBKICTh (PIIIOK Y TTO3UIIT p JOPiBHIOE

Wi (P) = Wi (D) =W (p. ) + W (2, p) . (D
Monudixyemo npaBuiio 3amycky nepexoay (1). A came po3riisiHEMO PO3IIU-
peHHs KiacuyHOi Mepexi [lerpi <P,T oo A S pyoeees ] P }>, e  QyHKIs
f p TNU {0} > NuU {0} Bimnosimae mosumii p;, 1<i<m (Takox OyaeMO BHUKO-
PHUCTOBYBAaTH MO3HAuYeHHA f; = f pi ). Ilepexinm ¢, 5K 1 paHimre, HA3UBAEMO JT03BO-
JICHWM, SIKIIO JUIi KOXKHOI BXiJHOI MO3WLIi p BHUKOHYETHCS HEPIBHICTH
w(p)=W(p,t). Hexaii micis 3amycKy JA03BOJICHOTO mepexoay ! HoBa KiIbKiCTh
¢imok p,,, (p) y nos3uii p 3a10BOJbHSE PIBHSIHHS 3aIlyCKy IIEPEXOY:

Hpew () =14 (P) =W (p,0) + W(t, ) + [ (Hper (D)) - 2

PiBusHHSA (2) 3amycKy nepexoy y3arajbHIOE TPaBWIIO 3armycKy mnepexomy (1)
B KilacnuHiit Mepexi [lerpi. 3amporoHoBaHEe pPO3MMPEHHS HA3BEMO MEPEKEIo
[Terpi 3 aHTUCHUMALIIEIO IO TTO3MIIII.

BUKOHAHMS MEPEX IMETPI 3 AHTUCHUITAIIIEIO O MO3UIIIT

PosriisHeMo BukoHaHHs Mepexk [leTpi 3 aHTHCHUIIAINIEIO 110 MO3UILIT M0 JIEKITBKOX
MIPUKIIAaXx.

Hpuxaan 1. Posrnsuemo knacuuny Mepexy Ilerpi, 300paxeny Ha puc. 1. Ii
rpad IOCSOKHOCTI 300paxkeHo Ha puc. 1. Jlnsg ¢GyHKIIT HACTymHOro CTraHy

0:(Nu {0})2 xT —=>(NuU {0})2 , SKa MPHPOJHUM YHHOM Y3arajbHIOETHCS IS

JIOBITFHOI CKIHYEHHOI IMOCTIAOBHOCTI 3aITyCKiB mepexomdiB [1], BUKOHYEThCS, Ha-
MIPUKIIA, PIBHICT

O(Wg,tity) = 0(Wg,1rty) = (1,0). 3)
13
» o :| 4 (4.3) (2,1)
2 tl tl tl
n(3) 7 ]tz (32— 2.(1,0)
6

Puc. 1
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Po3mmprmo naHy KiacHuHy MEpexy, a caMe BBEAEMO aHTHUCHIIALIIO 1O TOo-
sunii. Hexa#l mosunisim p; Bianosimatots ¢yHkuii  f; : N {0} > NuU {0},
i=12,

fik)=0, 0<k<3; fik)=k—-2, 4<k<5; fi(k)=2k, k>6; (4

fHrk)=0, ke {3,4,5}; fL(k)=k-2, ke{3,4}; f/,(5)=5.
OOuzBa nepexonu # i ¢, JO3BOJICH] B IOYaTKOBOMY MapKyBaHHI.

PiBHsAHHSA 3amycKy mepexomy [, 3 MapKyBaHHS [l 3TiJHO 3 PiBHSAHHAM (2)

MarThb BUTJIA

Rpew(P1) = Ro (1) =1+ fi( e (P1) =3+ f1 (e (P1)) 5 5

“new(pZ) = I'LO(pZ) _1+f2(unew(p2)) = 2+f2(unew(p2)) .

Tomi Wy, (P1) =3, Wpew(p2) €42,3,4} . Ananoriuni piBHAHHSA 3aTycKy f, Taki:
“’new(pl) = “’0(p1) -2+ fi(“new(pl)) =2+ fl(l“"new(pl)) 5 (6)

Hpew(D2) =Wo(p2) -2+ f2 (Mpew(p2)) =1+ f2 (Hpew(P2)) -
Toni u,,,(p)€{2,4,5}, Wye(Py)=1. Takum unHOM, Ha BiAMIHY BiA Kia-

CUYHOT 0JfHO3Ha4YHOI (pyHKIIT cTany o : (N U {0})2 xT - (Nu {O})2 , JUI Mepexi

puc. 1 oTpuMyeMo 3 BBEACHHIM aHTHCHIIAIIIT TI0 TTO3UITIT 0aratro3HadHy QyHKITIIO:
§:(NU{0})2 x T — 2((NI00°),
S(HOatl):{l”Ll :(3a2)9 Ho :(373)9 M3 :(3a4)}’ (7)

0(1g,12) = {ug = (2,1), us = (4.1), ue = (5,1} . ®)
3’sicyeMO, UM BUKOHYETHCA PiBHICTH (3), TOOTO K caMme CITiBBiTHOCSTHCS
MHOKHUHU O(Wg,4t5) 1 O(Wg,t0t;) ?
PosriissHeMO piBHSHHS 3allyCKy HEpexoay f, 3 MapKyBaHb W €0(g,? ),
k=1,2,3:
Haew(P1) = 14+ fi (e (P1)s Mo (P2) = Wi (P2) =2+ fo(Hpen(P2)) - (9)
I3 mepmroro piBHAHHSA OTpUMYEMO W,...(p;)=1. 1 Apyroro piBHSIHHS pO3-
TJITHEMO BHIAIKH:
1) most k=1 MaeMO W0, (P2) = f2 (M (P2)) s Hpers(P2) €40,5 5
2) st k=2 MaeMo W, (P2) =1+ f2(Hpe(P2)) s Rpe(P2) =13
3) 1 k=3 MAEMO M (P2) =2+ £ (e (P2)) s Hens(P2) € (2,3,4}.
Takum unHOM, 3(Wy,41,) = {(1,0), (L)), (1,2), (1,3), (1,4), (1,5)}.
Temep po3rasiHeMO pIBHAHHS 3allyCcKy TMEpeXoAy ¢ 3 MapKyBaHb
We €06(Kg,tp), k=4,5,6:
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Mnew(pl) = uk(pl)_l"'fl(unew(pl)) > unew(p2) = f2(unew(p2)) .

J1iist Iepmioro piBHSHHS PO3TIITHEMO BHIIAJIKHU:

1) o k=4 maeMo W, (P1) =14 1 (s (P1)) 5 Her (1) =15

2) s k=5 MAEMO Ly, (1) = 3+ f1(Hpew (P1)) 5 Her(P1) =35

3) g k=6 maemo W, (p;) =4+ fi(L,en(P1)) » PO3B’SI3KIB HEMAE.

I3 npyroro piBHsHHSA oTpumyemo H,..(p,)<€{0,5}. Oxe, ocTarouHO OT-
pumyemo 3(ug,51) = {(1,0),(1,5),(3,0),(3,5)} -

[TimcymMoByrOUHM MaeMO, IO PiBHICTH (3) y 3araJpHOMY BUIIAIAKY HE BUKOHY-
€TbCst. MHOXUHU O(WL,ff,) Ta d(W,7,t) y 3araJbHOMY BUIAJKY Pi3Hi, OUIBII TOTO
YKOJIHA 3 IIMX MHOXKUH HEe 000B’SI3KOBO y 3araJilLHOMY BHIAAKY Ma€ OyTH MiAMHO-
KHHOIO THIIOT: O(W,41t,) & S(W,15t1) , d(W,trty) & O(W, 4t,) .

3ayBaxenns 1. [[na mepexi Ilerpi 3 anTucumaniero mo no3wuuii, sika Mic-
™M m To3uiil, pynkuis &: (NU{0})" xT — 2 (o)™

Mpukaax 2. Moandikyemo yMOBY TpHuKiIamy 1, a came: B piBHOCTI (4) 10-
KJIaJ1eMO

fik)=0, 0<k<3; fi(k)=k—4, 4<k<5; fi(k)=2k, k>6.

Toni 3amicte piBHSHHA (5) oTpumyemMo W, (p;) =3+ fl(unew( P))>
Moo (P1) =3, samicts piBmsmis (6) MACMO (7)) =24 fy Ry (P1))
W,ew(P1) =2 . Takum unHOM, MHOXKHHA (7) HE 3MIHIOETHCS, @ MHOKHHA (8) cTae
OJTHOGJIEMEHTHOO: O([Ly,%,) = {iy = (2,1)} . IHakme kaxyuwm, i3 3amyckom mepe-
X0y f, 3 MapKyBaHHS |, HacTa€ MapKyBaHHS, BU3HAUCHE OJHO3HAYHO, 5K 1 Y
BUMAJKY KiacuyHux Mepesx Ilerpi. 3a3HaumuMo, 110 mepexin 7, y MapKyBaHHI [l
HE JI03BOJICHUI.

Piusiaus (9) 13 3aminoro ¢yHKuii f; Ha 171 MAaloTh TaKi caMi po3B’sI3KH, TO-
My O(Kg,4t,) =1{(1,0),(L1),(12),(1,3),(1,4),(1,5)} . PiBHAHHA 3amycKy Hepexoay f

3 MapKyBaHHs [y €8(Wg,l;) HAOYBAIOTh BUITSAY I, (py) =1+ 71 (Hpen(P1)) 5
Huew(P2) = fo(Mpew(P2)) - Tomi W, (P1) =1, Hper(p2) €40,5} . Taxum uusoMm,
8(10-121) = 1(1,0), (15)} < 8(ug. 1)

HaBenenwuii npukiaa mokasye, mo B OKPEMOMY BHIAAKy MOXXE BHKOHYBa-
THUCH BKIaZEeHHS O(W,%,f) < O(W,4t,) .

3ayBaxkenns 2. Y npuknani 2 mapkysanas (1,0) ciix Ha3BaTH TyNMHKOBUM
3a QaHAJIOTIEIO 13 KIIACMYHUMHU Mepexkamu [1eTpi, OCKIIBKH kKOJIeH Mepexia y HbO-
My He 103BojeHuil. Y mapkyBanHi (1,5) mepexin ¢, He HO3BOJICHHUH, a Epexil 4
xoua (opmarbHO 1 TO3BOJICHHWH, ajie Jpyre 3 PIBHSIHB 3allyCKy HEpexXony f
M (2D = FiWen(P)) 5 Mo (P2) =4+ fy (e (p2)) e Mae poss’ssxis. V
BOMY 1 € BiIMIHHICTb CHTYyamii Bii KIacuuHoi. A came, y mepexi [letpi 3 aHTu-

CHUIIAIII€I0 10 MO3HULIT epexia MoXke OyTH JI03BOJICHUH B TOMY CEHCI, 1110 KIJIBKOC-
Ti IMOK y BXIAHUX IMO3HINAX HE MEHIII, HiXK Bard BiITOBITHUX AYT, e PiBHSIH-
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HS 3aIlyCKy TaKOT'o IEPEexoy He Ma€ po3B’s3kiB i o(u,t) =& . Take MapKyBaHHS
(1,5) Ha3BeMO HEKJIACUYHUM TYNHUKOBUM MapKyBaHHSIM.

3ayBaxkenns 3. Sxuio y npukiani 1 y piBHocTi (4) BuOpatu
Fik)=0,0<k<3; fi(k)=k-2, 4<k<5; fi(k)=k-3, k=6,

TO piBHIHHA (5) HaOyxae BUTIALY W, (p;) =3+ Z(unew( 1)) 1 Ma€ HECKIHUEHHY
MHOXHHY PO3B’SI3KIB W, (p;) €{3,6,7,8,...} . OTxe, MHOXXUHa O(|L,f) Yy 3araib-

HOMY BHITQJIKy 3JTiYCHHA.
Mpukaan 3. Posrmsaemo mepexy [lerpi 3 aHTHcHMNALIE MO MO3MIii, 30-
OpaxeHy Ha puc.2, 1 Hexal mo3uumii p; BignoBigae  QyHKUIA
fiiNU{0} > NU{0}, ne fi(k)=0 msn k¢&{3,4},
o 7 2 57 fik)=k=2 s ke (3.4}, a nosuuii p, simnosizac
Puc. 2 TOTOXKHO HyJboBa QyHKUis f,(k)=0. PiBHAHHSA 3a-
MyCKy Tepexoay ¢ 3 MOTOYHOTO MapKyBaHHS | Ma-

KOTb BUTJIAL
I-Lnew(pl) = “(pl) -1+ fl(“new(pl))a unew(p2) = I-L(pZ) +2. (10)

Koxnuit 3amyck nepexofy ! nonae mo aBi Qillku B MO3uHUi0 P,, fK i
B KiacnyHux Mepekax Ilerpi. OweBmmna piBHICTE O(Wg,¢) = {1 =(2,2), 1, =
=(3.2), n3=(42)}.

PiBHsIHHSA 3ammycKy nepexony ¢ 3 MapKyBaHHs W, 3rigHO 3 piBHsAHHIMU (10),
MAIOTh BHIIL Hyy(P) =14+ fi (e (P1)) s My (P2) = 1(py) +2, 3Biicit B-
wuBae d(w,¢) ={(1,4)} . Ananoriunum unsom 9((1,4),¢) ={(0,6)} , a MapkyBaHHS
(0,6) TynmkoBe, OCKUTFKY B HHOMY TI€pPEXiJ] / HE JO3BOJICHUH.

MapKyBaHHH M, € IOKPUBHUM IJI1 MapKyBaHHA L), 3 piBHfIHL (10) BUILJIBA€E
8(MZ » t) = {(274)7 (3a4)a (474)} 5
8((3,2k),0) = {(2,2k + 2),(3,2k +2),(4,2k + 2)}, ke N U {0} .

Hapeniri, MmapKkyBaHHS |l; TEX € IMOKPHUBHUM JJIsI MapKyBaHHS |, ajie B
HbOMY nepiue 3 piBHsAHb (10) HaOyBae BUrIARy W,..,.(P1) =3+ fi(L,en(p;)) 1 HE
Mae po3B’s3KiB O(U3,7) =& . ToMmy 3rigHO i3 3ayBaK€HHSAM 2 MapKyBaHHS |3

HEKJIacCH4He TynukoBe. OTpUMaHa CHTYallis, sSiKa CyNepeunTh KIACHYHUM MepeKaM
IMetpi: y 3araibHOMY BHIIJIKy 3 MapKyBaHHS W', K€ € MOKPUBHUM ISl MAPKyBaH-
H W", HEMOXKIIMBO 3aIlyCTHTH Ti CaMi MEPEXO/H, 110 3 MapKyBaHHs ", sKe MO-
KpUBaeThcs. TOMy BBEJICHHS €JIEMEHTa (© = +00 MOTPeOye JI0JATKOBUX YMOB.
OTxe, MOXeMO TIOOyAyBaTH rpad ITOCSIKHOCTI, 300pakeHuit Ha puc. 3. Jlis
JaHol Mepexi rpad HeCKiHYeHHHH, € JepeBOM 1 Ma€ €AMHY HECKiHYEHHY TiIKY
{(3,2k): ke e NU{0}}. Inumi rinku cKiHYeHHI i 3aBEpUIYIOTHCS ab0 TYIHKO-
sumu MapkyBauusmu {(0,2k):k =3,4,...}, abo HekIaCHYHMMH TYIMKOBUMH

mapkyBanuamu {(4,2k):k € N} . 3asnaunmo, o y npasx [4, ri. 4; 6] s imo-
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CTpallii JOCSHKHUX MapKyBaHb HemepepBHHX Mepex [leTpi 3 nBoma (Tpboma) 1mo-
3UIISIMA BUKOPHUCTOBYIOTHCS TBOBUMIpHI (TPUBUMIPHI) TpadiKu BiTHOCHO KOOP-

muHar w(p;), W(psy) (W(p1), w(pz), (W(p3) BIAMOBINHO).
Takox 3a3HauMmo, MO B MOOYNOBi mepeBa  p(p,)
NOKPHUTTA Ui KiacuuHoi mepexi Iletpi kinmb- g A
KICTh HOBHX MapKyBaHb JIOPIBHIOE KUIBKOCTI JO- t
3BOJIEHUX TEPEXOMIB y BiANOBIAHOMY MapKyBaH- / [rsssqsesus
Hi [1, 2]. Ilpore ams mMepexi 3 aHTHCHIAILEIO 110 ¢ 4
H03I/II_Ii'1'. KiJTBKICTh HOBHX MapKyBaHb BU3HA4A- 5 |
€ThCsl PIBHSHHIMH 3aITyCKy MEPEXO/IiB 1 y 3aralib-
HOMY BHUIIQIKy MOXe OyTH 37Ti4eHHOIO (IWB. 3a-
yBa)keHHS 3). 3T
INepexin Big HecKiHUEHHOTO Tpady HOCSK- 2 +
HOCTI 10  CKIHYGHHOrO  JepeBa  MOKPUTTS | |
MOB’SI3aHUK 13 BBEICHHAM €JIEMEHTa () = +00. . e u(py)
Toxi BUHMKAE IUTAHHS, 94 MOKHA 3 MapkyBauust 0 | o 3 4 5
)W, sKe € MOKPMBHUM Ui MapKyBaHHs [, 3a-  pye 3

MYCTUTH Ti cami MOCIHIiJJOBHOCTI MEPEXO/iB, 110 3
MapKyBaHHs ", sKe MOKpUBaeThes. Hanpukiaz, o6uBa MapKyBaHHs [, i W, €
HOKPUBHUMU JUISL MapKyBaHHS |1, aJlé MHOXKUHA O(l,,7) HEHMOpOXHS, a d(Ws,7) =
=(J 3a3HauuMo, 10 YMOBA 0OMEKEHOCTI HOCIIB yCiX (YHKIIM HE Ja€ BiaIOBI I
Ha Le nuTaHHA: supp f, ={3,4} <o, supp f, = <co. [IpuyomMy HeZOCTaTHHO
JIWIIIE 3HATH BCl HEKJIACHYHI TYNMHUKOBI MapKyBaHHS — MHOXHHA MOCIi0BHOCTEH
3aIlyCKiB IIEPEX0/1iB MOXe OYTH BY>KUOIO, ajic BOHa MOXe OyTH HETIOPOKHOIO.
3a3HaunMo, Mo rpad AOCSHKHOCTI MOXKe OyTH TaKOX 1 CKIHYCHHUM: IS
Mepexi NpukiIaay 2 rpad 10CsHKHOCTI cKindeHHul (puc. 4). Takum xe criocodom
MOXKHa TIePeKOHATHCh, IO 1 Tpad MOCHKHOCTI II Mepeki mpukiamxy 1
CKIHYCHHUH, BCI MAPKYBaHHS 3 MHOKUHH |[L 3 MHOXXHHU {0,1,2,3,4,5}X2 JIOCSIXKHI.
VY 1bOMY HEBaXKKO MEPEKOHATHUCH, SIKIIO 3alUCATH BIAOBIIHI PIBHAHHS 3aIlyCKiB

nepexoiB £, i f, 3 KOXKHOIO JOCSAKHOIO MapKyBaHHS.

Puc. 4

—_
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Mpuxaan 4. Posrmsaemo mepexy Iletpi 3 anTrcunaniero no moswuuii, 300pa-
JKeHy Ha puc. 5, i Hexall mosuuisM p, BiamosizaroTh ¢yHkuii f;:NU{0} >
> NuU{0}, i=12;

1) i 1, keN, 100 ok 0, keN,
! 8 0. k=0, ’° & 1, k=0

IToroune MapKyBaHHs no3Hauumo depe3 1= (U(p,), M(p,)).

Posrimsaemo PIBHAHHA 3aIlyCKY IIEPEXOaYy tl 3 NOTOYHOI'O MApKyBaHHS:

unew(pl) = H(Pl) -1+ Sgnunew(pl)a uneW(pZ) = H(Pz) +1+ Sgnunew(pz) .
Axmo wp(p;)=0, 10 mepexim ¢ He npo3BoieHui. Sxmo p(p;)=1, TO

f W (P1) €40,1} . Sxmo xx p(p;) =2, TO OCKiIb-
KH unew(pl) 21, Sgnunew(pl) =1, orpumyemo
P P2 ., (p1)=1(py) . Jpyre piBnsHus 3 ypaxyBaH-

f Ma€ €INHUIA PO3B’SI30K W, (py)=wn(p,)+1. Ta-

Puc. 5 .
KHM YMHOM, y ToTouHOMY MapkyBaHHi (0,u(p,))

mepexin 1 we nossonermit, S((L(py))t) = {(0,u(py)+1),(Lu(py)+ 1D}, a
s w(p) 22 3P, ) i(p))t) = (((py).i(py) + D))

Termnep po3risHEMO piBHIHHS 3aIlyCKy TIEPEXO1y ¢, 3 MOTOYHOTO MAapKyBaHHS:

Hoew(P1) = (P + 1482010, (P1)s W (P2) = W(P2) =1+ 8010, (D)) -

[lepmie piBHSHHA, W, (p;) 21, sgnp,,,(p;)=1, Mae equHuil po3B’sI30K
Woew (P =(p))+2. dAxmo p(p,)=0, T0 mepexix ¢, He N03BOJNECHUH. SIKIIO0
W(py) =1, TO Apyre PIBHAHHA HAGYAC BHIIALY M (P)) = SENH,e,(pa) i HE
Mae po3B’sA3KiB. SIKIo xx W(p,) =2, TO 3 ypaxyBaHHAM TOTO, WO W, (py) =1,
sgjpnew (p,) =0, orpumyemo W, (p>) = W(p,)—1. Takum 4UHOM, Y IOTOUHO-
My MapkyBaHHI (u(p;),0) mepexin ¢, He mo3BoieHud, O((U(pp).l),t1,)=9,

((W(py)s (), 1) ={(W(py) + 2,1(py) — D} st p(py)22.

wp,) Otxe, Moxemo moOymyBaTtu rpad
................... JOCSDKHOCTI, 300pakeHuil Ha puc. 6. s
naHoi Mepexi Tpad) HeCKiHUCHHHH, Mae
€IMHEe HEKJIaCHYHE TYNHKOBE MapKyBaHHS
(0,1) (ockimbkm B HBOMY Mepexin ¢

HE 103BOJICHUH, a mepexin f, xoda i Jo-
3postennit, ane 9((0,1),4,)=) i He €
t ACPCBOM (8((2’,2)7 tltZ) = 8((2',2): Z‘Ztl) =

- >  ={(4,2)}). 3a3Haunmo, 10 AJS KJIACUYHOI
2

Mepexi [letpi Oe3 anTHCHMAaIltii, 300paykeHOl
> W(p,) =na puc.5, rpad gocsxHOCTI O6yB 6U CKiH-
YEeHHUM 1 MICTHB OHM BCHOTO JBa MapKy-
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BanHsa (1,0) 1 (0,1). Takox 3a3HAYMMO, IITO YMOBa 0OMEXKEHOCTI HOCIIB yCiX GyH-
KLii He BUKOHY€eThCs: supp f; =N, supp f> = {0}.

Hapemri, 3a3Haunmo, mo 3amyckoMm mepexomy [, 3 mapkysanus (11)e
€06((1,0),)), sixe € mokpuBHUM 11t MapKyBaHHA (1,0), MOXKHA OTPUMATH MapKy-
BaHHA (0,2), sike Bke He € MoKpuBHUM s MmapkyBaHHs (1,0) . Kpim Toro, 3 map-
kyBaHHs (1,]1) MoxHa 3amyckaTu nepexij /, HeCKiHYEeHHY KilbKIiCTh Pa3iB i OTpH-
myBatu MapkyBaHHs (1,k), k€ N\{l}, a B mapkyBanni (0,2) € 6((L,1),#,) nmepexin
t, xoua 1 no3Bonenuit, ane 8((0,2),7;) =< . TakuM unHOM, IIpoOIIEMa BBEICHHS
eneMeHTa (0 (muB. IpHUKIan 3) TSl TaHo1 Mepexki 30epiraeTbes.

JIEPEBO NOKPUTTS JUISI MEPEXX IETPI 3 AHTUCHUITAIIIEXO 11O MO3UIIIT

Posrnsiremo mepexy Ilerpi 3 aHTHCHIALEO MO MO3ULIT 3 TOYATKOBHUM MapKy-
BaHHAM [l,. Haragaemo, mo MHOXMHY MapKyBaHb, JOCSXKHUX 3 MapKyBaHHA |,
no3HauaroTh yepe3 R(p) [1-3]. Hexait mepexa 3a70BOBHSE JIBI TOJIATKOBI yMO-
Bu li2.

¥YmoBa 1. Icaye xoncranta C € N, sika 3aJ€KUTh BiJl Mepexi Ta Bil QyHK-
nii f; (1<i<m), mo Ui KO)KHOTO MapKyBaHHsS [ € R(1y) 1 I KOKHOTO Tie-
pexony ¢, TO3BOJIEHOTO B MapKyBaHHI |l , PIBHSAHHS 3aIlyCKy Mepexony ¢ MaroTh
He Oinbie Hixk C pO3B’s3KIB.

YmoBa 2. SIkuio MapkyBaHHs (' OCsDKHE 3 MapKyBaHHS W € R(p,) mocii-
JIOBHICTIO 3aIlyCKiB MEPEXOiB G 1 € MOKPUBHHUM JUIsi MapKyBaHHsS ", i 10 TOTO
K Juist neBHoi mo3uuii p p'(p)>p"(p), To:

a) abo 3a3manerigp BigoMe ckiHueHHEe uncio N € N, 1o MOCIHiJOBHICTh G
MO’KHA 3aIlyCTHUTH 3 MapKyBaHHs ' He Ouiblne HiX N pasis;

0) abo 3a37anerigp BiIOMO, IO MOCIIJOBHICTE G MOMKHA 3aIlyCTHUTH 3 Map-
KyBaHHS |I' HECKIHUCHHY KiIBKICTh pasiB, i MPUUIOMY XKOIHE 3 OTPUMAHHX [IHMHU
3aIycKaMu MapKyBaHb HE € HEKJIaCHYHHWM TYNHKOBUM, a ais Bcix k€ N {0}

- k
JIOBiJIbHE MapKyBaHHS [, € O(L',6") TIOKPHBAEThCS KOXKHHM MapKyBaHHSIM

st €3(1y,,0) | A BKasaHoi no3HLET p Hyy (p) > i ().

3a3zHaumMo, 1m0 IS KiIacuaHoi Mepexi [lerpi 6e3 aHTHcHmamii 1Mo TO3MUITIT
ymoBH 1, 2 1 20 BukoHytoThCs 3aBkau (C =1), yMoBa 2a HIKOJIM HE BUKOHYETHCA.
IIpoTe 3 BBeIEHHAM aHTHUCHIMIAII] ITO TTO3UIIIT 3’ SIBISIIOTHCS MEPEXKi, IS SIKHX MO-
JKe He BUKOHYBaTHCh

— abo ymoBa | — quB., HANIPUKJIIa, 3ayBaKeHHA 3;

— abo ymoBa 2 — y npuxianai 3 mapkyBaHHs (3,2) € 6(1y,!) € MOKPHUBHUM
Ul MAapKyBaHHS |1, IOCTIIOBHICTh O =/ MOXHa 3aIlyCKaTH 3 MapKyBaHHS (3,2)
HECKIHYEHHY KUIBKICTb pa3iB Ta oTpuMyBaTH MapKyBaHHs (3,2k), ke N\{l}, ane
MapkyBanHa (2,4) € 6((3,2),t) BXe HE € TOKpHBHHM i1 MapkyBaHHiI (3,2),
Oinbin Toro mapkyBaHHs (4,4) € 6((3,2),¢) HEKIacHYHE TYIHKOBE.

Takox 3a3HaYMMO, 10 YMOBa 20 € ¢hopMalizaiicro HECKIHUeHHOTO 3pOCTaH-
HSI TI0 KOJKHIM T,
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Skmo nomaTkoBi yMOBH | 1 2 BUKOHYIOTBCS, CTa€ MOXJIMBUM BBECTH elle-
MEHT ® =+00. [IponoHyeTbcs Takuil alropuT™ NoOyA0BU CKIHYEHHOTO JepeBa
MOKPUTTS, SKUU y3araibHIOE A0Ope BiIOMUN KIACHYHUN ainroput™m [2, c. 51;
1,c.94; 3, c. 23; 4, c. 39-40].

Kpox 1. Ilo3zHauuTy noyaTKoBe MapKyBaHHS |l SIK KOpiHb Ta IPUCBOITU
HOMy MITKy “HOBE”.

Kpox 2. [Toku icHYyI0Th HOBI MapKyBaHHSI, BAKOHYBATH TaKi OIeparii:

Kpok 2.1. BubpaTtu HOBe MapKyBaHHS Ll .

Kpok 2.2. fdxmio p 30iraethcs 3 OHUM 3 MapKyBaHb Ha MUISIXY BiJ] KOPSHS
JI0 W, IPUCBOITH [ MITKY ‘“‘cTape” Ta MepeuTH 0 iHIIOT0 HOBOTO MapKyBaHH.

Kpoxk 2.3. SIkmo s MapKyBaHHsI |L HEMae JT03BOJICHHUX TEPEXO/IiB, IIPHUCBOITH
[l MITKy “TYNMKOBE; SKIIO K JUIl KOKHOTO JIO3BOJIGHOTO TEPEXOAy ¢ PiBHSIHHS
3aIlyCKy { HE MalOTh PO3B’S3KIB, IPUCBOITH | MITKY ‘“‘HEKJIACHYHE TYIHKOBE .

Kpoxk 2.4. [Toku mus MapKyBaHHS |l iICHYIOTH JO3BOJICHI IIEPEXOIHU ¢, PiB-
HSIHHSL 3aIlyCKy SIKMX MalOThb PO3B’SI3KM, IUIsI KOKHOTO 3 HUX BHKOHATH Taki
oTepartii:

3HallTH MHOXWHY MapKyBaHb O(W,f) 1 Ui KOXHOTO MapKyBaHHS
u' € 8(u,t) BUKOHATH TaKi orepartii:

— SIKIIO Ha [UISIXY BiJ KOPEHs 0 MapKyBaHHs | iCHye MapKyBaHHs W, siKe
HOKPUBAETHCS MAPKYBaHHIM (', 1 Ul HUX BHKOHYEThCS yMOBa 20, TO 3aMiHHUTH
uw'(p) Ha O IS KOKHOI TO3HUIIT p , yKa3aHOi B yMOBI 2;

— BBecTH ' SIK BY30JI, 3’€JHATH W 3 W' YO0, IOMITUTH YTy CHMBOJIOM /
i mpucBoiti |’ MiTKy “HOBe”.

OdeBuaHO, 110 TIEBHI OMEpaIlii HABEACHOTO aITOPUTMY TOYHO 30iraroThCs 3

OTepaLisiMi KJIACHYHOTO anroputMmy [2, c¢. 51]. BigminHOCTI 00yMOBIIeHi cioco-
0OM BBEIICHHS (0,  TAKOX MHOXHHOIO O(L,?) , sIKa JUIsl JO3BOJICHOTO MEPEXOy ¢
MOke OYTH B 3aTJIbHOTO BHUIIAAKY SK IMOPOKHBOIO, TaK 1 MICTHTH OUTBIIE OJHOTO
MapKyBaHHSI.

Teopema 1. Hexaii st mepHoi Mepexi [leTpi 3 aHTHCUIAINIEO TIO MO3HUITIT
BUKOHYIOTBbCSI yMOBH 1 1 2. Toni 1epeBo MOKPUTTS JIs TAKOT MEpexki CKiHYCHHE.

JoBeneHHsl TOYHO MOBTOpPIOE nmoBeaeHHS Teopemu 4.1 [1, c. 97-98]. Bu-
KopuctaHi B HboMy Jemu 4.1-4.3 [1, c. 95-97] 3ano3uuytoTscst 6e3 3MiH, a B J0-
BeJICHHs caMoi TeopeMu 4.1 BHOCATECS TaKi 11Ba KOPHI'YBAHHSI:

1) HasgBHICTb HECKIHUEHHOIO LUISAXY X(,X|,X,..., IKHi BUXOAUTb 3 KOPEHs
X , CBLAYMTS 1IPO T€, L0 B YMOBI 2 BUKOHY€ETBCS caMe IIyHKT 20, a He IIyHKT 2a —
TaKUM YMHOM BBEJICHHSI €JIEMEHTa (0 KOPEKTHE;

2) KUIBKICTh BEpIIHH, SKi CIiIyIOTh 32 KOXHOIO BEpIIIHHOIO B IepeBi, 0OMe-
JKEHA HE KiJIbKICTIO TIepexoliB, a KoHcTaHTorw C 3 yMoBH 1.

s mepexi npuknany 4 moOynoBa JepeBa HOKPUTTS BUKIMKAE CKIaJHOCTI:
BKa3aHi y IpUKIIasi 4 MipKyBaHHS CBiA9aTh MPO Te, IO YMOBA 2 HE BUKOHY€ETHCS.

pukaan 5. 3MiHIMO TTOYAaTKOBE MapKyBaHHS Mepexki B IpuKiIami 4, Hexai
o =(2,1) . Toni ymoBH 1 1 2 BUKOHYIOTBCS 1 B pe3yJIbTaTi 3aCTOCYBaHHs HaBee-

HOT'O aJITOPUTMY OTPUMYEMO JIEPEBO MOKPUTTS, 300pakeHe Ha puc. 7.
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Moougixayia mepesc Ilempi 3 aumucunayiero no nosuyii

3a3HauMMO, IO MOKJIMBICTH MOOYIOBH (2,1)
JiepeBa MOKPUTTS 3a JIOTIOMOTOI0 HAaBEAECHOTO
aJITOPUTMY, TOOTO BUKOHAaHHSA yMOB 1 1 2, 3a- jtl
JISKUTH Y TOMY YHCHII 1 BiI IOYaTKOBOTO Ma-

pKyBaHHs |l Ta MHOXMHH R(p,). Tyr cu- (2, o)

Tyalisi BiIPI3HAETbCA BiJ KIACHUYHOI: JUIS 2/\12

MEPCK1 HeTpl 0e3 AHTHCHIIAII I10 ITO3MIII1 B1JQ

IOYAaTKOBOTO MApKYBAaHHS 3aJI€KHTh KOHKpE- (2, ®) (0, ®)

THUH BHIJISL CaMOTO JEpeBa MOKPHTTS, aile 4 b
X HISK HE MOXJIUBICTh HOTO 10Oy moBU. SK i

y TpuKiaai 4 yMmoBa 0OMEXeHOCT] HOCIiB yCixX (0, ®) (0, ®)

(GyHKIIH HE BUKOHYEThCS, ajle Ha BIAMIHY Bi  p,. 7
npuKiIany 4 1epeBo MOKPUTTS MO0y I0BaHE.

Sk iy Bunanky kinacuaHux Mepex [leTpi, y nepeBi mokpuTTsa He BimoOpaka-
eThCs NeBHa iHGopMmanis. Hanpuknaz, nocaigoBHICTh £ tzz 3aIyCTUTH HEMOXKIIH-
BO, aJIe Ha PUC. 7 LIe He BioOpaskaeThCsl.

I'pad mokputTs OyIy€eTHCS 32 TAKUM K€ TIPUHITATIOM, K 1 Y BUTIAIKy KIIacHd-
HuX Mepex [letpi [2]. I'pad HOKpUTTS A1 Mepesxi NpUKIagy S 300pakeHo Ha puc. 8.

3ayBaxkenHsi 4. SIKio mocirabuTH yMOBY 20 1 JO3BOJIUTH OTPUMYBAaTH HE-
KJIACHYHI TYNHMKOBI MapKyBaHHS, TO JCPEBO MOKPHUTTS 3aJUILIUTHCSA CKIHUCHHUM.
Ane BUHHWKHE iHIIA mpobiieMa —

MOXYTb 3 SIBUTUCH 3alB1 HEOOCS- (2,1)
HKHI MapKyBaHHs. A came, sKIIO B
JIepeBi TOKPHUTTA Oyne HasBHE 4 h

IIeBHE MAapKyBaHHS [l , IKE MIiCTH-
THME ©, TO HE MOXHa Oyne 3po-
3yMITH YH TIOBHHHE II€ MapKy-
BaHHA | OyTH  Hacmpasii h )

HasIBHUM, YM HASBHICTh HEKJIACH- Pyc. §

YHUX TYNUKOBUX MapKyBaHb BH-

KITFOYaTHMeE TOSIBY MapKyBaHHS | . OIHH 31 crToco0iB po3B’si3aHHS i€l MpodIeMu
MOJKE TOJIATaTH y BBEJCHHI HOBOT'O JIOJATKOBOTO €JIeMEHTa [  /H.T.], ajie 11e MOo-

K€ TIPU3BECTH IO CYTTEBOTO 30UTBIICHHS KUTHKOCTI MapKyBaHb y JIEPEB1 OKPHUT-
T, X04a JICPEBO 1 3aTHIITUTHCS CKIHUCHHUM.

2, 0) — (0, 0)

BUCHOBKMH

3anporioHoBano Mepeski IleTpi 3 ypaxyBaHHSM CHJIBHOI aHTUCHIALIT 110 MO3uLii,
SKi pO3LIMPIOIOTH KnacuuHi mepexi [lerpi 3a ponomororo moaudikauii npasuna
3amycKy nepexoiiB. HaBeneHo mpukiagn BUKOHAHHS TaKMX MEPEX; PO3IIISTHYTO
MUTaHHA MO0YI0BH rpady MOCSKHOCTI Ta JepeBa MOKPUTTS. BusBieHi BiqMiHHO-
cTi Bim kimacumuHuX Mepex [lerpi, ski BKa3yrOTh Ha HEOOXITHICTH ITOMAJIBIIOTO
JOCITIDKEHHSI MEpPEXK TaKOTO THITY.

Astop Basunmuit Onexcangapy CeprifioBuuy MakapeHKO 3a IUTIHI 0OTOBO-
pEHHsI Ta KOMEHTapi.
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Abstract. We propose a modification of Petri nets with strong anticipation on a po-
sition. The extension modifies a transition rule by adding a new term that contains
an integer function of the new marking in the position. The differences from classic
Petri nets are found; for example, the set of markings that are reachable from a cur-
rent marking by firing the enabled transition can either be empty or contain more
than one marking. We consider the construction of a reachability graph and a cover-
ability tree. We give the conditions for the existence of the coverability tree and pro-
pose the algorithm for constructing the coverability tree that generalizes the well-known
classic algorithm. The main ideas and constructions are illustrated in the examples.

Keywords: Petri net, anticipation, transition rule, reachability graph, coverability tree.
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RESEARCHES AND APPLICATIONS OF THE COMBINATORIAL
CONFIGURATIONS FOR INNOVATIVE DEVICES AND
PROCESS ENGINEERING'

V.V. RIZNYK

Abstract. This paper is devoted to the memory of Solomon Wolf Golomb (1932—
2016) — a famous American mathematician, engineer, and professor of electrical
engineering. He was interested in developing
techniques for improving the quality
indices of engineering devices and
systems with respect to performance
reliability, transmission speed, positioning
precision, and resolving ability based on
novel combinatorial configurations. In 1996
S. Golomb have supported the project “Re-
searches and  Applications of the
Combinatorial Configurations for
Innovative  Devices and  Process
Engineering” as a scientific collaboration
with the Former Soviet Union (FSU)
research team from Lviv Polytechnic State
University (Ukraine) under the Cooperative
Grant Program by CRDF (U.S.). The underlying project to be edited by S. Golomb
is presented, and short information on the development of the researches and appli-
cations of optimized systems with ring structure given.

Keywords: project, combinatorial configuration, Ideal Ring Bundle, optimization,
model, scientific school.

INTRODUCTION

Solomon Wolf Golomb was a world-famous American scientist, specialist in the
field of telecommunications, digital electronics, cellular automata and informa-
tion theory. He was a world leader in the application of combinatorial mathe-
matics in coding theory and radiophysics. Golomb was the inventor of Golomb
coding, a form of entropy coding, the Golomb rulers used in astronomy and data
encryption, also named after him, as was one of the main methods for generating
Costas arrays, the Lempel-Golomb generation method.

S. Golomb developed the idea of using the advantages of multi-bit shift reg-
isters with a balanced number of 0 and 1, or 00, 01, 10, 11, revealing in them the
absence of autocorrelation, which made it possible to improve encoding systems —

'"This material is based upon project of the Lviv State Polytechnic University (Ukraine) to
cooperate with the University of Southern California under of the U.S. Civilian Research
& Development Foundation (CRDF): Researches and Applications of the Combinatorial
Configurations for Innovative Devices and Process Engineering // CRDF Cooperative
Grants Program, Los Angeles, CA 90089-2565, US, March 5, 1996, 10 p.

© V.V. Riznyk, 2023
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decoding signals with correction of errors using sequences generated by shift
registers. S. Golomb used versions of these sequences (Reed-Solomon codes) to
encode video images of Mars, in CDMA cell phones (Codé Division Multiple
Access) with multiple access and code separation of communication channels. In
1956, he joined Glenn L. Martin Company, which later became a defense contrac-
tor [1]. This explains all his further scientific activities under conditions of strict
secrecy, developing military and space communications. Continuing to study se-
quences on shift registers to improve radio control systems for missiles,
S. Golomb with the help of the 85-foot Golstone radio antenna located in the Mo-
jave Desert, specified data on the distances Earth — Venus and the Earth — the
Sun. The sequences generated by the sequence shift registers made it possible to
clarify the distance to Venus using a radar system. In 1985, Golomb received the
Shannon Prize of the IEEE Society of Information Theory, and later the Medal of
the U.S. National Security Agency. He was also the winner of the Lomonosov
Medal of the Russian Academy of Sciences and the Kapitsa Medal of the Russian
Academy of Natural Sciences. In 2000, Golomb was awarded the Richard
W. Hemming IEEE Medal for his exceptional contributions to information sci-
ence and systems engineering. In 2016, he was awarded the Benjamin Franklin
Medal in Electrical Engineering for his pioneering work in space communications
and digital signal processing, secure data forwarding, improving methods for de-
ciphering cryptographic texts, rocket guidance systems, cellular communications,
radars, sonar, GPS [1].

In 1996, S. Golomb have supported the proposal of the Lviv State Polytech-
nic University (Ukraine) to cooperate with the University of Southern California
on the project “Researches and Applications of the Combinatorial Configurations
for Innovative Devices and Process Engineering”, which was sent to the U.S. Ci-
vilian Research & Development Foundation (CRDF). This non-profit organiza-
tion was founded in 1995 by the National Science Foundation of the United States
in accordance with the decision of the U.S. Congress in order to promote interna-
tional scientific and technical cooperation with the provision of grants, technical
resources, training for scientists and researchers. S. Golomb has edited the text of
the project, motivating the advantages of the proposed combinatorial configura-
tions with a ring topological structure over chain sequences.

NARRATIVE PROJECT

Research and Applications of Combinatorial Configurations for Innovative
Devices and Process Engineering

e The objectives of the proposed project are as follows:

1. Research into the underlying mathematical principles relating to the opti-
mal placement of structural elements in spatially or temporally distributed sys-
tems, including the appropriate algebraic constructions based on cyclic groups in
extensions of Galois field; development of the scientific basis for technologically
optimum distributed systems theory; and the generalization of these methods and
results to the improvement and optimization of a larger class of technological sys-
tems.

2. Experimental verification of the effectiveness of this new methodology, as
it affects the whole range of new high-performance devices, systems, or technolo-
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gies to which it can be applied, including applications to coded design of signals
for communications and radar, positioning of elements in an antenna array, and
other areas to which the mathematical apparatus of contemporary combinatorial
theory can be applied.

o Expected results of the completed project:

1. Mathematical results — development of new algebraic results and tech-
niques, based on the idea of “perfect” combinatorial constructions, and expanding
the applicability of cyclic group relationships in Galois fields, and a variety of
results in number theory.

2. Physical results — a better understanding of the role of geometric structure
in the behavior of natural and man-made objects.

3. Technological results — the development of new directions in fundamental
and applied research in systems engineering, for improving such quality indices
as reliability, precision, speed, resolving ability, and functionality, using innova-
tive methodologies based on combinatorial techniques, with direct applications to
radio- and electronic engineering, radio astronomy, applied physics, and other
engineering areas.

“Ideal Ordered Chain” Combinatorial Constructions. The ‘“ordered
chain” approach to the study of elements and events is known to be of widespread
applicability, and has been extremely effective when applied to the problem of
finding the optimum ordered arrangement of structural elements in a distributed
technological system.

Sums on ordered-chain numbers. Let us calculate all S, sums of the terms
in the numerical n-stage chain sequence of distinct positive integers
C,=1K,.K,,...,K,}, where we require all terms in each sum to be consecutive
elements of the sequence. Clearly the maximum such sum is the sum
Ki+K,+...+ K, =T ofall n elements; and the maximum number of distinct

sums is
S,=14+2+...+n=n(n+1)/2. (D)

If we regard the chain sequence C, as being cyclic, so that K, is followed
by K, , we call this a ring sequence. A sum of consecutive terms in the ring se-

quence can have any of the n terms as its starting point, and can be of any length
(number of terms) from 1 to n—1. In addition, there is the sum 7 of all »
terms, which is the same independent of the starting point. Hence the maximum
number of distinct sums S(n) of consecutive terms of the ring sequence is

given by
S(n)=n(n—-1)+1. 2)

Comparing the equations (1) and (2), we see that the number of sums S(n)
for consecutive terms in the ring topology is nearly double the number of sums

S, in the daisy-chain topology, for the same sequence C, of n terms.

Ideal Numerical Rings. An n-stage ring sequence C, ={K,,K,,....K,} of
natural numbers for which the set of all S(n) circular sums consists of the num-
bers from 1 to S(n)=n(n—1)+1 (each number occurring exactly once) is called
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an “Ideal Numerical Ring” (INR). Here is an example of an IRN with n=5 and
S(n)=21,namely {1,3,10,2,5}. To see this, we observe:

1=1 6=5+1 11=24+5+1+3 16=1+3+10+2

2=2 7=2+5 12=10+2 17=10+2+5

3=3 8=2+5+1 13=3+10 18=10+2+5+1

4=1+3 9=5+1+3 14=1+3+10 19=5+14+3+10

5=5 10=10 15=3=10=2 20=3+10+2+5

21=14+3+10+2+5

Note that if we allow summing over more than one complete revolution
around the ring, we can obtain all positive integers as such sums. Thus:

22=1+3+10+2+5+1, 23=2+5+1+3+10+2, etc.

Next, we consider a more general type of INR, where the S(7) ring-sums of

consecutive terms give us each integer value from 1 to M , for some integer M ,
exactly R times, as well as the value of M +1 (the sum of all n numbers) exactly
once. Here we see that:

M =n(n-1)/R.

An example with n=4 and R =2, so that M =6, is the ring sequence (1, 1,
2, 3), for which the sums of consecutive terms are:

L, 1,2,3;

1+1=2, 1+2=3, 2+3=5, 3+1=4,
1+1+2=4, 1+42+3=6, 2+3+1=6, 3+1+1=5,
1+1+2+3="7.

We see that each “circular sum” from 1 to 6 occurs exactly twice (R=2).
We say that this INR has the parameters n=4, R=2.

e The individual competence of the FSU research team:

1. Theoretical research on the ideal configurations named Ideal Numerical
Bundles (INB), in particular, Ideal Numerical Rings (INR), as modifications of
certain combinatorial block-designs (existence, enumeration, classification).

2. Cyclic difference sets and some properties of Galois Field cyclic groups.

3. Construction of BIB designs, using INRs and Golomb rulers, and the re-
verse.

4. Software for construction of BIB designs using INRs.

5. Compiling a general catalogue of INRs and Golomb rulers.

6. Circuit design for the high performance technology of information coding
and modulation.

7. Applied research and engineering design of concrete innovative devices
and technologies based on combinatorial theory.

8. INBs and some problems of harmony and optimization of systems.

e The individual competence of the US research team:

1. Theoretical research on Golomb rulers and their relationships with differ-
ence (existence, enumeration, classification).

2. Construction of difference sets and Golomb rulers.

3. Compiling a general catalogue Golomb rulers.
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4. Circuit design of high performance technology for coding of information
and the design of communication signals.

5. Applied research and engineering design of innovative devices and tech-
nologies based on combinatorial theory.

6. Using combinatorial designs to obtain sequences with favorable correla-
tion properties.

For carrying out the project, it is necessary to combine the achievements of
Golomb ruler theory (US) and possibilities of Ideal Bundles theory (FSU) for ex-
tending the sphere of practical applications, with the aim of obtaining commercial
products.

The FSU team developed the basis of the bundles theory as a new modifica-
tion of combinatorial configurations on graphs involving Golomb ruler theory and
proposed a new approach to the synthesis of technical devices and to engineering
technology.

The US team developed the basis of Golomb ruler theory and proposed areas
of their possible applications.

Equipment: 1) PC TSDX-4-120 540M, SVGA 0.28 LR NI 1M, 1, 2+1, 44;
2) Printer EPSON Stylus 800; 3) Telecommunications Services: Scanner
HEWLETT PACKARD Jet-555, Fax-modem US Robotics Sportster; 4) Writing
materials, floppy disk.

The FSU and U.S. co-investigators the project implementation and assess
progress ar regular intervals (monthly) by using Fax and E-mail.

PLANNED STEPS

Title of stages Stage duration Anticipated results
Theoreticgl rese.arch on Ideal 6 mos Condit.ions of INR §xistence
Numerical Rings (INR) will be determined
Patterns in the distribution

Research of properties of extended

" : 6 mos of cyclic group elements
Galois Field cyclic groups will be established
Constructiop of INRs and.Ideal 6 mos Catalog of INRs
numbere ring configurations
Applied research and engineering de- Creation of concrete
sign of specific innovative 6 mos innovative devices and tech-
devices and technologies nologies

CONCLUSION

The Ideal Numerical Bundles (INB)s provide, essentially, a new conceptual model
of technical systems. Moreover, the optimization has been embedded in the un-
derlying combinatorial models. The remarkable properties and structural perfec-
tion of one- and multidimensional INBs provide an ability to reproduce the
maximum number of combinatorial varieties in the systems with a limited number
of elements and bonds. The favorable qualities of the combinatorial structures
provide many opportunities to apply them to numerous branches of science and
advanced technology. A perfection, beauty and harmony exist not only in the ab-
stract models but in the real world also.
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Here is the print of the cover page of the project, worded by S. Golomb.
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Devices and Process Engineering

11, INFORMATION ON CO-INVESTIGATOR FROM THE FORMER SOVIET UNION
A. Name

Last Riznyk  First Volodymyr  Patronymic Vasyljovych

B. Sex M C. Date of Birth (Month/Day / Year)}
May /21 /1940

D. D.Sc., Professor
Field Combinatorics in Systems Engineering Year Awarded 1995
E. Office Phone +38(0322)398793, +38(0322)744300 Fax +380(322)744300
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F. Professional Title/Position Lvivska Polytechnika State University
Department of Control Systems Automation

(3. Professional Affiliation and Address H. Mailing Address(if different then (3)
12,Bandera Str., 290646, Lviv-13, Ukraine

I. Total number of FSU based investigators (including principal investigator): Three persons

Signature ¢ h == Date 47 02.9¢
{11. INFORMATION ON U..S. CO-INVESTIGATOR
A. Name

Last  Golomb First * Solomon Middle W.

C. Date of Birth (Month,/Day / Year)

B. Sex M ate of Bir n5;31}32
D. Highest Degree Eamed pp, p, Field Mathematics , . Y3 Awarrded 1957
E. Office Phone (213)740-7333 Fax (213) 740-8729
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F. Professional Title/Position University of Southern California, "University Profes-
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Note, S. Golomb personally signed the date of his birthday 31.05.1932 (not
30.05.1932, as indicated in the Wikipedia [1]).

AFTERWORD

In mathematics, a Golomb ruler is a set of marks at integer positions along a ruler
such that no two pairs of marks are the same distance apart. The Golomb ruler
was named for Solomon W. Golomb. There is no requirement that a Golomb rul-
er be able to measure all distances up to its length, but if it does, it is called
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a perfect Golomb ruler. It has been proved that no perfect Golomb ruler exists for
five or more marks [2]. Unlike of them, an infinite quantity of one- and multidi-
mensional IRBs exist, and the more long is an n-stage of IRB, the more invariants
we can see by a majority. For example, the two variants of one-dimensional IRBs
{1,3,10,2,5} and {1,1,2,3,4} exist for n =5 [3], while exactly the 1717 ones with
R=1 for n=102 [4, p.163]. Of very interest are two-dimensional IRBs, which
properties hold for the same set of the rings in varieties permutations of terms in
the set, e.g. set of two-dimensional five-stages (n=15) ring sequences
{(1,1),(1,0),(1,4),(1,3),(1,2)} and {(1,1),(1,3),(1,0),(1,2), (1,4)}, called “Gloria to
Ukraine Stars” [5]. Examples of two paired pentagonal (n=5) such IRBs shown
below.

(0,3) ( G ) I (1,2)

Two paired pentagonal (n=5) “Gloria to Ukraine Stars”

It is shown that the star{(1,1), (1,3), (3,3), (0,3),(2,3)} to be marked with
dash edges, and the {(1,1), (2,3), (1,3), (0,3), (3,3)} — solid ones is the paired star
(the outside star). The star {(1,1), (1,4), (1,2), (1,0), (1,3)} marked with dash
edges, and the star {(1,1), (1,0), (1,4), (1,3), (1,2)} — solid ones is paired star also
(the inner star). We have found numerous families of the two- and multidimen-
sional stars, originated from the remarkable geometric properties and creative
harmony of the real word [6].

S. Golomb’s aptitude allowed him to see in the proposed project not only the
“ideal ordered chain” combinatorial configurations but also the “ideal rings”,
which provide novel opportunities for the development of a new direction of fun-
damental and applied research in systems engineering with the direct use of one-
and multidimensional combinatorial configurations of ring topology in radio elec-
tronics, communication, and numerous fields of advanced technologies. He not
only approved our project, but also edited and substantiated the prospects for the
implementation and further development of fundamental and applied research of
combinatorial structures with ring topology, placing the right emphasis on the
advantages of the latter over systems with a chain structure. Our collaboration
was started in August 1996 from the report “Combinatorial Sequencing Theory
for Optimisation of Signal Data Vectors Converting and Signal Processing” [7].
However, shortly we have got refusal letters from the CRDF in financial support-
ing the project.
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Brief data on the scientific school of combinatorics at the Lviv Polytechnic
National University

The scientific school of combinatorics at Lviv Polytechnic National University
became known due to the fundamental and applied research of the “intelligent”
two- and multidimensional combinatorial configurations prospected from the real
world law of “elegant” deviding rotational symmetry into two complementary
asymmetric parts. Each of them is an IRB with appropriate information parame-
ters which being interrelated by this symmetry [6]. Design of systems with the
“ideal” ring structures originated from solution of the engineering problem for
expanding the range of time delays in transient analyzer on capacitor storage for
researching dynamic processes in power electric stations on analog computers in
1968. One of the first publications for the perfect rings is connected with design-
ing optimized memory devices [8]. The mathematical problem was to fix four
switches on a moving rotor with different relative angular shifts of the ring
switch, with the possibility of obtaining the widest possible range of time delays
on a set of combination options for selecting the corresponding pair of swithes,
one of them should bring the flowing voltage value to the memorizing element,
and the second — to read the same value with a delay in time after turning the rotor
of the switch to the appropriate angle [9]. Currently, we have a lot of patents,
based on the idea of “perfect” one- and multidimensional IRBs.

The remarkable properties both optimal Golomb rulers and IRBs discover
many opportunities to apply them to numerous branches of science and advanced
technology, including vector information technologies and communications, vec-
tor data coding and multidimensional signal processing. These properties embed-
ded in the laws of real world penetrating rotational symmetry.
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JOCIIKEHHA TA 3ACTOCYBAHHSI KOMBIHATOPHUX KOH®IT'YPA-
1A JJI1 IHHOBAIIMHUX MPUCTPOIB I TEXHOJIOI'IH / B.B. Piznux

Anortanisn. Ilpucsueno mam’sri Conomona Bonbga Tonmom6ba (1932-2016) — Bi-
JIOMOTO aMEPUKAHCHKOT'O MaTeMaTHKa, iHkeHepa, mpodecopa eNeKTPOTeXHIKHU, SKAN
3poOMB 3HAYHUI BHECOK y PO3BUTOK TeOpil JIIHIHHKUX PericTpiB 3cyBy i koMOiHATOp-
HOI MaTeMaTHKH B Teopii KoxyBaHHS Ta paniodizuii. Bin 1ikaBUBcs po3poOIeHHIM
METO/[iB ITiJBUIIICHHS SKICHUX MOKa3HUKIB IH)KCHEPHHX NPHCTPOIB 1 CUCTEM 3 TOTILILY
HaIIHHOCTI, NIBUKOCTI TIepeIaBaHHs, TOUHOCTI MO3HUIIIOHYBAHHS 1 PO3/UIBHOT 3/71aT-
HOCTI Ha OCHOBi HOBHMX KOMOiHaTOpHMX KoHpirypauiin. ¥ 1996 p. C. TonoM6 mix-
TpUMaB IPoeKT “J{oCiiPKeHHsI Ta 3aCTOCYBaHH KOMOIHATOPHUX KOH(Irypauii as
IHHOBAIIfHUX MPUCTPOIB Ta TEXHOJOTIH” SK HAYKOBY CIIBIIPAIll0 JOCTIIHHIBKOT
rpynu JlepxaBHoro yHiBepcuteTy «JIpBiBchKa momiTexHika» (Ykpaina) i [liBnerno-
Kani(opHIIICEKOr0 YHIBEPCHTETY 3a CILIFHOIO TPAHTOBOIO Iporpamoio OouHmy mu-
BUTBHHX JociikeHb Ta po3BUTKy (CIIIA). [TogaHo OCHOBHHM HPOEKT MiJ PeAaKIli-
eto C. I'omomba, a TakoK KOPOTKY IH(OPMAIlF0 MPO PO3BUTOK IOCITIDKCHb Ta
3aCTOCYBAaHHS ONTHMI30BaHUX CHCTEM 3 KUJIBLIEBOIO CTPYKTYPOIO.

KnrodoBi cioBa: mpoekt, komOiHaTOpHa KoOH(GIrypamis, ineanbHa KijbleBa
B’s13aHKA, ONITHMIi3allisl, KOMOIHATOPHA MOJENb, HAYKOBA IIIKOJIA.
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IHTEI'PAJIBHI 30bPA’KEHHSA 1OJATHO
BU3HAYEHUX AJEP

10.€. BOXOHOB

AHoTamisi. JloBeZIeHO MOXJIMBICTb IHTEIPaJbHOrO 300payKEHHs JOJAaTHO BU3HAUYE-
HOTO siIpa BiJ BOX Hap 3MiHHUX. BHKOpHCTaHO TEXHIKy HOOYJOBH 32 UM SIIPOM
HOBOTO TiIbOEPTOBOTO MPOCTOPY, Y KoMy (OpPMambHO KOMYTYIOTh CHMETPHYHI
nmudepenuianbhi onepatopu. [Ipu oMy sIIPO 3a10BOJIBHAE CHCTEMY AudepeHLia-
JBHUX PIBHSAHB 13 YaCTHHHUMH HOXiTHUMH. Bigomo, mo sapo, 3agaHe B migooiacTi
IiHCHOI TUIONIMHY, HE 3aBXKAM IPHUITyCKa€ MPOJOBXKEHHS HA BCIO IUTOUIMHY. Taka
MOXKJIMBICTH 3yMOBJICHA IPOOJIEMOIO iCHYBaHHS KOMYTYBAJILHOIO CaMOCIPSDKEHOTO
PO3IIUPEHHS] CUMETPHYHUX ONEPaTOpiB. 3aCTOCOBAHO Pe3yJbTaTH, OTPUMaHI aBTO-
pOM, TOB’s13aHi 3 KOMYTYBaJIbHUM CaMOCIPSDKEHUM PO3IIMPEHHSM y OLIbII IIHPO-
KOMY ris0epToBoMy Ipoctopi. OznepikaHe iHTerpajibHe 300paKEHHs 3a CIIEKTpallb-
HOIO MipOl0, MOpPO/DKCHOI0 PO3KJIAJOM OAWHHUII ONepaTopiB, Ha€ 3MOry
HPOJIOBXKEHHS JI0JaTHO BU3HAYCHOT'O S1/Ipa Ha BCIO IUIOLIHHY.

KiouoBi ciioBa: rinp0epTOBHil MPOCTip, CKATSIpHANA AOOYTOK, CHMETPHYHHN OTIe-
paTop, caMOCIIPSDKEHUHN OIepaTop, A0JAaTHO BH3HAYEHE SO, iHACKC nedeKTy, mpo-
JIOBXXEHHS OIlepaTopa.

BCTYII

MOXJIHBICTh IHTETPAILHOTO 300pa)KeHHS JO0JAaTHO BH3HAYEHOTO sapa (HEBHPO-
JUKEHOT0) — OJTHA 3 BIIOMHUX KJIACHIHHUX 3a]1ad TapMOHIYHOTO aHalizy. ICHyIOTh
Pi3HI miaxoau A0 i po3B’s3anHs. OQuH 3 HUX — MO0Y0Ba rib0EpPTOBOro MpPOC-
TOPY 31 CKaJSipHUM AOOYTKOM, 1[0 BH3HAYAETHCSA 3a JOMOMOTOIO sApa, 1 3HaXo-
JUKEHHSI CHMETPUIHOTO (€pMITOBOT0) OollepaTopa B IIbOMY IPOCTOPI, IO TPHITYC-
Ka€ CcaMOCHpPKCHE pO3MIMpeHHs. Y pa3i HeoOMEKEHOCTi oreparopa sIipo
MIPUITYCKA€E IHTErpalbHe 300paKCHHS 32 €JICMECHTAPHUMU JO0JaTHO BU3HAYCHUMU
saapamMd. Ha 1ipoMy mutsixy JOBOAWMTHCS, HAINPHUKIAN, BiTOMHU KIaCHYHHUHA (haKT
Boxnepa mpo inTerpanpHe 300pakeHHs J0JaTHO BU3HAYEHOI GYHKITIT. Y BHITaIKy
spa Bi KUTBKOX (TTApHOT KiIBKOCTI) 3MIHHUX TpeOa 3HAWTH CUMETpPHYHI orepa-
TOpH, 10 TMPUIYCKAIOTh KOMYTYBaJIbHE CAMOCIIPSDKEHE PO3IIMPEHHS B JaHOMY
TiIE0EpTOBOMY TIPOCTOPi 200 3 BUXOMIOM Y OUIBIN MIMPOKUH TiTEOEPTOBUI TpOC-
Tip. Ile BOaeThCs 3pOOUTH HE 3aBXKIU, alieé ICHYIOTh YMOBU Ha ONEPATOPH, IS
SIKUX TaKe MPOOBKEHHS MOXKIIUBE. SIKIIO SIpO BU3HAYCHO Ha ITiIMHOKUHI TIPOC-
TOpY 3MiHHUX, TaKe iHTerpajbHe 300paKECHHS Ja€ MOXKIIUBICTh HOTO TIPOJIOBKHUTH
Ha BECh NPOCTip. ABTOp, CIIMPAIOYUCh HA OTPUMaHi HUM pe3ynbTarty [1, 2], mpo-

© FO.€. boxonos, 2023
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MOHY€ iHTerpagbHe 300pa)KeHHS OAHOTO JOAATHO BH3HAYEHOTO sApa, QYHKIIT
K(x1,%5,¥,>), Mapu apryMeHTiB (X;,X,), ();,y,) fKoi BU3HA4YEHI Ha MiB-
CMy31 ABOBHMIpPHOI IUIOIIUMHM. Ha IboOMy NUIAXY BAAETHCS MPOJOBKHUTH 110 (QYHK-
i10 Ha TUIOLIMHY 31 30epekeHHIM JOAaTHOI BU3HAUEHOCTI.

Haramaemo ocHOBHI KOHCTpYKIii, IOB’si3aHi 3 MOOYZOBOIO TiIEOEPTOBOTO
HPOCTOPY, BUXOMASYN 3 PO3MIISAYBAHOTO JOAATHO BU3HAYEHOTO SAPa, i3 CUMETPUY-
HUMH OIepaTopaMy, IO IPHITyCKAIOTh KOMYTYBalbHE CaMOCHPSDKEHE PO3IIH-
peHHst. MipKyBaHHS JOCHTb TPOBOANTH IS ABOX ONEPATOPIB.

Hexaii € manmrorn cenmapaOenbHIX KOMIUIEKCHUX T1IbOEPTOBHX TPOCTOPIB 3
JIOJTATHOIO 1 BiJI’eMHOIO HOpMaMHU [3], y AKUX Ji€ iHBOMOLIA /A —> h:

HY SHY SHO, HO 5P S HP
BukopuctoBytoun TeH30pHI JOOYTKH, YTBOPHUMO TiIEOEPTOBI IPOCTOPH
1 2 1 2 1 2
H =HY®H?P Hy=H" @HP ,H, =HV @ H?

1 JIAHLIFOT

H ®H SHy®H,>H,®H,.

[Toznauatumemo uepes (.,.), CKalsipHuil 100yToK y mpoctopi Hy® H|.
Buxonsiun 3 KOHCTpyKLil MOOYZOBM TibOEPTOBUX MPOCTOPIB 3 MOJATHOIO 1
BiZI’€MHOI0 HOpMamH, 3a3HaYMMO, MO Lei cKansgpHuil HOOYyTOK BH3HAYEHO IS
enemeHTiB o€ H_®H_, we H,  ®H, :(o,w),.

V3aranbHeHHMM JOJATHO BH3HAYEHUM SAPOM HA3HMBAETHCA  €JIEMEHT
KeH ®H_ rtakuit, mo (K,u®u)>0 YueH,. ByneMo BBaxaTH ue sapo
HEBUPOKEHNM, TOOTO piBHICTE (K, u ®u)=0 MOxe CHpaBIKyBaTHUCh TOAL 1
TiTeKkH TOMI, Komu u =0. Lle mae 3MoTy BBECTH HOBHUH TLTBOCPTOBHI TPOCTIp
H -, monoBHMBIIN H, 3a JOTIOMOT0I0 HOBOTO CKAISIPHOTO TOOYTKY <.,.>:

<u,v> =(K,v®u) Yu,veH,.
EneMeHTapHUM JOMAaTHO BHM3HAYECHUM SAPOM (EPMITOBHM) HA3HUBAETHCS

CJIICMCHT
Q, eH_ ®H_,heR: |y, o, SC<o;

(Q;. (4" =M ®u), =(QX,V®A* —uu) =0.
0

IHakmie kaxyuu, eJeMeHTapHe SApo — 1€ y3araJlbHEeHUH BJIACHUN BEKTOP
oreparopa.

Jani 3aMUKaHHS JOBUTbHOI MHOXKUHN X C H x mo3HadaTuMeMo uepes [ X ].

Posrasinemo omepatopu 4, A, i3 BCIOOM LIIBHUMH, BiANOBIAHO, Y

H 9), H J(rz) obnactsasmu BusHaueHHs D(4)c H J(rl), D(4,)c H J(rz) . Iobynyemo
oIepaTopu

B =4 ®I, D(B)=D(4)®H? B, =1® 4,,D(B,)=H"" ® D(4,).
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Bonu KOMYTYIOTb Y TAKOMY pOByMiHHi:
Blel/l = BzBlu Yue D(Al) ® D(Az) .

Bynemo BBaxkaT, mo oneparopu B i B, cumerpuuniy Hy .

Haragaemo, mo s cumerpuyHoro omeparopa A 3 00JACTIO BU3HAUEHHS
D(A4) y rinsbeproBomy mnpoctopi H BBOIUTHCA TOHATTA Je(PEKTHUX HHCEI

d.,d . Hexait R(4,z)=Im(A—zI)=(A—z)D(A) i N(4,z)=(R(4,2))". Toni
d,=dimN(4,z) — nedextHe umcno mna BepxHboi miBmonmHU z € C,
Imz>0, d; =dimN(4,z) mis wwxapol miBmmonan z € C, Imz < 0. Tlapa
(d,,d.) Ha3MBaeTBHCs IHACKCOM JIE(EKTYy CHMETPHUYHOro oreparopa. IHaekc ne-
¢ekry (0,d-) Bianosinae MakcumaabHOMy oneparopy, (0,0) — camocnpsikeHo-
My. 3ayBaXHMO, 1110

N(A,2)={ueD(A"):Au=zu}, N(AZ)={veDA):Av=2v}.

Jani BBaXXaeThCs, 1110, CKaXiMO, CUMETPHYHUI omepaTtop B; MakCUMalbHHH

y Hy . Posrmsiemo iioro nmeperBopenns Keni 3a pesixoro z; € C, Imz; > 0:
Vi(z1) = (B, =7 1)(B; - 211)_1 1 (By —z1)D(By) = (B, — /) D(By) .
I3 mMakcumanbHOCTI B, BUIUIMBa€, IO OJHA 3 LMX MHOXXHH, HampuKIal,
(B —z1)D(B,), Bcromu miineHa 'y H g .
Haragaemo pesynbrar, oTpuMmanuii y npaui [1].
Teopema 1. Hexaii oneparopu B 1 B, cumerpuuHi B Hy , IpuuoMy IS
JOBUIBHOTO W, eHJ(rz) 3aMHKaHHS Y [HJ(rl) ®w,] 3ByxkeHHs B; Ha D(4)®w, €

MaKCUMaJbHUM omnepaTopoM 3a zaesikoro z; € C, Imz; #0. Toxi icHye KoMyTy-

BaJIbHE CaMOCITPSDKEHE PO3IIMPEHHS WX ONEPATOPIB 3 BUXOAOM Y OLIBII IIMPO-
KW TUTLOSPTOBHIA TIPOCTIP.
3actrocyemo 1ieit pakT sl OAHOTO KOHKPETHOTO MPHUKIIAIY.

INOCTAHOBKA 3AJIAYI

Po3riisHEMO J0JIaTHO BH3HAYEHE HEBHPODKEHE SAPO, sKE € 3BUYAMHOIO
. oK 0K o"K o"2K
¢dyukmiero: K : D =[0,0)x[0,0)x[0,/] x[0,/]—> C, Ky——— €
le 6y1 axll ayzz
eC(D), L,l,=12.
Hexait
pi(x) =exp(Mx;), M >0 i p(x;,y) = p(x)p1 (1) =exp(M(x; + yp)).

Hoknagemo  H, =L, , ([0,)x[0,/]) = L, , [0,50)® L,[0,]]=H" ® H*

[3,c. 709].
Bynemo BBaxkaTH, 1110 BUKOHYIOTBCS TaKi YMOBH:
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1) cipaBIKY€ETHCS OLliHKA

|K (31,0, 01, 02)| S vexpM (x, + 1), v, M >0, (1)
2) VueH"
(K,u®)= [ K(x,y)u()i(x)dxdy =
D
Aooool ]
= [ TR Craxas 1, v2) (31, 92) (51, 33 )y dieydyydy, >0, 2
0000

MPUYOMY PiBHICTB HYJIFO MOXIIMBA JIHIIE, KMo © =0,
3) dyskiis K 3a0BOJBHSE PIBHIHHS

oK oK 0’K 0’k
ot TV ot =

Bynemo Takox BBakaTH, IO 3a JOBIIBHOTO W, eHﬁz) i geskoro >0

0; 0. 3)

po30iraeTbes iHTETpan

oo/ [

”HK(MaxzaJ’laM)GXP (BCxy + y1))wa (¥2)w, (x7) dxydxydyydy, =0, (4)
0000

IHTETPAJIBHE 30BPAKEHHSA JOJATHO BUZHAYEHOI'O SAIPA
Y MIBCMY3I 1 HOT'O MPOJIOBKEHHS HA TUIOIUHY

Busnaunmo Ha H, ckanspHuUil 1o0yTOK 3a (HOpPMYJIOFO

<u, v>(K, v®u)= jK(x, y)v(y)u(x) dxdyé
D

1>

K(xl s X0, V1,2 )V(J’l > V2 )ﬁ(xl ) )dxldxzdyldyz-

I

VYBenemo rinpOeproBuil npocTip /{x AK MONOBHEHHS [, 3a HOPMOIO, IO-

(S ——

POIKEHOIO ITUM CKaJISIPHUM JTOOYTKOM.
Posrnsuemo oneparopu B Hy :

. 0?
Bi=A®I=-i—®I, B,=1®4=10|-—|,
ax] 3x2

ne A, A, BU3HaueHi Ha JOCUTH ITAAKUX (PiHITHUX (YHKIISX BiIIOBIAHO B 00-
aacTiax xp, v €[0,0), x,,y, €[0,/].

BukopucroBytoun ymosu (3) i ¢diHiTHICTS (DyHKIINA 3 001acTi BU3HAUCHHS
onepartopiB A4; i A, , 10BeEMO CUMETPUUHICTh B 1 B, .

(Bl(ul ®u,),m ®v2> =
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000/ |
.0
= JJ”K(xlaxz:)’p)’z)vl()ﬁ)"z(yz) —i—— {uy (31 ) () doxydxydy,dy, =
0000 oxy

0000 [

= ij ”K(xl 2 X2, Y1, Y2 1 (V1)V2 (02w (X Jup (X, )Ll :_wdxszﬁdJ’z -
000

oo/ [

: 0 —
—l_[III—K(xlaxzaJ/1aJ/2)Vl(J’1)Vz()/2)”1(x1)”2(x2)dxldxzdyldh =
0000 %

oo/ [

. 0 —
= l_[ ”I—K(xl,xza)/1,y2)"1 (Y2 (y2)uy (xy )y () dxydxydy,dy, =
0000

0000 [

= ij ”K(xl s X2, V1. YV (VD)V2 (12 )y () (7)) " }wdxzdyldb +
000

oo/ |

.0 —

+[][]& (xl,xz,yl,yz)[zgvl (yl)jvz (7)1 ()uiy () vy dyydy, =
0000 1

= (ul Qu,y,B(v ® v2)>.

AHAJOTIYHUM YHHOM JTOBOJHUTHCS CUMETPHYHICTH orieparopa B, .
Hosenemo, 10 iHAEKC AedeKTy omnepaTopa B; NOpPIBHIOE (O,l), TOOTO OTIE-
paTop MaKCHUMaJTbHHIA.

Hexaii u € N(4,z), Imz >0, To0T0O Au= —ij—u = zu. 3Bincu
X

u= Cexp(z;xl) =Cexp(Imzx))exp(iRezx)).
Bubuparoun Imz>[ 3 iHTerpamy (4), yHeBHIOEMOCH B PO30iKHOCTI
IHTerpaa

0o [ [

IIIIK(x1ax2,ylaY2) exp (B (x; + y)Iwa (2)w, (x7)dxydxydy,dy, = oo .
0000

Le o3nauae, mo N(4,z)={0} i nedexTHe uncio omeparopa B Al Bepx-
HBOT MIBIUIOIIWHA KOMIUICKCHO TUIOIMHY JOPIBHIOE HYJIIO.

Hexait v e N(A,;), Imz > 0. 3Bigcu
v=Cexp(izx))=Cexp(—Imzx))exp(iRezx)).

Bubupatoun Imz > M, BmeBHUMOCh, MmO VveE N(4,z), Imz>0 mopoa-
KyeTbCs (QYHKII€I0 exp(izx;), i3 4Oro BUIUIUBATUME, IO Je(EKTHE YUCIIO OIe-
paropa B, aist HIKHBOI HIBILIOIIMHN KOMILIEKCHOI IUIOIIMHN TOPIiBHIOE 1.

3rigHo 3 ominkoro (1) Maemo:
ww/ [
j JJJK(XI s X2, V1> V2 ) xp (izyy) exp (izxy ) wy (2 )W, (X, ) dxydxydyydy, <
0000
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oo/ [

< YI IIICXP(M —Imz)(x; + yp) exp(M (xy + y,))|wa (¥2) W, (x| dxydxydyydy, < co.
0000

OueBuaHo, iHaekc nedekry omeparopa B, nopiBaioe (L,1). BinmnmosigHo mo
pe3yabTaTiB [1, 2] icHye KOMyTyBaJlbHE CaMOCHPSDKEHE PO3LIMPEHHS ONepaTopiB
By i B, y 6inbi mmpokoMy rinsbeproBomMy mpocTopi. Toni, 3TigHO 3 mpainero
[3], momatHO BH3HaAYeHE sSApo K TPHUIYCKAaE iHTETpaibHE 300pakeHHS Bix ele-
MEHTapHUX saep 3a Mipoto do(A,A,), MTOPOIKEHOIO PO3KIATOM OAMHHMII (HEOp-

TOTOHAJILHUM) I[MX CaMOCIPSDKEHHX MPOJOBKEHb. EIeMEeHTapHI siIpa MOpoKy-
I0ThbCSI PyHIAMEHTATHPHIMH CHCTEMaMH po3B’s3KiB 3a1ad Kori:

i, u(0) = 1=, ) = exp (i)
dxl
d2vk , ,
- d B :7\42‘}](, k:(),l, Vo(()):l, Vo(o):(), VI(O):O, vl(O):1:>
X2

Sin A/ Ay Xy

n

VY pe3ynbTati J0X0AUMO JI0 TAKOTO BUCHOBKY.

Teopema 2. Hexaii ¢yskmis K :D =[0,00)x[0,00)x[0,/]x[0,/]—> C, mo
3aJI0BOJIBHAE OIHKY (1), € J0JaTHO BU3HAYEHUM SIPOM B PO3yMiHHI (2) i 3a710-
BonbHsie piBHSHHAM (3). Tomi icHye iHTerpaibHEe 300pa)KCHHS LLOTO SApa 3a
MIpOI0, SIKa BU3HAYAETHCS HEOJHO3HAYHO!

= vy (x3,A;) =€08[Ay Xy, (xX5,h;) =

K(xl’x2’y1,y2):
0 0 1
= [ [ explh(n—x1) 2 (12 20)v,(x2,15)do(hy,h5) (3)
o —o0 J k=0

Hacainok. I3 Bupa3zy (5) BUIDIHBaE MOXIIMBICTh MPOJIOBKEHHS TOJIATHO BH-
3HAYEHOrO siapa 3 MBCMYTH (X1,X;),(Vy,),) €[0,00)x[0,/] Ha BClO mIOMMHY

(xlaxz):(ylayz) S R2 .

BUCHOBKHA

JonmaTHo BU3HAUEHi s1pa, 30KkpeMa (QYHKIi, BiIIrparoTh BAXKIUBY POJIb y Pi3HUX
pO3aiIax MaTeMaTUKH, 30KpeMa, Y TapMOHIYHOMY aHalli3i, Teopii HMOBIpHOCTEH
Ta Teopii 300paxkeHb rpyn. s iX mociimKeHHs: BUKOPUCTOBYIOTHCS Pi3HI MiX0-
. OfvH 3 HUX, BUKOPUCTaHUH y poooTi, Hanexxuth M.I'. Kpeiiny i1 6a3yeTbcs Ha
MOOY/TOBI 3a JOJATHO BH3HAYCHHUM SIIPOM TUTEOEPTOBOTO MPOCTOPY 1 TOCIIIKEH-
HSIM (QOpMaNbHO KOMYTYBaJbHHX €PMITOBHX OIEpaTopiB. Y pasi icHyBaHHS iX
KOMYTYBAJIBHOTO CaMOCTIPSDKEHOTO HMPOJOBKEHHSI B JaHOMY NPOCTOpi abo 3 BU-
XOJIOM 3 HBOTO S/IpO TIPHITYCKA€ 1HTerpalibHe 300pa)KeHHS BiJ] €IeMEHTapHHX J10-
JTATHO BH3HAYCHHX SACP, AKI 3HAXOMITHCS SIK y3arajbHEHI BiacHI (QYHKITI ITUX
oreparopiB. Y MareMaTH4HIH JIiTepaTypi YacTillle po3risiIINCh CUTYAIl, y SKHX
CaMOCITPsKEHI KOMYTYBaJIbHI MPOJOBKEHHs OyAyIOThCS B TUILOEPTOBOMY IPOC-
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TOpi. ABTOpPY HAJIS)KUTh KUTbKA PE3yJIbTATIB, Y SIKUX JOBEIEHO MOXIUBICThH IO-
OyIOBH TakWX PO3IMIMPEHBb y OUTBII MIMPOKOMY TiTLOEPTOBOMY IMPOCTOpPi. 3BH-
YaifHO, B OJIep)KaHOMY 1HTErpaibHOMY 300pakKeHHI sipa olepaTopHa Mipa 3Ha-
XOAMTHCS HEONHO3HAYHO. [HIIN MiIXoau A0 iHTerpalbHUX 300pa)KeHb JOAATHO
BU3HAYCHHX S/IEP MICTATHCS y Tpansx [6, 7].

Crig TakoX 3ayBa)kKHTH, IO MOAIOHY TEXHIKY MOKHA BUKOPHUCTATH IJIS 1H-
TErpaJibHUX 300paXCHb JOJATHO BU3HAYCHMX SIIEP BiJl HECKIHUYCHHOI KIJIBKOCTI
3MiHHUX, SIKi JOCHTIDKYIOThCS, HAPUKIIA, y npausx [4, 5].
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INTEGRAL REPRESENTATIONS OF POSITIVE DEFINITE KERNELS /
Yu.E. Bokhonov

Abstract. The paper proposes proof of the possibility of an integral representation
of a positive definite kernel of two pairs of variables. Using this kernel, we use the
technique of constructing a new Hilbert space in which symmetric differential op-
erators formally commute. In this case, the kernel satisfies a system of differential
equations with partial derivatives. It is known that a kernel given in a subdomain of
the real plane, generally speaking, does not always imply an extension to the entire
plane. This possibility is related to the problem of the existence of a commuting self-
adjoint extension of symmetric operators. The author applies his own results related
to a commuting self-adjoint extension in a wider Hilbert space. The resulting repre-
sentation in the form of an integral of elementary positive-definite kernels with re-
spect to the spectral measure generated by the resolution of the identity of the opera-
tors allows us to extend the positive-definite kernel to the entire plane.

Keywords: Hilbert space, scalar product, symmetric operator, self-adjoint operator,
positive definite kernel, defect index, operator extension.
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APPROACH TO POSITIONAL LOGIC ALGEBRA

M. KOVALOV

Abstract. The method of Boolean function representation in terms of positional
logic algebra in compact operator form is offered. Compared with the known
method, it uses position operators with a complexity of no more than two and only
one type of equivalent transformations. The method is less labor intensive. It allows
parallelizing logic calculations. The corresponding way of Boolean function imple-
mentation is developed. It competes with some known ways in terms of hardware
complexity, resource intensity, and speed when implemented on an FPGA basis.
Possibilities open up for creating effective automating means of representing Boo-
lean functions from a large number of variables, synthesizing the corresponding
LCs, and improving modern element bases.

Keywords: boolean functions, positional logic algebra, positional operators, equiva-
lent transformations, logic circuits, FPGA.

INTRODUCTION

The development of information systems involves a significant expansion and
complication of logic calculations. Therefore, the development of new directions
in the study and implementation of Boolean functions (BF), one of which is posi-
tional logic algebra of (PLA), seems promising. It includes principles and
methods that allow BF representing and calculating using equivalent transforma-
tions and positional operators with polynomial complexity [1]. The application of
positionality principles for arithmetic and parallelization of logic calculations is
substantiated in PLA [1, 2]. Therefore, effective application of its apparatus is
possible for artificial intelligence, pattern recognition, cryptography and etc.,
where it is necessary to operate BF from a large number of variables.

However, the following problems might be identified within PLA framework:

e cumbersome apparatus of sequentially performed equivalent transforma-
tions o-, B-, Y-, WU, i-inversions; T-permutations; multi-parametric A-, A -,
® -, o-transformations) and complex positional operators). The known method
of BF representing from » variables [1] actually includes cumbersome analysis of
many n order operators. The operator, which generates the most similar BF and
has identical level, is chosen from them. After that with no less difficulty a se-
quence of multi-parameter equivalent transformations is selected. Therefore, for
large n value, the application of the method is significantly labor-intensive;

e researches within PLA framework were mainly theoretical (solving a
complex systems of logic equations, determining ratios of NP- and P-complete
problem classes, etc.). Its practical application has not been considered enough [2, 3].

In view of these problems, it is reasonable not to idealize PLA and to oppose
it to Boolean algebra, but interaction. Therefore, a less labor-intensive method of
BF representing was proposed. It does not involve enumeration of solutions, but
the formation process of less complex operators, only one type of equivalent

© M. Kovalov, 2023
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transformations and some Boolean algebra apparatus. Also, prerequisites are cre-
ated for logic calculations parallelization. In accordance with the method hard-
ware implementation of the BF was developed, which competes with some
known methods in terms of hardware complexity, resource intensity and speed.

BF REPRESENTATION

The essence of the offered method is in the following. An arbitrary BF is covered
by its fragments given by the corresponding conjunctions. For each of them, a
simple positional operator can be formed, which generates closed BF of the frag-
ment, which must be corrected to obtain exact BF values:

f;' :(t/;\l )Ncottj/\(f;lori(Xk)v(S;[Xk]/\f;?)ri(Xk)))v (1)

n—k
here X, — input argument vector with & digit capacity; ( /\1 X, ’j — (n—k )-rank
1=

conjunction (o, €1,n), which defines f;, fragment; Sj‘ — simple positional

operator (j; — binary vector of operator with dimension (k+1), 0< j <2 —1;
k — operator order, k < n), which generates the BF-prototype (the closest to the
£,). BF-correction f.)

corri

k
has “1” values on those X, vectors, where S ;. has “0”

0
corri

values but f,; has “1” values; BF-correction has “0” values on those X,

k
vectors, where S; has “1” values but f; has “0” values.

The covering process begins with shaping and analysis of great fragments.
With a large number of differences between BF-prototypes and fragments its sizes
should be reduced. For this reason, the BF might be covered by the operator's re-
cords (1) fast enough. If we disjunctively combine records (1) and transform the
resulting expression to the operator form, it will be received a representation of
the original BF in PLA terms. Obviously, it is necessary to minimize complexity
of such representation. There is no general decision of this minimization task.
Larger fragments may have many corrections, but smaller fragments may result in

a large number of fragments and records (1) respectively. Therefore, the follow-

1 0
corri corri

ing rule is developed. If and don’t require large number of operators

(usually two), it is not further defragmentation. And according record (1) includes
in BF representation. On the other hand, the method does not need more complex
transformations of input arguments as inverting. For this reason, from large num-

ber of equivalent transformations it is expedient to use one-parameter A trans-
formation. It inverts binary digits of argument corresponding to “1” in binary w
code. For example, abed = Sii\,[abed]. Tt is obvious that the implementation

of such transformation is trivial. So, the process of BF representing is as follows:

1. The set F of fragment representations in the form (1) that cover BF is as-
sumed to be empty. In set G of conjunctions that define analyzed fragments in-
clude initial BF Z.

2. If set G is empty, then go to step 9.
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3. For each analyzed fragment in the set G generate:
— a binary vector j = (j,...j,) of a simple positional operator Sf.] that gen-

erates the BF-prototype, the closest to f ,(X,). Here j =1 (0<m<k), if

p
the case number when f,=1 on vectors X, with m 1's digits exceeds half of the

total number of such vectors, else j, =0 ;
— estimate the operator number for describing of BF corrections £ (X))

and f. (X,) based on mismatches between f, and Sor (X))

0

4. Select a fragment f, with the simplest records of BF corrections.

5.1 f) (X,) and £ ,(X,) records in PLA terms don’t require large

number of operators (typically two) then go to step 7.
6. Include in set G all conjunctions of the next (7 —k +1)-rank, which de-
fine non-empty f, fragments. Go to step 8.

7. The selected fragment f. written in form (1) include in the set F.

N

8. Exclude from G conjunction defining f, and alternative conjunctions ob-

tained with it in step 7, except the conjunction with which chosen conjunction can
be glued. Go to step 2.

9. Disjunctively merge all records in form (1) of fragments included in the
set F', obtaining a combined original BF representation. It includes positional op-
erators and logic operations of Boolean algebra:

Z=vf. @

where » — number of resulting fragments f; (1<i<r).

10.Open all brackets in (2) and simplify it using Boolean algebra relations.

11.The original BF representation obtained in previous step is finally re-
duced to an operator form using relations between PLA and Boolean algebra, for
example:

a,n..na =S\ [a,..a]; €)
a,v..va =8, [a,.a]; 4)
ay A Ny ASSa..a ] = Sz,,_,fHS_ka[an...al]. (3)

Example. Let some BF F' = f(X,) has values “1” on vectors 1-3, 13-15,

19, 21-23 and 25-28. Following the known method [1], BF can be represented by
a complex positional operator and a sequence of equivalent two-parameter trans-
formations like this:

_¢olg4 17 .19 21 .23 16 .16
Z =8,5,,005)0,905, 05,0, 0, [ x5x4x3x2x1]. (6)

The BF representation following the proposed method looks like:
s. 1: F={};G={Z}.
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Cycle 1:
s. 2: G is non-empty, go to s. 3.

s.3-5: for Z form: f,., (x5x4x3x2xl) = S35, [x5x4x3x2x1].
£ (x5x4x3x2x1) has values “1” on vectors 1-3, fo _(x5x4x3x2xl1) has

orrZ
values “0” on vectors 1-3, 7, 11, 29, 30. To record them more than 2 operators are
required, hence go to s. 6.

s. 6,8 G={x1,x2,x3,x4,x5,x1,x2,x3, x4, x5} .

Cycle 2:

s. 2: G is non-empty, go to s. 3.

s. 3-5: the fragment defined by the conjunction x1 requires the simplest cor-
rections. For it fprﬁ (x5x4x3x2) = Sg[x5x4x3x2]. There is no need in

/. ’ _(x5x4x3x2), only one operator is enough for f' —(x5x4x3x2) defining

U}’Vﬁ I(’Opa
on vector 1 (x5x4x3x2=0001), hence go to s. 7.
s.7: write the selected fragment in the form (1) as f;=

= x1(Sg[x5x4x3x2] v x5x4x3x2) . Hence F = {x1(Sg[x5x4x3x2]v x5x4x3x2)} .
s.8: G={xl}.
Cycle 3:
s. 2: G is non-empty, go to s. 3.
s.3-5: for the fragment defined by conjunction x1, form

S (X5x4x3x2) = Sii[x5x4x3x2]. £ . (x5x4x3x2) has value “1” on vec-

tor 1, a fo  (x5x4x3x2) — has value “0” on vectors 3, 5, 14. More than 2 op-

erators are required to write them, hence go to s. 6.
s.6,8: G ={x1x2,x1x3, x1x4, x1x5, x1x2, x1x3, x1x4, x1x5} .
Cycle 4:
s. 2: G is non-empty, go to s. 3.

s. 3-5: the fragment defined by the conjunction x1x2 does not require cor-
rection. For it fpr 5 (¥5x4x3) = S:[x5x4x3].Gotos. 7.

s.7:  write the selected fragment in the form (1) as

f.5 =x1x28;[x5x4x3].  Hence  F ={xI(S;[x5x4x3x2]v x5x4x3x2),

x1x282[x5x4x3]} .
s.8: G ={xIx2}.
Cycle 5:

s. 2: G is non-empty, go to s. 3.
s.3-5: for the fragment defined by conjunction x1x2, form

Foreina (¥5x4x3) = S3[x5x4x3]. f, (x5x4x3) has value “1” on vector 4,

corrx1x2

only one operator is enough for it, there is no need in £ Gotos. 7.

xopxlx2 *
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s.7: write the selected fragment in the form (1) as f  ,=

= x1x2(S3[x5 x4 x3]v x5 x4 x3) . Therefore F = {x1(Sg[x5x4x3x2]v x5x4x3x2),
x1x283[x5x4x3], x1x2(S2[x5x4x3] v x5x4x3)} .

s.8: G={xl}.

The set G is empty. Entire original BF is covered with fragments from the

set F,so gotos.9.
s. 9: Get first Z representation:

7 = x1(S§ [x5x4x3x2] v x5x4x3x2) v x1 x283[x5x4x3] v

v x1x2(S2[x5x4x3] v x5x4x3) . (7)
s. 10: Open brackets in (7):
7 = x1Sg[x5x4x3x2] v x5x4x3x2x1 v x1 x2S3[x5x4x3] v

v x1x283[x5x4x3] v x5x4x3x2x1 .

Glue 3rd and 4th conjunctions and select common variables in the 2nd and
5th conjunctions:

7 = xISg[x5x4x3x2] v x4x3x2(x5x1 v x5x1) v x1S2[x5x4x3]. (8)

s. 11: expression in brackets of the second term in (8) might be written as
S2[x5x1], for each conjunction, use (5). It is necessary to use corresponding one-

parameter transformations A, for variable inverting (3):
Z = 8,80 [X1x5x4x3x2] v S SIh,, [x4x3x2x5x1] v 8,82 [x1x5x4x3].
Now apply (4) and finally get original BF representing as:
Z = 8. [S,Sih  [x1x5x4x3x2], S;.Soh,, [x4x3x2x5x1], 5,8 [x1x5x4x3]] . (9)

This example shows that the internal operators in complex positional opera-
tors serve to set the BF-prototypes of fragments, and the external ones set con-
junctions that uniquely determine these fragments. Therefore, the complexity of
positional operators in such representing in most does not exceed two, while
maintaining their compactness.

According to representation (9), it is possible to build a flow graph of logic
calculations (Fig. 1). If it is assumed that transformation and operator are per-
formed during the same time, then the calculation of the BF will take 4 steps. The
sequential process of calculating the same BF according to expression (6) lasts 8
steps. It might also be seen that, compared with the known method, the proposed
method also allows parallelize execution of positional operators and equivalent
transformations, reducing the time for BF calculating.

It is difficult to compare the complexities of the proposed and known [1]
methods directly. However, it might be done by evaluating the number of ana-
lyzed fragments in the maximum case and positional operators of order #. In ac-
cordance with the proposed method, first, the entire original BF is considered,

Cucmemni docnioxcenna ma ingpopmayiiini mexnonoeii, 2023, Ne 1 133



M. Kovalov

then — (2n) fragments depend on (n—1) variables, then — (2°(n—1)) frag-
ments on (n—2) variables, etc. Therefor the maximum number of fragments is
evaluated as NV ;R M Estimating the number of operators analyzed in accor-

dance with the known method reduces to the combinatorial task of partitioning
the number #» into terms. Using the Hardy-Ramanujan formula [4] and consider-

ing that for any complexity and order it might be build (2"*') operators at least,

2rl+] eﬁ\/?
4n\/§

method is significantly less labor intensive.

(%6 [x1x5...x2]| [2y [x4.. x2x5x1]] [S2[x5... x3]

get N, = all types positional operators. Obviously, the developed

5
Sé‘[y4'--y1]> Siy2ym|  [s2[x13]]

Sely'5.. y'3t2]

S2[t4t5t6]

Fig. 1. Flow graph of logic calculations Z = f(X5)

HARDWARE IMPLEMENTATION

The BF implementation in accordance with the proposed method is a combina-
tional logic circuit (LC). It should be based on the form (2). For example, hard-
ware implementation of the conjunctions and disjunctions in (1) and (2) is more
efficient directly using logic elements. And BF corrections are implemented in
accordance with their disjunctive normal form. The maximum number of frag-
ments in form (2) is a power of two. Hence the same number of identical func-
tional blocks (FBs) is applicable for its implementation, as well as the correspond-
ing number of other logic blocks and elements. Thus, structure of such LC
(Fig. 2) includes:

(2"*") blocks for determining the number of “1” in the input argument
vector X, ;

(2"7") FBs for fragments f, implementing;

OR logic element 4 for disjunction implementing in accordance with the
form (2).

Each FB contains:

group of logic elements 1, which with the corresponding block for determin-

ing the number of “1” implements a simple positional operator Sf [X,] for cur-

rent fragment;
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S,
XJI
="
=
N,
=
N
M,
2z — FB
N, - 2
S
S, 7
= 4
FB ‘
2" F—g
[Rl==
-
FB
i
X K, P ]

Fig. 2. LC for the BF implementation by the proposed method

[ correction blocks (CBs “0” or “1”), that implement respectively BF-

corrections £, ;(X;) and £} .(X,) with a group of logic elements 2. Each of

them is a k-input logic element AND with controlled input inverters;
block 3 of logic element AND, one input of which is the f; value. Remain-
ing (n-k) inputs have controlled inverters for the implementation of the conjunc-

n—k
tion ( A X t] accordance with (1).
t=1

Input signals of the LC:

input vector of arguments X, (input X);

2" Vectors of positional operators (input .S);
2" control signals for CB inverters (input M);

2" control signals for inverters of block 3 (input N).

The number of BFs, calculable by the LC, is directly determined by thes
number and bit capacity & of FBs, CBs:

g n—k-1

Nprpar z(NBFfr(kal))zn 1T (n-i* (10)
i=0

where N ;. (k,[) — the number of BFs depending on k variables, which, taking
into account / CBs “0” and “1”, are calculated by one FB.
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Being a complex combinatorial dependence N, p,, >> 2" (number of all

simple positional operators). Therefore, this LC is capable to calculate a large
number of practically used regular BFs depend on # variables. In addition, many
partially defined BFs might be extended to a form convenient for calculating on
similar LCs.

The following hardware characteristics of the proposed LC were defined:

— complexity as a number of two-input logic elements:

L(n,2)py =2" " 2(3k* +4n+ k8l +5))-1; (1)

— LC depth defined as a number of cascades on signal way from input to
output through the block for determining the number of “1”, groups 1, 2 of logic
elements and block 3:

Tpy =n+k+]log, k[+]log, (n —k)[+1; (12)

— input numbers:

N-nPAL=n+2”7k(2n+k(2l—1)+1). (13)

1

The developed LC allows to simply change the number and bit capacity of
the main logic blocks. It allows flexible change the ratio between its functionality
and hardware requirements, that follows from (10)—(13).

Let’s implement BF considered in the example by this LC. According the
LC structure, it is necessary transform (7) so that all operators have same order 3.

Simple positional operator S;{[X ] might be represented with simple operators

of smaller order in the next way:
Sf[xk...x,-...xl] = x,-Sffl[xk...x,-Hxl-,l...xl] vx_ingl[xk...xmx,-,l...xl] . (14
Using (14), represent the first operator in (7) as:
S;[x5x4x3x2] = x2S83 [x5x4x3]v ESj[x5x4x3] .
Transform (7) to the form:

7 = xIx2(S3[x5x4x3] v x5x4x3) v x1x2S3[x5x4x3] v

v x1x283[x5x4x3] v x1x2(S3[x5x4x3] v x5x4x3) (15)

getting 4 fragments described by operators S;,S;,S:,S; . The first and last of

them are corrected by f. = x5x4x3 and £} . =x5x4x3 respectively. There-

corrl
fore, for BF calculating in the form (15) it is suitable LC that includes 3-bit 2
blocks determining the number of “1” and 4 FBs, including one CB per block.
The input variables are inverted according to the input control signals M and N.
Zero values might be entered to the information inputs of unused CBs of FBs 2
and 3. Thus, LC inputs (Fig. 2) are:

blocks determining the number of “1”: Xf = X; =xlx2; X;=X)=
=x5x4x3;
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FB1: S, =1000, M, =111, N, =10;
FB2: S, =0100, M, =000, N, =11;
FB3: S, =0101, M; =000, N, =01;
FB4: S, =0101, M, =011, N, =00.

PRACTICAL RESEARCH

In practical research, in addition to the developed method some known ways of
BF implementation [5] were considered. They implement any BF depend on n
variables with optimal hardware complexity:

— multiplexer with (n—1) selector inputs based on a rectangular decoder [6].
The values of its hardware complexity, depth and number of inputs are:

L(n,2) 0y = 3(2’” +22 - 3} , (16)
3n
2

Ny g =2"" +n—-1; (18)

— LC based on the cascade method [7]:

L(1,2) e = 32" = 1), (19)
Tcasc = 2(” - 1) > (20)
Nipouse =2" " +n-1. (21)

Dependences of hardware complexity, depth, number of LC inputs are based
on (10)—(13), (16)—(21). Also, for the developed LC structure with a different
number of FBs and CBs (/ CB “0” and “1” in each FB) the number of countable
BFs depend on the number of variables » is obtained. The parameters of resource
intensity and speed of the FPGA-based (Field Programmable Gate Array) imple-
mentation of the proposed LC were gotten. Schemes were described on VHDL,
synthesis and modeling were carried out using Intel Quartus Prime and Siemens
Modelsim. Comparative studies are made.

Dependencies on Fig. 3 and 4 (given on a logarithmic scale) show that FB
number increasing (a k decreasing at invariable #) leads to the significant increase
of the calculable BF number and hardware complexity of the proposed LC (de-
pendencies 2, 5 and 7). However, it makes sense to increase, the number of CBs
within the FB. This can increase the functionality of the proposed LC to the level
provided by a large number of FBs, but with lower hardware costs (dependen-
cies 4-6). When n>7 developed LC structure provides an overwhelming
advantage sod.
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The resource intensity of the FPGA-based LC implementations (Fig. 5) at
most corresponds its hardware complexity (Fig. 3). When »n >10 the proposed
LC provides a significant advantage over the known ways also in the LC input
numbers (Fig. 6). From these dependences it is shown that for functionality ex-
panding and equipment minimizing more effectively increase the CB number.
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Fig. 5. Resource intensity of the LC integral Fig. 6. LC input numbers
implementations
The depth of the developed LC (Fig. 7) depends mainly on », so the depend-
ences 1, 2, 5 and 7 are close to each other. A similar trend is observed for the per-
formance of LC integral implementations (dependencies 1, 2, 4-7 on Fig. 8). Al-
though the LCs based on multiplexer or cascade method, when implemented on
FPGA basis, have less depth, but the difference in performance is practically lev-
eled. The proposed LC structure may provide higher performance when a large
number of variables (n>11).

CONCLUSIONS
In comparison with the known method the developed method of boolean function
representation in terms of PLA is characterized by the following:

— uses positional operators with complexity no more than two and only one
type of equivalent transformations;
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— less labor intensive and compactness of BF representation;
— allows to parallelize execution of equivalent transformations and operators,
reducing BF calculation time.
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Fig. 7. Depth of the LCs Fig. 8. Performance of the LC integral im-
plementations

1 —proposed LC (n—k=0,/=0);2 —proposed LC (n—k=1,1=1);

3 —proposed LC (n—k=1,/=2);4—proposed LC (n—k=2,1=0);

5 —proposed LC (n—k=2,l=1);6 —proposed LC (n—k=2,1=2);

7 — proposed LC (n—k =3,1=1); 8 —proposed LC (n—k=3,/=2;

9 — multiplexer; 10 — LC based on the cascade method

The developed LC structure, in comparison with some known ways of BF

implementation, has a significantly fewer hardware complexity when n>7. As a
result, corresponding FPGA-based implementation also requires fewer logic re-
sources and input number without losing in performance. To expand its function-
ality, it is more efficient to increase the number of CBs in FBs. The regularity and
scalability of the LC structure provide effective control the involvement in opera-
tion process its parts by using, for example, “operand isolation” technology [8, 9].
This creates the prerequisites to change flexible the ratio between LC functional-
ity, technical and economic parameters of the integral implementation, “bypass-
ing” possible failures, increasing its reliability. In addition, possibilities for creat-
ing effective automating means of representing BF from a large number of
variables, synthesizing the corresponding LCs and modern element bases im-
provement open up.
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AHoTamisi. 3anpornoHOBaHO METOJ MOJAAHHS OyneBHX (YHKIIH y TepMiHAaX IMO3H-
LiifHOI anreOpwu JIOTIKK B KOMIAKTHi# omepaTopHiii ¢opmi. [TopiBHsIHO 3 Bimomum
METO/IOM Y HbOMY 3aCTOCOBYIOTHCS TIO3UIIIHHI ONEPaTOPH 31 CKIAJHICTIO HE OiIbIe
JIBOX 1 JIMILIE OHOTO BUAY EKBIBAJICHTHUX IEPETBOPEHb. MeETOoJ Bilpi3HAETHCS MEH-
[IOI0 TPYIOMICTKICTIO 1 PO3KpHBAE Mapajelni3M JOTiYHUX OOYMCIICHb. 3amponoHO-
BaHO BIINOBITHUH crioci6 peamnizanii OyneBux QyHKmid. BiH craHOBUTE KOHKypeH-
IO JISSIKMM BiIOMHUM CIIoco0aMu 3a anapaTHOIO CKJIAJHICTIO, PECYPCOMICTKICTIO Ta
MIBUAKICTIO i3 3actocyBaHHsM Oasucy FPGA. BigkpuBaroTbesi MOMIMBOCTI JUIst
CTBOpPEHHS e()eKTHBHUX 3ac00iB aBToMaTu3auii nojanHs OyneBux (yHKLiil Bix Be-
JIMKOT KITBKOCTI 3MiHHHX, CHHTE3Y BiAMOBIAHMX KOMOIHAI[IMHUX CXeM Ta BIOCKOHA-
JICHHS CYy4acHHX €JIEeMEHTHUX 0a3.

Kurouosi ciioBa: Gynesi ¢yHkuii, mo3uiiiiHa anredpa Joriky, MO3ULIHHI ornepaTo-
pH, EKBiBAJICHTHI IIepEeTBOPEHHs, KoMOiHawiitHi cxemu, FPGA.
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MATHEMATICAL MODELLING OF CRYSTALLIZATION
OF POLYMER SOLUTIONS

K. ZELENSKY

Abstract. The processes of homogenization and crystallization of polymer solutions
in cylindrical pipes are considered, which are described by the convective-diffusion
equation with respect to the solution temperature and kinetic equations with respect
to homogenization and crystallization of the polymer known as the thermokinetic
nonlinear boundary value problem. A numerical-analytical iterative method for
solving this problem is proposed, which consists of stepwise obtaining solutions of
kinetic equations with respect to homogenization and crystallization of polymer
solutions depending on the solution temperature and obtaining a solution of the
convective-diffusion problem with respect to melt temperature. The accuracy of the
obtained solution is determined by the norm of the difference between two adjacent
iterations. The value of the crystallization coefficient, which is close to unity,
determines the length of the dosing zone and the transition to the next zone — the
flow of homogenized polymer into the distribution head of the extruder. The results
of mathematical modelling are given.

Keywords: homogenization, integral transformations, iterative method, crystallization,
mathematical model, nonlinear boundary value problem.

INTRODUCTION

The solution of the problem of polymer crystallization can be carried out on the
basis of a mathematical model that describes the heat transfer processes of
polymer melts and the cooling agent.

The main difference between the crystallization of polymers and the
crystalliza\-tion of other types of materials (eg, metals) is that the crystallization
of polymer melts is carried out in the space-time domain. With regard to the
crystallization of polymer solutions in extrusion devices, the situation is
complicated by the movement not only of the crystallization front, but also by the
motion of the solid mixture heated to the melting temperature under the rotational
motion of the screw worm. The crystallization process is phase, accompanied by
the release of heat and leads to stresses. Determining the values of the coordinate
z=L, in which the degree of crystallization becomes close to unity, determines
the length of the dosing zone of the polymer, after which the polymer enters the
extruder head. This factor plays a crucial role in ensuring the formation of a
quality source product (for example, the quality of the insulating coating of the
cable or the quality of the polyethylene film) at the outlet of the extruder.

PROBLEM STATEMENT

The goal of solving the problem of crystallization of polymer solutions is to
develop an optimal strategy for cooling polymer solutions in order to reduce
processing time and limit the use of excessively low cooling temperatures.

© K. Zelensky, 2023
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Overview of approaches to building models

A significant number of scientific and applied works [1, 6-8,10—15] are devoted
to the construction of mathematical models of crystallization for various purposes.

Mathematical models of polymer crystallization in the form of a thin disk
(one-dimensional model) are considered in [1, 12, 13]. The model consists of two
nonlinear differential equations for the degree of crystallinity y(r,t), defined as
the average volume fraction of the space occupied by crystals, and the
temperature field 7'(7,¢), combined using the norm of the nucleation and growth

function by (T) and bg;(T), the nucleation initiation function and the aggregation

k(y)=1- y2 and saturation function of nuclei B(y) = y(1-y):
% =B (r,0)bg (T (r, 1)) +vok(y(r,0))by (T (r,1));

2
- c{‘;—f + 1‘2—Tj + agBOr. NG (T(0).

In the given mathematical model of crystallization of the polymer solution,
there are no connections of the determining components b;, by from the
temperature of the solution.

In [4], a mathematical model is considered, in which the dependence of the
crystallization coefficient on the temperature of the polymer melt is specified
explicitly.

In [8], the mathematical model takes into account the clear dependence of
not only the crystallization coefficient, but also the polymerization coefficient,
since these characteristics are interconnected.

Two macrokinetic parameters o and 3, which determine the specific

contribution of the polymer and crystalline phases, respectively, are introduced.
The degree of polymerization o(¢) determines the degree of completion of the

polymerization process and can take values from 0 (the polymer content is 0) to 1
(all the monomer has turned into a polymer). The degree of crystallization B(¢)

determines the degree of completion of the crystallization process and can take
values from O (the content of the crystalline phase is 0) to 1 (the entire amorphous
phase of the polymer has turned into a crystalline one). To quantitatively
characterize the degree of completion of the phase transformation Be[0,1], a

parameter called the relative degree of crystallinity is used.
Determination of temperature fields 7(r,z) and the degree of crystallinity

B(7,z) in insulation consists in the joint solution of the heat conduction equation
and the kinetic equation:

VO_T:L{lE[rxa_T}ﬁ(xa_Tj}Qv, re(Ry,Ry), z€(0,0); (1)

0z cp|ror or) oz\ Oz
PB_1 U vl a1
e V{Koexp{ =T T(]}Z—T)H(HCOB)[B”(T) Pl ()
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VO, B

oz

The problem is solved under appropriate boundary and initial conditions.
Note that the equations (1), (2) are written relative to the processes in the
insulation, and the boundary conditions contain the conditions for the current-
conducting core. In addition, the equation for the degree of crystallization is
written relative to the variable , that is, a stationary problem is considered.

The presented mathematical model of polymer crystallization refers,
according to the authors, to the processes of applying polymer insulation to a
conductive core. However, the process of crystallization of the polymer solution
is carried out even before the insulation is applied to the core, that is, in the
dosing zone of the extruder. Therefore, such an approach to the study of the
crystallization process of polymer solutions cannot be considered to correspond to
the essence of the matter. For this reason, the mathematical model does not take
into account the convective transfer of the polymer melt during the cooling
process in the dosing zone.

r e (Rg’RiZ)’ ze (O,L)’ Qv =

Formulation of the problem

Assuming that technological stresses do not affect the temperature and flow of the
crystallization process, it is necessary to solve the problem of determining the
temperature fields and the degree of homogenization and crystallization, or the
thermokinetic problem.

The problem of determining temperature fields and the degree of
polymerization and crystallization is described by the following boundary value
problem:

«(T)p (T){aT 0 4y, oL 5—T}

+v +v
"or Yoz

=div(MT)grad T (x,1)) + (Qa 7 +0 Bj ev;

kinetic equation of polymerization
da(t)

0 =K, (I-a)(cy+a); 3)
kinetic equation of crystallization
d
U — K1)y + BXaB (7)) @
_ U e _E YT, |
K, =k, exp[ RTJ’ Kp =k exp( RT T, —T}’ &)

bo = E/R, bl = \P_bo.
Initial and boundary conditions:
OL(x,O) = O: B(X,O) = O’ T(X,O) = TO, (6)

AMTD)n-gradT(x,t) = h(T(x,t)=T,); n-gradT(x,t)=0, xeS,; (7)
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T(x,t)=T (x,t); x€S, (8)
where ¢ is the specific heat capacity; p — density; A — thermal conductivity
coefficient; Q,,0p — intensities of heat sources due to polymerization and
crystallization, respectively; R — universal gas table; U ,E,ka,kB,co,cl —

kinetic steels determined experimentally from calorimetric measurements;
melting point; B, — equilibrium degree of crystallization;

0,26
B, = 0,52,/1—(T/Tp)4 z?(T; ~TY=E\(T, -T*).

P
Thermophysical properties of low density polymer (PENG):

c=24 -kJl(kg°C)); A=0,182 W /(m°C);

T,=170°C; p=1080kg/m"; T, = 60°C.

Taking into account the fact that at the melting temperature of the polymer,
the thermophysical coefficients can be considered constant, the differential
equations describing the processes of heat release in the dosing zone, taking into
account the smallness of the gradients relative to the axial component of the speed
of movement of the polymer solution, take the form:

ov, ov, ov
+

+v, —E=——""tu,Av. +g_; 9
o T or ez par eteTEs )
or  or  oT do.  dp(t)
— 4y, — 4y, — |=AAT+ 0, —+ Oy —=. 10
® [ o or F az} Qo g Ty (10)

Initial and boundary conditions:

o(r,z,t)|,_o=1, B(r,z,t)|,_,=0; T(r,z,t)|_= T,

oT oT
|:E_ho(T_T0)}|R1:0, |:E+hl(T_TO)}|R2:O

Cooling channel:
b= 0% SEy=0, 22 =0,
On hard surfaces for the components of the agent that cools, meet the
conditions of adhesion and impenetrability.
In the equations, the following are indicated: A — thermal conductivity
coefficient; O, — thermal effect of polymerization; Oy — the thermal effect of

crystallization (the rate of specific heat release during PENG crystallization);

kq.ks — polymerization and crystallization rate constants; U — activation
energy of the polymerization process; ¥ — characteristic temperature of the
polymer; R — universal gas table; h,, sy — coefficients of heat exchange with

the environment; 7, = 415K is the equilibrium melting temperature.
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PROBLEM SOLVING

So, we have a system of differential equations (9), (10), (3), (4) with respect to the
temperature of the polymer melt and the degree of homogenization o and crys-
tallization  with the corresponding initial and boundary conditions (6)—(8).

This system of equations is nonlinear, its solution will be sought by an
iterative scheme by analogy with the previous sections.

Let’s consider the equations regarding the degree of polymerization and the
degree of crystallization . At the same time, at the first stage, we consider,

K(X qu, Kﬁ Nkﬁ
Since these equations contain a nonlinear component relative to 7'(r,z,t),

the exponent must be approximated, for example, by a fractional-rational
expression [16]. Let’s denote e, = U/R . Then we will have

eT e —e,T +eT”
K, (T)~k, 1_0—2 :ka%;
e +e T +eT e +e T +eT

e =e3/12, ey =¢y/2, e;=1.

By analogy, we approximate Kp in (6) b, = E/R, b, =¥ —b)).

2 3 4
K = ky exp| - by +bT ~k dy +d1T+d2T2 +aI3T3 +d47; . (11)
(T,-T) co+ciT+c, T +c3T° +cyT
Consider the equation (3) and denote
N, = —iT{(e2 + T)d—a —(e; — Tk, (1—a)(cy + oc)}
e dt
Then we will have
do
E=ka(1—oc)(co +a)+ Ny (a,T). (12)

We get the solution of the equation (12) without taking into account
N, (a,T):
daV
dt
The solution of this equation in the first approximation:

+ho=k—k,o?, k=kycy; a(0)=0.

aM @) =i[(2kt +1)e M — 72 .
o
Further iterations in determining the expressions for the solutions in this
form leads to a significant increase in the exponential terms in the solution, which
actually makes it impossible to use the iterative procedure.
Therefore, it is worth now to apply the simplification algorithm and obtain
the following solution of the equation (12):

a V(1) = 4y + 7 @y fi(040) + @ fr ()] (13)
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Now further iterations to determine the expression for the polymerization
coefficient can be implemented according to the standard algorithmic
procedure [16].

Let’s go back to the expression (12). It contains an expression for the
melting temperature of the polymer:

M N M N
v (r,2,0) = 2R, (1) 2 Zi (2 i (0 v-(roz,0) = YR, (1) Y2k (2)vz, 4 (1) 5

n=1 k=1 n=1 k=1

M N
T(r,z,0)= 3 2 Ry (N Zi ()it 1 (1)

m=1k=1

o il 5 2 5
ttn,k(t) :tln,k —e ’ (ﬂn,kfl(ﬂn,kt)+ﬂn,kf2(ﬂn,kt))' (14)

This expression is obtained in [17]. Application of integral transformations
by spatial variables gives:

[— %) + o L
NP = [ R,BNR, Br) [ Zy(8:2)Z; By 2)No (2, 1)drdz.
] 20

Substituting the expression for the melt temperature in the image space by
the spatial variables in gives:

— = = = d(X(l)
NG = thu 1, (1) (ttnl,kl () —e, )a(” —(ttnl,kl (1) + ez) .
iy 2 dt
1%
Substituting (13) and (14) into this expression, performing the corresponding
transformations gives

i N Ny + N, =
N (p)~ =24 02 D ) =

P N +N4P+P2

=na, + Ay (nay fi(nast) + na, f, (nast).

Taking into account (13)

— )
= -4t
a@ @) =aP @)+ NP (@0)= 4P +e 4 7 (AP £,(4P1) + 4P 1, (4P1)).

In Fig. 1, 2 graphs of the distribution of the proportion of melt homogenization
at fixed time values are given. It can be seen that the distribution of the
homogenization (and crystallization) process is evened out due to the decrease in
the temperature of the polymer melt.

In the space of originals by spatial variables:

(X(I”,Z,t) ~ an(Bnr)Zk(akZ) X
n,k
R AR CR NSRS
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Fig. 1. Graph of distribution of polymer melt homogenization at the 1st iteration

Taking (11) into account, the equation (4) for determining the degree of
crystallization takes the form

dp(r) _
dt
= (do +d\T +dyT* +dsT° +d,T*)Ey + B) () E (Ty —T*) —Bl;

(co +clT+c2T2 +c3T3 +c4T4)

E;=0,26/T,.

Co d[z’it) = dy(ey +e+es(B)’)+ Ny(T.B); (16)

Ny(T.B)=T(d, +d, T +d;T* +d,T* )y + e, + ;%) .
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Fig. 2. Distribution graph of polymer melt homogenization at the 3rd iteration
dp(t
—T(c; +¢,T +c3T? +c4T3)%. (17)
t
By analogy with (13) we obtain the solution of the equation (16)

V(1) = by +¢ " [y fi (0gt) + B f ()]

In the next step, we will add to the obtained solution the dependence on the
temperature of the melt T'(x,z), perform the transformation for Ng(T',?)

according to (17). Due to the algorithms of equivalent simplification, the solution
of the equation (16) can be written in the form
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B(V,Z,Z) = an(Bnr)Zk(Skz) x
n,k

x [Bs,k + e‘”ﬁ)"’k’w;,kﬁ (@p)p i)+ By i fo ((wﬁ)n,kt»}

Now we need to define an expression for
do(1) dp(r)
Ly = + .
T Qp dt ch dt
Taking into account the obtained solutions regarding the degree of polymerization
and crystallization and the calculation of the time-dependent ones, we have:

Ly = 0,¢ 7! [~ (o Ay + 0o A4 )00 1) + (0g Ay — 7o A)(@g1)]+

—ygt
+0,¢ P [~(v5B) + 0pB;)(wpt)] + (5B, — Y58, )(wpt)]-
We have

n,k
kTR ke nk ko nk
ORI VA CRO RS G

Therefore, the temperature field of the polymer in the cooling zone is
determined by the expression:

M M
T(r,z,0) = Ty (r,z,0) & 3 Y R(8,1Z(Br2)Fy 4 (1).
n=lk=1

The coefficients in these expressions are calculated using the appropriate C
program.

Calculations were performed for the following values of the problem
parameters:

c=573kl/(kg°C); p=1,1-10° kg/m>; A, = 2,14848-10"2kJ/(mc°C);
0, =42971/(sm’); Oy, =8,35521/(sm’); k,, = 0,83 1/c; ky = 0,0411/c;

U =0,0443k) / kg; A=10%; R=8314;¥ =45°C; E =0,034kJ / kg

In fig. 3 shows the graph of the distribution of the fraction of crystallization
for a fixed value of time.
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Fig. 3. Distribution graph of polymer melt crystallization on the 3rd iteration
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CONCLUSIONS

1. The purpose of mathematical modeling of polymerization and
crystallization processes was to determine the equilibrium state of these processes
and to determine the length of the dosing zone.

2. The problem of determining the degree of polymerization and
crystallization of the polymer melt in the dosing zone of the extruder is
formulated in the form of a system of nonlinear differential equations with respect
to the temperature of the melt (mass and heat transfer equations), taking into
account the cooling boundary conditions and nonlinear kinetic equations of the
degree of polymerization and crystallization of the polymer melt.

3. The solution of the system of equations of motion of the polymer melt
(thermal conductivity) and kinetic equations of the degree of polymerization and
crystallization is carried out by a numerical-analytical iterative method, which
made it possible to obtain a solution in quadrature.

4. The distribution of the temperature of the melt crystallizing in the dosing
zone, the degree of polymerization and crystallization of the polymer are
obtained.

5. The proposed numerical analytical method for solving nonlinear differen-
tial equations made it possible to automate the software implementation of the
iterative procedure and obtain an approximate solution for the distribution of the
crystallization field of polymer solutions. Four iterations were performed to
achieve a relative solution error of 5%.

6. The proposed iterative numerical analytical method proved the effective-
ness of its application to a wide range of problems described by systems of non-
linear equations of the parabolic type.
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MATEMATHYHE MOJIEJTFOBAHHS KPUCTAJIIBALLL PO3UMHIB ITIOJIIMEPIB
/ K.X. 3eneHcykuit

150

AHortanisi. Po3rmisHyTO mpolecn romoreHizamii Ta KpHcTamisamii po34MHIB
HoNiMepiB y HWIHAPHYHUX TpyOax, sIKi ONMCYIOTHCS PIBHSHHSIM KOHBEKTHUBHO-
nuy3iHHOT 3aJIeXKHOCTI BiJl TEMIIEpAaTypy PO3UMHY Ta KIHETHYHUMHU PIBHSIHHIMH 3
roMOreHi3allii Ta KpucTai3awil mojaiMepa, BiJOMUMH SIK TEPMOKIHETHYHA HelliHiHa
KpaiioBa 3ajada. 3ampoloOHOBAHO YHCIOBO-aHANITUYHHMN ITepalifiHUi MeTox
pO3B’si3yBaHHS WLi€l 3amadi, KW MOJSArac B MOETATHOMY OTPHMaHHI PO3B’S3KiB
KIHeTHYHHX PIBHSHB 3 TOMOTEHI3allii Ta KpucTaii3amii po34rHiB MOMIMEPiB 3aIeKHO
BiJl TeMIepaTypu pO3YHMHY Ta OTPHMAHHS PO3B’SI3KY KOHBEKTHBHO-IU]Y3iiHOT
3aJa4i  [IOJ0 TEeMIepaTypd po3uiaBy. TOYHICTE OTPHMAHOTO  PO3B’SI3KY
BU3HAYAETHCS HOPMOIO PI3HHMII JBOX CYCINHIX iTepaiiil. 3HaueHHs KoedillieHTa
KpHCTai3allii, OJu3bKe 10 OJUHHUIl, BU3HAYAE TOBKUHY 30HH JIO3YBaHHS 1 mepexis
JI0 HACTYITHOT 30HH — IOTOKY FOMOT€HI30BaHOI0 IOJIiMEpa B PO3MOiIbHY TOJIOBKY
excTpyzaepa. HaBeneHO pe3yibTaTi MaTeMaTHYHOTO MOICITIOBAHHS.

KnrodoBi ciioBa: ycepenHeHHs, iHTErpajbHi IEpPETBOPEHHS, iTepaliiiHUi MeToq,
KpHCTai3allisi, MaTeMaTHIHA MOJICIIb, HETiHIHA KpaiioBa 3a1a4a.
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